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APPROXIMATION METHOD FOR DETERMINING THE PULSE
SIGNAL FORM AND ITS INTENSITY MEASUREMENT WITH
AN AVAILABLE RANDOM NOISE
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Samara State Technical University
244, Molodogvardeyskaya st., Samara, 443100, Russian Federation

Abstract. The paper deals with the issues of the operational measurement of a single pulse
intensity, as well as the determination of its approximation model. The radar impulse enve-
lope, as well as the peak signal of the analytical instrument, was chosen as the pulse. The
pulse square and dispersion were chosen as a measure of intensity. To solve the problem,
we use a spline - approximation of discrete samples of the pulse signal. The error of the
spline - approximation of the pulse signal discrete values, as well as the error of approxi-
mation in the presence of random interference is determined. It is shown that the use of
spline approximation reduces the effect of random noise. The characteristics of the proposed
method are determined using parabolic, as well as cubic spline approximation. The analysis
of the error of the considered method caused by the presence of a random additive interfer-
ence is given. The characteristics of the considered method are determined when analyzing
the Gaussian signal. The dependence of the error of the considered method on the intensity
of the random noise is determined. The study was conducted for a uniform distribution of
random noise. The structure of the system that implements the described method of spline -
approximation of the signal samples is described. It is proposed to use the considered ap-
proximation method of measuring the pulsed Gaussian signal intensity when solving prob-
lems of its detecting against a noise background, as well as determining its boundaries. It is
proposed to use the described methods, if necessary, to promptly determine the effective
value of a periodic non-harmonic signal (during no more than half of its period) by deter-
mining the dispersion of its one half-wave. It is also proposed to use the described methods
to determine the informative parameters of a pulse signal (the position of its beginning, end,
amplitude).

Keywords: signal dispersion, approximation, random noise, discretization, instantaneous

Introduction

Pulse signals are used for the measurements of information parameters of different
processes in many applied tasks. Such typical tasks include radio location and hydrolo-
cation, chromatographic, and spectrometer systems for analysis of different substance
compositions, as well as nondestructive test pulse systems and systems for liquid and
gas flow parameter determination. In most cases, the pulse signal is detected against the
background of random interference for the solution of these problems; herein, the inten-
sity of this will be determined, as well as the shape and main parameters (amplitude, its
position on the independent time variable, pulse beginning, and its end) defined.

The same task is required for effective control, as well as for the detection of emer-
gency situations with powerful electrical equipment, when the parameters of periodic
non-harmonic signals are determined with urgency within the time no more than half a
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signal period.

Attachments to radiolocation and hydrolocation consider the pulse signal as having
a Gaussian shape, and the problem is to detect this against the background of random
interferences [1]. In order to determine the information properties of the pulse signal,
different methods of its approximation are used, for example, by means of the convolu-
tion of two triangular pulses [2].

In electrical engineering applications, the most reliable method used for the power
electrical equipment control is the online measurement of such integral properties as
effective voltage values and currents in the circuits of powerful electrical equipment, as
well as active and reactive power [3—4]. Similar problems will be resolved for the control
of powerful nonconventional sources of electric power, as well as of the electric drives
of hybrid vehicles [5].

The online determination of emergency and pre-emergency modes of operation of
power electrical equipment requires high speed and accuracy in the measurement of in-
tegral characteristics of the periodic signal. In this case, of particular importance are the
tasks of measuring the effective value of current and voltage in the circuits of powerful
electrical installations [6-8].

Measuring systems using digital signal processors can implement direct measure-
ment by means of a signal samples on the number of sampling intervals, a multiple of
the period of its first harmonic.

A disadvantage of this method is the significant error of changing the main signal
frequency, as a result, the sampling interval may not be a multiple of its period. Further-
more, the use of digital methods with a small number of discrete values of the signal
(about 6...10), as well as in the presence of the additive random interference, means that
the error of determination of the signal’s effective value can be significant [9-12].

Signals formed by analytical measuring instruments (such as chromatographs and
spectrometers) also usually represent a sequence of pulses of a certain shape. In some
cases, it can be considered that such pulses have a Gaussian shape, while in others they
have more complex shapes. When these pulses are approximated by certain functions,
the problem of correcting the hardware function of the inertial detector of analytical in-
struments can be solved [13].

When such signals are processed, their information properties can be determined:
the position of the pulse’s beginning and end, amplitude on the axis of independent var-
iables (time or wavelength), and intensity (pulse area, dispersion, or root mean square
value).

The above tasks are complicated in the presence of additive random interference.

In the most up-to-date systems, the analog-digital conversion signal is performed,
while the methods of pulse signal samples approximation at the interval of its existence
are used for the solution of the above problem.

Task-setting

In order to reduce the error caused by the additive random interference approxima-
tion method is proposed, smoothing the effect of the random interference imposed on
the analyzed signal.

Approximation method of determination of the Gaussian pulse signal’s effec-
tive value without the additive random interference

Now, the method of determination of the Gaussian pulse signal’s intensity (in the
form of dispersion), using its spline approximation, will be considered. Practically, sig-
nal dispersion is determined by its time implementation xc(t).
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In a perfect case, the dispersion yq of signal x. is equal to:

T
y(ijdeal _ jxfdt,
0 1)

where T is the interval of the pulse signal’s existence.

Let us consider the task of determination of the pulse signal dispersion on the basis
of its discrete values.

The signal can be recovered within the discretization intervals with the certain error
by means of the approximation function. In this case, the approximation function coef-
ficients can be used for the determination of signal effective value.

When the described task is resolved, different approximations are used. In [14], the
methods of digital harmonic analysis of multicomponent random signals are used; [15]
describes systems for the evaluation of the amplitude range of multicomponent random
signals.

The use of “smooth” spline functions for the approximation of discrete values of the
pulse signal inside the range of its existence appears promising [16, 19], comprising the
use of cubic splines for the approximation of noisy data. However, it is reasonable to use
the approximation of discrete values not as an end in itself, but as a tool for the determi-
nation of the information parameters of the pulse signal (for example, in the pulse area
and its dispersion).

Let us consider the use of the parabolic spline function for this purpose, which is
described by the following expression on the n-th sampling interval:

X sarab (t):az[n]t2+a1[n]t+a0[n], @
where a2[n], al[n], and aO[n] are constant coefficients for the n-th interval.

Coefficients 2 [n]. a[n], a[n] are also determined by the relevant expressions
described by one of the digital spline filters. For example, for the five-point par-
abolic spline filter, these expressions are determined by expressions [13, 18]:

1

a,[n] :E(_X° [n—2]+4x, [n-1]+10x, [n]+4x, [n+1]-x, [n+2]),
a,[n] =é(xC [n—2]-6x,[n—1]+6X [n+1]-x.[n+2]),
a,[n]= 161t§ (—x.[n=2]+ 7% [n—1]-6x,[n]-6x [n+1]+

+7%,[n+2]-x,[n+3]).

When using expressions (3), the spline approximation Xparan(t) of the signal’s
samples is determined by the following expression:

w4l la [n](t=nt, )’ +a [n](t-nt,)+a [n] if nt, <t<(n+1)t
Xparab(t)=2[ o[n](t=nty)"+a[n](t-nt,)+a[n] s <t<(nei)y |
m2[|0  otherwise

(4)

It is known that the parabolic spline function does not break down at the 0-th
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and 1-st derivatives at the sampling intervals boundary; therefore, the use of ap-
proximation splines almost does not cause higher harmonic appearances in the
signal spectrum recovered by means of such approximations. Furthermore, the
digital filter implementing the approximation algorithm has the feature of signal
smoothing, on which the additive interference is imposed [19].

The first initial moment of parabolic spline function, approximating a signal
in one sampling interval, is determined by the expression:

ty

My paras :J‘(az[n]t2+a1[n]t+ao[n]) dt =t, az[n]ﬁ+a1[n]ti+a§[n] .
3 2

0

(®)

If the parabolic spline approximation of the pulse signal on its period of ex-
istence is determined on the m of the sampling intervals, then her first initial mo-
ment is:

m-2

1 1 1
M =t S 2adl0)+ S 0l S o]

(6)

The expression for the second initial moment of the spline function (i.e., its

dispersion) on n-th sampling interval is as follows:
Ly

o 1] (016 v 1, 1) e, 3} ] -

o ][] ]2+ [, <6 [n]].

(7)

If the parabolic spline approximation of pulse signal on its interval of exist-
ence is determined on m sampling intervals, then its dispersion will be expressed
in the following way at the signal sampling interval tq:

m

1 1 1
Dparab :td |:Zga22[n]tg +Ea1[n]a2[n]'tg +§a12[n]t§ +

Zafofan) ¢ rana ] a1l

(8)

If required, from here the root mean square value of the pulse signal can be

determined as:
yrmsspl = \/ Dparab :

Expression (3) demonstrates that in order to determine the coefficients of
spline approximation of signal x. on the interval of its existence, two additional
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sampling intervals will be used to the left of the approximation interval (on at
half signal period), as well as two additional sampling intervals to the right of the
approximation interval.

Thus, the spline approximation of the signal’s discrete samples is determined
at the interval [2tq, (T+2td)].

Expressions (3), (5), and (6) are implemented by means of microprocessor
controllers for the determination of signal dispersion during its interval of exist-
ence.

Let us consider the use of cubic spline approximations for this purpose, which
is described by means of the following expression on the n-th sampling interval:

X (1) =25 [n]t* +a,[n]t? +a [n]t+a,[n] ©)

where as[n], az[n], a1[n], ao[n] are constant coefficients for n-th interval.

Coefficients a3[n], 2 [n] al[n] ao[n] are determined using the relevant ex-
pressions for one of the digital spline filters. For example, these expressions are
determined by the following expressions for the five-point cubic spline filter [13,
18]:

a,[n] :%(—xC [n—2]+4x, [n-1]+10x, [n]+4x [n+1]-x [n+2]),

a,[n] :é(xc [n—2]-8x, [n—1]+8x [n+1]-x, [n+2]),

a,[n] =é(—xc [n—2]+10x, [n—1]-18x, [n]+10x [n+1]-[n+2]),

az[n] = #(xc[n — 2] — 11x.[n — 1] + 28x.[n] — 28x.[n + 1]+11x.[n + 2] — x.[n + 3]).
d
When using coefficients (10), the cubic spline approximation Xcu(t) of the
signal’s samples is defined by the expression:

| |K[n] if  nty <t<(n+1)t
X, (t)=
CUb() mzz{o otherwise

} (11)

where K [n]=a,[n](t—nt, )3 +a, [n](t—nt, )2 +a [n](t—nty)+a,[n].
The initial moment of the cubic spline function, the approximation signal on
n-th sampling interval is expressed as follows:

ty

m, ., = J;(as[n]t3 +3,[n]t* +a,[n]t+a,[n]) dt =

=td[as[n]%+a2[n]%+al[n]%+a§[n]j. -

If the cubic spline approximation of pulse signal in its interval of existence is
determined on m discrete areas, then its initial moment is equal to:
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[le% [n]-t] +%a2 [n]-t +%a1[n]-td +a, [n]}

(13)

The expression for the second initial moment of the cubic spline function (i.e.,
its dispersion) on n-th sampling interval is determined by the expression:

d,[N] =t:[(ag[n]t3 +a,[n]t* +a,[n]t+a, [n]) 2 dt

After conversion, this expression takes the foIIowing form:

tulrl [< ) S 115+ 20 ol o o) v o+
+a,[n]a,[n ] +2a0[n]a [n ]t32+(a1[n])2%+ao[n]al[n]td+(ao[n])2]_

(14)

If the cubic spline approximation of the pulse signal in its interval of existence
is determined in m samples, then for the sampling interval tq its dispersion is
determined by the expression:

D = Z_l:azd cub [n] (15)

Analysis of the characteristics of the considered method without ran-
dom interference
Let us consider the task of determining the Gaussian signal dispersion of unit

amplitude as an example:
X (t) = exp{——(t _37) ]

(16)

presented with 12 samples.
A graph of this signal is presented in Fig. 1.
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Fig. 1. Diagram of a Gaussian pulse signal.

The graphs of the parabolic and cubic spline approximations of the pulse sig-
nal’s samples, plotted using expressions (4) and (11), are presented in Fig. 2.
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Fig. 2. Diagrams of parabolic Xparan and cubic Xy Spline approximations of Gaussian pulse
signal x.(t): samples

signal x.(t);

.................. parabolic approximation Xparan;

______ cubic approximation Xcus

Dependencies of the errors of pulse signal approximation with parabolic and
cubic spline are presented in Fig. 3.
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Fig. 3. Dependence of the error of the Gaussian pulse signal samples approximation of par-
abolic and cubic splines (Sparab and dcup accordingly).

Examination of these diagrams demonstrates that with about 10 samples of
selected pulse signal, the error of approximation with parabolic spline does not
exceed 5%, and cubic - 2%.

If required, spline approximation of the pulse signal’s samples can be recov-
ered in continuous form by means of the structures based on integrators, scaling
amplifiers, and an analogous shift register [20].

Let us consider the possibility of determining the pulse signal moments of the
first and second order (16).

The true value of the Gaussian pulse signal moment of the first order, i.e., its
area, is determined with the following expression:

13
M e = | X, ()t =3,07.
° (17)

The true value of the pulse signal’s moment of the second order, i.e., its dis-
persion, is determined with the expression:

13
Digea = [ X (t)dlt =2,171.
° (18)

When using the parabolic spline approximation of the pulse signal’s discrete
values (11), its first-order moment is determined with expression (6) and is equal:
M ara = 3,071,
while its dispersion determination with (8) is equal:

D, = 2,111, D, = 2,111,

parab

(19)

Errors of determination of the pulse signal moments M1 and D2 with parabolic
spline approximation of its samples are expressed as follows:
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M.,.,—M T
My = —deal " parab )0, 3D para = M.loo%
ideal ideal
(20)
and are equal respectively:
oM =0,03%, oD =2,7%.

parab parab

(21)

When using the cubic spline approximation of the Gaussian pulse signal’s
samples (11), its first-order moment is determined with expression (13) and is
equal:

M, =3,071,

and its dispersion defined by the expression (15) is:
D,, =2,111.

Errors of determination of the Gaussian pulse signal moments M1 and D2 with
cubic spline approximation of its samples are defined with expressions similar to
(20) and are equal respectively:

M, =0,013%, 3D, =1,5%. 22)

Analysis of the characteristics of the considered method with random

interference

In determining the Gaussian signal dispersion (16) of unit amplitude with
random interference of range 0.1 having the equipartition law, the graph of such
a signal is presented in Fig. 4.

1.1

o 1 2 3 4 5 6 7 & 9 10 1

Fig. 4. Gaussian pulse signal with interference.

As in the previous example, the signal is presented with 12 samples with im-
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posed additive random interference. Diagrams of parabolic and cubic spline ap-
proximation of such signals are presented on Fig. 5.
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Fig. 5. Diagram of parabolic Xparab and cubic Xeus Spline approximations of Gaussian pulse
signal x(t) samples with additive random interference:
_— signal x(t);
................... approximation Xparab;

______ approximation Xecup

Diagrams of errors of spline approximation of signal samples with interfer-
ence are presented on Fig. 6.
/-\ Gnamb

0.04 / \
0.02 a - /7

acub _ j.-l
~0.02 \/ /
3 4 5 6 7 8 9 11 12

-0.04

Fig. 6. Dependence of the error of Gaussian pulse signal samples approximation with para-

bolic and cubic splines error (Sparap and deup accordingly).

Fig. 3 and Fig. 6 demonstrate that despite the significant interference, the er-
rors of the signal spline approximation insignificantly increased.
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When using the parabolic spline approximation of the pulse signal’s samples
(11) with interference, its first-order moment is determined with expression (6)
and amounts to:

M e = 3,182,

While its dispersion determination with (8) amounts to:
Dparar = 2,147.

Errors of determination of the pulse signal moments Mparab and Dparab With
parabolic spline approximation of its samples are determined with expressions
(20) and are equal respectively:

oM

=3,6%, oD ., =1,1%.

parab parab

(23)

When using the cubic spline approximations of the pulse signal’s samples
(12), its first-order moment is determined with expression (13) and amounts to:
M, = 3,186,

while its dispersion determining with (15) amounts to:
D, =2,17.

Errors of determination of the pulse signal moments Mcub and Dcub With par-
abolic spline approximation of its discrete values with imposed additive random
interference are determined with expressions similar to (20) and are equal respec-
tively:

M, =3,8%, 8D, =0,03%. (24)

Let us consider the properties of the direct digital method of determination of
moments M and D of the pulse signal with imposed additive random interference.

These are determined with the following expressions:

Mzznix[n], Dzzian].

For this example, these values are equal respectively:
M, =3,24; D, =2,21.

(25)

Errors of determination of pulse signal moments Mcub and Dcus With imposed
additive random interference when using expression (25) are equal respectively:
SMZ = 5,5%, SDX = l, 7% (26)

Conclusions

In this paper, it was shown that:

1. The use of spline approximation of the Gaussian pulse signal samples al-
lows recovery of the signal shape with relatively small errors and a fairly
small number of samples (about 10).

2. The Spline approximation of the pulse signal’s samples allows for the
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determination of the values of the first and second initial moments (ex-
pectation and dispersion) of the pulse signal with a small error.

3. Inthe case of the random additive interference, the spline approximation
of the pulse signal’s samples restores its shape-correcting interference,
which makes the determination of the signal’s information parameters
fairly easy (position of the pulse signal at the beginning, top, and end of
the independent variable axis).

4. A comparison of errors (24), (25), (26) of different methods allows one

to conclude that in the case of random interference, the direct method (25)
of determination of the pulse signal moment has a significantly higher
error in comparison to the methods of parabolic and cubic spline approx-
imation of the signal’s samples.

Article submitted 22 March 2019.
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AIIIMTPOKCUMALIMOHHBIN METO/] OIPEJEJEHUSI ®OPMbI
U U3MEPEHUSI MTHTEHCUBHOCTH UMITYJIbCHOI'O CUTHAJIA
IPU HAJIMUUU COYYAMHOU ITIOMEXHU

ILK. Jlancze, E.E. Ipocnhaskuna

Camapckuii rocy1apCTBEHHBIN TeXHHYCCKHI YHUBEPCUTET
Poccus, 443100, r. Camapa, yin. Mononorsapaeiickas, 244

Annomayusn. Paccmompenl 60npocul 0nepamuHo20 usmepenust UHMeHCUSHOCTUL 0OUHOY-
HO20 UMNYIbCA, A MAKICe ONPedeletust €20 annpoKCUMAayuonol modenu. B kauecmee um-
nyibca 8blOpana ocubarwas paouoioKayUuoOHHO20 UMNRYIbCA, d MAKIICE NUK CUSHANA AHA-
aumuyeckozo npubopa. B kauecmee mepbi UHMEHCUBHOCMU 8bIOPAHA NIOWAOD, A MAKICE
oucnepcusi umMnyavcea. [l peuwienus nNoCmagienHol 3a0ayu UCHOIb3Yemcst CIIAUH-ANnpoK-
cumayusi OUCKDEMHbBIX 3HAYeHUll UMNYAbCHO20 cueHana. Onpedenena nozpeutHocms
CRAAUH-ANNPOKCUMAYUU OUCKDEMHBIX 3HAYEHUTI UMRYIbCHO20 CUSHAAA, A MAKCe NOSpeul-
HOCMb annpoKCUMAYUY Npu HATUYUYU caydannot nomexu. Ilokazano, umo ucnoivsosanue
CRAAUH-ANNPOKCUMAYUU CHUdICAeT lusiHUe cryuaunou nomexu. Onpedenenvl xapakmepu-
CIMUKU NPEONOACEHHO20 MeMO0d NpU UCHOIb308AHUU NAPADOIUYECKOl, d MAKice Kyouye-
cKotl cnaain-annpoxkcumayuu. Tlpuseden ananus no2pewHocmu paccmompenHo20 Memood,
8bI36AHHOU HATUYUEM CAVYAUHOU adoumusHou nomexu. OnpedeneHvl XapaKmepucmuxu
PACCMOMPEHHO20 MEMOOA NPU AHANU3E 2AYCC08020 cuchana. Onpedenena 3a6UCUMOCHb NO-
2PeWHOCU PACCMOMPERHO20 MemoOd Om UHMEHCUBHOCMU Cyuatinot nomexu. Hccaedo-
sanue npoeeodeHo 0Jisl PABHOMEPHO2O 3AKOHA pacnpedeieHus caydainou nomexu. Onucana
CIMPYKMypa cucmemvl, peaiusyrouell ONUCAHHBIL Memoo CHIAUH-ANNPOKCUMAYUU OUC-
KpemHuIxX 3Hauenui cuenand. IIpeonosceno ucnonw308ams paccmMompenHblii annpoKcuma-
YUOHHDLUL MEMOO UBMEPEHUSI UHMEHCUBHOCTNU UMNYIbCHO20 2AYCCOB020 CUSHANIA NPU peule-
HUU 3a0a4 OOHAPYIICEHUsT CUSHANA HA (DOHe NOMeX, a maKdice OnpedeneHus e20 paHuy.
IIpeonooiceno ucnonv3osams OnUCAHHbIE MEmMOObl NPU HEOOXOOUMOCMU ONEPaAMUBHO20
onpedeneruss IPHEKMUBHO20 ZHAYEHUS NePUOOULECKO20 He2APMOHUYLECKO20 CUcHaNa (3a
epemsi He DoJlee NOJOGUHBL €20 Nepuooa) nymem onpeoeieHusi OUCHepCuu e20 0OHOU NOJy-
soanbl. [Ipednodiceno maxaice UCnoab308ams ORUCAHHbBIE MeMOObl 0I5l onpedeneHust UHGop-
MAMUBHBIX NAPAMEMPOE UMNYIbCHO20 CUSHALA (€20 NOJIOJICeHUsl HAYald, KOHYA, AMAIIU-
myowt).

Knrwuesvie cnosa: Oucnepcuﬂ CcucHala, annpoKcumayus, czzyqazluaﬂ nomexa, 0ucz<pemu3a-
Yyus, MCHO6EHHOe 3Ha4Yerue, Cl’lﬂ(lle, WI/ll’lyﬂbCHblﬁ CucHaJl.

Jlanee Illemp Koncmaumurnosuu (0.m.H., npog.), npogheccop kaghedpwi « Ungopmayuonto-

usmepumenbhasil mexHuxKay.

Apocnaskuna Examepuna Eszcenvesna (k.m.n., 0oy.), 3aeedyowuii kageopou «HAngopma-

UYUOHHO-U3IMepUmMeENbHAl MEeXHUKA).
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