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Abstract

The article is concerned with a further development of the Active Princi-
ple of parametric system identification in the class of linear, time-invariant,
completely observable models. As the identification target model, the opti-
mal Kalman filter (OKF) is designated that is present, no more than con-
ceptually, in the system’s discretely observed response to a training excita-
tion of the white noise type. By modifying the physically given structure
into the standard observable model in both the observed response and the
Adaptive Kalman Filter (AKF), a so-called Generalized Residual (GR) is
constructed equaling the mismatch between the adaptive and the optimal
filter state estimates plus an AKF-independent noise component. By virtue
of this modification, the GR mean square becomes a new model proximity
criterion for these filters. Minimizing this criterion via conventional practi-
cal optimization methods produces exactly the same result (AKF = OKF)
as would be obtained by minimizing the theoretical criterion being, unfortu-
nately, inaccessible to any AKF numerical optimization methods. The article
presents a detailed step-by-step procedure explaining the above solution in
terms of a parameterized transfer function. For the sake of clarity and for
stimulating real world applications of the approach, the article employs the
transfer function model of a twisted-pair line in a typical xDSL system. The
implementation challenges of theoretical provisions of the method are dis-
cussed. The issue of extending the proposed approach to the problems of
identifying linear models for nonlinear systems is outlined in the directions
for further research.

Keywords: LTI model, complete observability, Kalman filter, adaptive fil-
ter, indirect performance index, implementation challenges.
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Transfer function identification by minimizing the adaptive vs. optimal filter state estimates mismatch

1. Introduction. The theory and practice of system identification (SI) in
their more than half a century of history have received a powerful development
reflected in hundreds of thousands of scientific publications around the world. As
Gianluigi Pillonetto and Lennart Ljung note in their recent paper [1], ‘Despite
its long history, such research area is still extremely active.” Indeed, even in a
nonlinear setting, research is being done on how to deal with the presence of
nonlinear distortions in systems by using linear SI techniques [2].

The abundance of publications in this field signaled the need for some serious
cleanup work in order to single out the truly independent concepts. According
to Ljung, in SI there are two independent and universal key concepts: the choice
of a Parametric Model Structure, PMS, and the choice of a Model Proxzimity
Criterion, MPC, the latter is the criterion of fit indicating erroneousness of a
model with respect to a target [3|. Looking generally at what takes us in the
identification process from observed data to a validated model, there are four
main components: ‘(1) The data itself, (2) The set of candidate models, (3) The
suitability criterion, and (4) The validation procedure’ [4].

Indeed, at the heart of SI—or, in the modern Al terminology, of system math-
ematical model machine learning—is the principle of fitting the response data
of an adaptive predictive model to the data of the real system response, which
actually exists as a ‘black box,” under conditions of the same excitatory (learning
or training) input for them, by some predefined cost function. Nevertheless, the
question of interest remains: Given the PMS, HOW to use the available data to
predefine the MPC'?

In the ST community, the impressive Prediction Error Framework, PEF, [5]
reflects a generally accepted understanding of this issue. Such a view has been
expressed [6] on more than one occasion: ‘All existing parameter identification
methods can be seen as special cases of this prediction error framework.” At that,
existing PEF methods fit the adaptive model in the system response space, not
wn the state space. This is due to the fact that the useful concept of ‘state space’
is intended for purely theoretical work to formulate and minimize the system
model optimality criterion, which we call direct performance indexr, DPI. This
limiting feature is generated by the certainty that it is impossible to overcome the
obvious barrier, namely, the inaccessibility of state space elements in explicit form
and, hence, of DPI. In fact, DPI cannot be accepted as MPC for identification
algorithms.

Putting this barrier overcoming on the agenda, this article proposes an alter-
native solution to the HOW question posed above. That is, in formulating the
research question, the intention here is to form an Indirect Performance Index,
IPI, and then organize the minimization of IPI so that it is equivalent to mini-
mizing the discrepancy between the internal states of the adaptive model that is
available, and the internal states of the optimal model, which is only theoretically
known as Optimal Kalman Filter, OKF, but is not accessible because of param-
eter uncertainty and, moreover, is sought as the target result of the parametric
optimization of the Adaptive Kalman Filter, AKF.

Thus, the alternative approach considered in this paper should, as is conceiv-
able, minimize the discrepancy between the AKF and OKF state estimates. This
would be reasonable, since the notion of ‘state’ is intended to exhaustively charac-
terize the behavior of an object. Moreover, such minimization, if implemented in
practice, corresponds one-to-one to a theoretically optimal filter designing. This
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feature prevents the SI algorithm deviating from theoretical results of the OKF
design and, therefore, from the bias errors inherent in some other SI methods.

To make such a solution feasible, the real system observed output is repre-
sented as if it were generated by the desired but hidden from us optimal filter
rather than the given physically structured system. In the interest of realizing
such a conceptual vision, the system is supposed to be completely observable
to gain access to the ability to change the basis of the system’s internal states
formally without changing its input-output description, which is called the trans-
fer function, TF, in the class of linear time-invariant, LTI, systems the article
addresses to.

Building an LTI model for a dynamic system is usually being made either in
the frequency domain (by a TF) or in time domain (by differential or difference
equations) |7] to answer the challenge of reducing model uncertainty. The LTI SI
theory and practice have reached a high degree of maturity and are frequently used
in many disciplines where an object of interest exists, for example, in mechanical
[8], electrical [9], electronic [10], chemical [11], civil [12], and even in biomedical
[13, 14| applications. Besides, the point is that the object of interest for which
it is necessary to parameterize the model in the form of TF can be not real,
but fictitious. The most striking example of this is the construction of a dummy
filter forming a model stationary random process from a white-noise process,
which should approximate by its correlation function the experimental correlation
function of a real process in a real system. An example may be identification of a
parameterized instrumental errors model of a multi-component inertial navigation
system [15].

The novelty of this article is that it encourages the application of the ap-
proach in the real world where it has not previously been considered. As an
original example and for clarity, it uses the twisted-pair model in a typical Digital
Subscriber Line, xDSL system [16]. As known, there exists a computational cost
reduction challenge to solve the crosstalk precoding problem and this problem
cannot be solved without knowing the direct and cross channel TFs, DCTFs and
CCTFs [17]. There are several solutions to this engineering task in the literature of
recent years, to exemplify [18-23]. Most of them are similar in that they propose
to estimate channel TFs in the frequency domain, which is quite understandable
since TF itself is a function of signal frequency and is to be known for each tone
to eliminate the crosstalk phenomenon. Such methods of TF estimation narrow
the field of their possible application, reducing it to the xDSL technology, where
they are recognized to be effective. In contrast, this work proceeds from the fact
that the problem of TF estimation can be solved in a more general formulation,
considering it as a problem of parametric LTI model identification for a dynamic
system in the state space time domain.

This article addresses the following research issues.

@ First, we intend to overcome the obvious problem that the state vector of
a dynamical system is unattainable explicitely, or, put this differently, is
beyond of reach in a perfectly measured form, just as a signal disturbed by
noise in filtering problems is, by definition, immeasurable in a pure form. The
same applies to optimal state estimators, since the optimal filter remains
machine-unrealizable or, put it tentatively, covert in the mesurement data
until the necessary parameters are identified.

@ The solution to overcome this unattainability barrier in [24] considered indi-
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vidual cases of a’priori uncertainty level constraints under which the solution
works. We aim to show that this solution is in fact feasible with no limita-
tions on the size of a’priori parametric uncertainty of the system model. We
must make sure that this method of solution makes it universally applica-
ble under the only unencumbered condition: the LTI model under study is
completely observable and can be considered adequate to reality. We want
to show that this quality of solution is achievable by converting the model
into a standard observable form, SOF, to gain a solution in a computer-
implementable tool.

® As for common xDSL applications, we have to check whether it is possible
to use time-domain formulas instead of traditional frequency-domain for-
mulations to estimate the DCTFs or CCTFs, and show how to do so for any
frequency (or tone) of interest in the channel operating frequency range.

@ Further, to organize the computational process with its numerical robust-
ness and also to translate all decisions into a software design, reasonable
suggestions are needed.

® Finally, a determination has to be made about the novelty of this work in
terms of its results, advantages, and limitations, and concerning objectives
of further research in the proposed direction.

Consideration of these issues constitutes the main content of this article. Sec-
tion 2 is devoted to an illustrative example for which the IPI-based LTI sys-
tem identification method may be of practical interest. Section 3 presents a for-
mal statement of the problem with two generalizations. Section 4 explains a de-
tailed procedure of how to identify a parametric OKF estimator in terms of a
parametrized TF. Section 5 discusses three practical challenges associated with
implementing the solution: (1) organizing the computation time; (2) ordering the
computation in terms of its numerical robustness; and (3) scheduling the work
for a software project. The final Section 6 summarizes the work, describes the
limitations, and outlines possible research on the approach.

2. An illustrative example. Only within this example, symbol f is to desig-
nate the signal frequency in the electronic RgLsGsCs-circuit of Fig. 1 that mimics
a very short—of length Al—section of a twisted-pair line in the typical xDSL
system [17, Chapter II]. The circuit can help the DCTF evaluation for transmis-
sion line of [ full length. Primary transmission line parameters are R = R(f),
L =L(f), G = G(f) and C = C(f) being functions of frequency f can be seen
as expressed through the secondary cable parameters for standard twisted pairs
depending on cable diameter, material and design. Taking these values from [17,
p. 19| yields the parameters of a short section: the section resistance Ry = R-Al,
the section inductance Lg = L-Al, the section conductivity Gy = G-Al, and the
section capacitance Cs = C-Al.

REMARK 1.The subscript ¢ written in roman typestyle for lowercase index
should not to be confused with the below Laplace variable s. It serves to remind
that the quantity refers to a twisted pair section as shown in Fig. 1. The square
brackets below denote the dimensionality of physical quantities in units of SI.

The formula called Generalized Ohm’s Law (GOL) in the complex domain
defines the impedance of an electronic two-terminal element as across variable
(voltage) divided by through variable (current), both in terms of the Laplace
transform. When it is coupled with Kirchhoff’s Current and Voltage Laws (com-
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Figure 1. Line section of length Al for a twisted pair transmission line of full length [

monly shortened to KCL and KVL), one has a sufficient set of tools for analyzing
circuits. By writing KCL and KVL for the circuit in Fig. 1 (a), the equivalent
linear Two-Port Network (TPN) shown in Fig. 1 (b) is obtained, yielding the
following equations (1) in terms of the Laplace transform variables:

HMEEEAIEE

A(s) 21+ F(s); [A(s)] =1,

Fy(s) = (Rs + sLs)(Gs + sCs); [Fi(s)] = (1)
B(s) 2 (R + sLs); [B(s)] = 9,

C(s) £ (Gs +5Cs); [C(s)) =S=Q7,

D(s) £ 1.

REMARK 2. In this notation, referring to variables and their transforms inter-
changeably, Laplace transforms are distinguishable by the use of an uppercase letter
or (in more detail) the complez-valued argument (s £ o + jw) with w, [w] =Rad/s,
equaling angular velocity 2w f and f, [f] =s~!, meaning the frequency variable,
N
j=v-1L

Define the dimensionless TF of a Al-length line section as Ty(s) = Va/Vp.
Applying KVL yields V) and KCL I; in (2)

Vo + [Zo + (Rs + sLg)| 1

[ o } = Vo/Zy + (Gs +sCs)Va | | (2)
Il \],_/ %I,_/
2 3

It follows that Ty(s) is the quantity inverse to
1+ [Zo+ (Rs + sLy)] [Z3 " + (Gs + 5C5)] .

Together with (1), it leads to (3)

-1

={A(s)+ Zy [2;" +C(s)] + Z;'B(s)} (3)

From now on, consider a mathematically idealized experiment with, condi-
tion (i), a voltage source Vj connected to the section input thus assuming Zy — 0;
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and with, condition (ii), a voltmeter having a very large inner impedance Zy — o0
connected to the section output to measure V5. In this scenario, Ty(s) — Ty(s) £
A~Y(s). Ty(s) is the section intrinsic transfer function, SITF, we are interested in
to move closer to the reality of xDSL multi-user transmission, xDSL-MU'T.

As known from [17, Chapters II and III|, the DCTF denoted by H(f,I) is
frequency-dependent and changes with the cable length . When the transmission

line is connected to a source Vg with source impedance Zg and terminated with
load impedance Zp, this H(f,1) is expressed by (4)

Zs+ 271,
H(f )=
(£, (Zs + Zp)cosh(yl) + Zzsinh(41) ()
Zs - 4y,
AN
* + Z*

through the characteristic line impedance Z, defined as

R+j2nfL
7,2 | AT
G+j2nfC (5)

and the propagation constant v £ v(f) calculated by

v(f) = V(R +j2nfL)(G +j2r fC). (6)

If the line terminates ideally at Z, (5), so that Z;, = Z, = Zg, the channel transfer
function simplifies [17, Chapters II and III] to

H(f, 1) =e "L (7)

Now, noticing a similarity between (6) and Fy(s) in (1), we obtain Fy(s) =
(Al)2~2%(s) after substitution s = j27 f. Hence

V(F) = (A6 gy — 1 (8)

If one manages to evaluate the expression under the square root sign in (8) as
a complex-valued magnitude in dependence on frequency f, then the problem is
solved for any f value desired. Thus, the solution is to parametrically identify the
SITF, that is, Ty(s) to use it in (8) and then substitute in (7).

REMARK 3. Everywhere, the fact that a value {-} is unknown and so is to be

estimated is reminded by the notation {-} with the overscript *. When moving later
to the solution, we change marking the estimated parameters to the commonly used
{-}, instead of true {-}.
Directly from equations (1) and/or Fig. 1 (a), the following expression
o éo
Ts(s) = 54—
5(s) s2+a1s+ aop
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is obtained with the following three parameters

éo 2 1/(LyC5), [éo) =72,
a0 2 (RsGs +1)/(LsCs) = w?, i) =572, (10)
. a R Gs Q -1
= — - = 2 n» = '
M= T, TR ol =

Here are some intermediate values

wn = \/ag, [wn] = s
(="
2V/ag
D=y it/a=ul(1~ ), [D]=s7
a ¢
— = Xl =1

XTob il

introduced through the basic parameters (10) for further convenience, checking
¢? < 1 for the literature obtainable secondary cable parameters [17, Table 2.1].

(11)

3. Problem statements. Given the specific case A with TF (9), good-quality
estimates are required for parameters (10) of the numerator and denominator of
this TF. In the most general case B, given an LTI ‘black-box’ as an nth order
ordinary differential equation (nth order ODE), good-quality estimates are re-
quired for the numerator and denominator parameters of the corresponding TF.
The solution is sought for the below A and B cases.

A. Tllustrative example (9). The DSL environment is a multi-user trans-
mission environment enabling a Central Office and the Customer Premises Equip-
ment (CPE) to communicate in the downstream (from the CO to the different
users) or in upstream (opposite) directions. The CO and the locally distributed
CPEs are connected via twisted pair lines, each line belonging to one user. The
twisted pairs are physically close to each other because they are bundled in a cable
binder. Electromagnetic coupling between lines results in mutual interferences at
all modems operating within the same cable [25]. These interferences known as
crosstalk channels must be mitigated or, better, canceled.

Of two different kinds of crosstalk, namely near-end crosstalk (NEXT) and
far-end crosstalk (FEXT), the latter represents the largest performance limiter in
the xDSL system. A variety of suggestions have been made to reduce the impact
of FEXT.

Most DSL and discrete multi-tone transmission (DMT) scenarios use the
decomposition-based zero-forcing precoding (DBZF) to deal with FEXT. In DBZF,
the transmit vector signal is pre-perturbed by the [N x N| precoder matrix P
defined for each tone, where IV is the number of users. For each tone, this number
may be in thousands, matrix P is the inverse of the normalized (i.e. unit-diagonal)
channel matrix H ;olrm. Formally, Hopm is the channel matrix H pre-multiplied
by matrix H (;i;g’ the latter being a diagonal matrix composed of inverse transfer
coefficients of direct channels [16; 17, pp. 34-35|. Hence, for downstream transmis-
sion with efficient precoding, i.e. full crosstalk cancellation, it is necessary to know
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the channel [N x N] matrix H, which consists of the DCTFs (on the diagonal)
and crosstalk channel transfer functions, CCTFs (off the diagonal).

For a very short section (see Fig. 1), the generally accepted model DCTF is
given by formula (9). A large number of such DCTFs cascade to form a DCTF
of the entire line. It is shown in Fig. 2 with approximations dR £ R-dl ~ Rj,
dL & L-dl = Ls, dG £ G-dl = Gy, and dC 2 C-dl ~ Cy, igut = iin + digm
and vout = Vin + duyp, given Al ~ dl. Therefore, the resulting DCTF will be
of a higher order, while remaining a proper fractional-rational function of s. As
for the CCTF, solutions for its modeling include various approaches that have a
solid physics basis but high computational complexity [17, p. 28|. Nevertheless,
the adopted CCTF model does not escape the proper fraction form we move to
Now.

i dR dL i dR dL
bin out
Vin d0—= dG  |Vout dC == dG

Figure 2. Equivalent lumped RLCG-circuit of a 2-wire transmission line

B. General case. In the most general form, the transfer function of a channel
to the jth output from the ith input is defined as follows:

CmS™ A+ Cp18™ T 4 Es 4 G

Tii(s) =
3i(%) §" + Gp_18" T 4 4 ars + ag

(12)

where m+n+1 < 2n+ 1 parameters may be unknown. With (12), a DSL system
is thought of as a MIMO—specifically, [V x N]—system, for which the crosstalk
is modeled as an input rather than noise and the acronym MIMO stands for
Multiple-Input Multiple-Output (Fig. 3).

Thus, the ith input U;(s) causes a direct response z; on the (j = i)th output
and creates crosstalk contributions z; on all other, (j # i)th outputs, plus an
external noise Vj(s) in every jth channel:

N
Yi(s) =Y _Tji(s)Ui(s) + Vi(s), j =1,2,...,N. (13)
=1

The fact we are seeking to solve the inverse problem of recovering (12) from
(13) dictates the only possible identification scenario (cf. Fig. 3): feed only one,
namely ith input U;(s) per single, namely ith identification session, into the MIMO
system: .

(As for the uppercase variables notations in (13) and (14), ¢f. REMARK 2.) The
time of each ith session (14) needs to be spent to determine the ith column

70’(3)(.7,-) = [T5(s)], 5 = 1,2,...,N of matrix T(s) £ [Tj(s)], and the whole
scenario will require repeating N sessions: i = 1,2,..., N as in (14).

4. Problem solution framework. Focusing the research on the class of
linear constant-coefficient ODEs to describe the wide range of LTI dynamical
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Figure 3. The distributed MIMO channel estimation structure. Legend: CE — Channel Estima-
tion; SCO — System Central Office; SI — System Information; CI — Channel Information; CPE —
Customer Premises Equipment; N — the number of customers, j =1,2,..., N

systems, we first state that the choice of the excitation signal u;(t) (c¢f. Fig. 3)
is extremely important for parameter system identification. Gaussian white-noise
random excitations w(t) are very popular among practitioners because they seem
to be simple to design. We also stick to this choice, assuming w;(t) = w;(t). How-
ever, using random-phase multisines for u;(t) is also possible, given the design of
the amplitude spectrum of the multisine is such that the equivalence between the
random-phase multisine and the Gaussian random noise concerning the system
behavior is guaranteed. Such signals are known as Riemann-FEquivalent FExcita-
tion Signals, REESs [2, p. 44]. Using random input excitations makes the system
output under study a stochastic process.

4.1. Cauchy form ODE system. Since there is no uniformity in the struc-
ture of matrices for the general Cauchy form and little else can be said about this
form without additional knowledge of the particular dynamical system, we assume
that the output, i.e. measurement data are generated by a completely observable
physical system whose observability index is designated p. Hence, we focus the
attention on the SOF among the known three standard system forms |26, pp. 28—
32]. The SOF provides a sort of unified approach to TFs of general form (12), not
just (9). Besides, using SOF is beneficial to the below solution.

Given (9), using the notation mentioned in REMARK 3 yields the following
system of equations

la]-125% _leizh[%Mw )

with w(t) as a stationary input voltage v1(t) (cf. Fig. 1). Let w(t) be REES, that
is Riemann-equivalent to the Gaussian white-noise excitation with the correlation
function Ry (7) = Q0(7) in terms of Dirac’s delta function d(7) with some @ > 0,

[Q] = V2.5 where () is possibly given. Next, assume that the output voltage
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va(t) = x1(t) is measured with random error v(t) of Gaussian type with correlation

function Ry, (7) = RS(7), R > 0, [R] = V25, to obtain the measurement data as

2]

SOF model (15)4(16) corresponds to conditions (i) and (i) of the experiment
above mentioned on page 549. Its characteristic polynomlal q( )= 82 +ays + ao

has the discriminant —D < 0. Besides, T (s) = H®(s )F with ®y(s) = (Is—F)~!,

in matrix notation. The inverse Laplace transform of & s(s) yields the continuous-
time state transition matrix

y(t)=[1 0]
——

H

(16)

s t t
0 =5 ot )
with its entries
P11(t) = e~ Cwnt [cos(t\/ﬁ) + Xsin(t\/ﬁ)} ,
= e_Cw“thin

P12(t) = Nis (tV'D), 18)
P21 (t) = —whdra(t),
Poa(t) = e~ Cwnt [cos(t\/ﬁ) — Xsin(t\/ﬁ)] y

Given (12), it leads to the general SOF
T 0 1 0 T Iz)l i
T 0 0 0 x2 by
=] o e,
Tn—1 Q OO 01 Tn—1 (Q)n—l
T —ap —ai —On—1 Tp b,
o N—
Fji i
yt)=[1 0 0 0 ]xz(t)+v(t)
H

instead of (1

5)+(16), where by, b, . ..

0 [l 0 0 0 07| &

: Coln_l 1 0 0 0 132

0 &n72 &nfl 1 0 0 bg

ém | . : ; :

(Dlg (Dlg CDLnfl 1 0 l;n—l
N | @1 as ap-2 Gp-1 1 | .

,En satisfy the following equation
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and Fﬂ is the Frobenius companion matrix for the characteristic polynomial
G(s) & 8" +ap_18" L+ -+ a5+ ag of (12). Acting as before (17) yields the
check relation T]Z(s) = H(I)]Z(S)F]Z, in which <I>ﬂ(s) =(Is— ﬁj-)_l serves to find
qoﬁjz-(t) as the inverse Laplace transform of &)ji(s), quite similar to (17). Check: the
Tj(s) thus found must coincide with (12).

REMARK 4. What will be done in the next Subsec. 4.2. and Subsec. 4.3 based on
the preceeding Subsec. 4.1 for the illustrative example given in (9) can be repeated
sitmilarly for the general case given by (12), furnishing the results with the subscript

ji- We omit these details and j; subscripts due to the obviousness of the technique.
We also omit subscript s as is done at the transition to (17).

4.2. Discrete-time model (DTM). Belonging of {-} to the discrete-time
model is indicated below by the subscript 4 as in {-}4. Before making the change, it
is necessary to reasonably choose the sampling interval 7. Obviously, the sampling
rate 1/7 must be much higher than the natural frequency f, = 1/T,, = wy/(27)
of the system to be able to track the system behavior. This requirement means
Tf, < 1. From the other side, (2, ¢f. (11), must remain less than one for the
consideration to stand. As a result, requirement 7" < T}, in the transition to the
discrete-time model means that parameter

& et ] (19)

appearing in (18) at t = T must lie within the sufficiently wide boundaries of
inequality e ™2™ < d < 1, that is be less than one, but possible insignificantly less.
Given (9) and its continuous-time model (15)4(16), the DTM

(tiy1) = Paz(t;) + wa(t), Pa 2 G(T),
y(t:) = [1 0] z(t:) +va(t:) (20)
——
H
yields by the standard method [26]. Here it is checked that (20) is observable with

the observability index p = n = 2 and has physical dimentionalities [x1(t;)] = V,
[z2(t;)] = V-s71. The discrete white-noise wq(;) in (20) is a zero-mean process

tiv1 | o
wq(t;) = / P(tip1 — 7)I'dB(7)

ti

definded via the Brownian motion 5(t) related formally with w(t) in its differential
dB(7) £ w(r)dr. The covariance [2 x 2]-matrix of wq(t;) is [26]

. tiv1 o o orm o
Oq 2 / S(tiss — IEOTTGT (b1 — 7)dr. (21)
t;

For the illustrative example (cf. 550), four entries of (21) are calculated directly
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using (10) and (11); the result is in

09 A

qu1 = :2523 [1— (d*+ 2X\/5¢11(T)¢12(T))],
09 A

Q12 = %ﬁﬂjﬂ) = qa1, (22)
09 A

q2 = 46221 [1— (d® = 2xV/Dé12(T)22(T))].

REMARK 5. Calculations like (22) are technically trivial, so they are omitted
here. They may seem complicated if done manually. Manual work can be avoided
by using Maple to obtain the result quickly, easily and accurately. Additionally,
although dimensionality analysis does not guarantee the correctness of result, it
can be an auziliary tool as in this case: [q11] = V2, [q12] = V571, [goo] = V2572

To finalize formulating DTM, it is worth going from wq(¢;) to a dimensionless
vector quantity &q(t;) for which wq(t;) = Lq&q(t;) with a matrix Lq such that
Q4 = LqL] by the lower triangular Cholesky decomposition [27, p. 40]. From (22),

hi=vaqi, [l]=V,
Iy = qi2/l, [l =V-s7!, (23)

laa = 1\/q22 — I21%, [log] =V-s!

being three non-zero real-valued entries of [2 x 2]-matrix Lg. The model (20) now
takes the final form

o(tiv1) = Paz(t) + Laba(ti), ®a2 o(T),
y(ti) =[1 0]x(ts) + va(ts). (24)
Y
H
As a result, the discrete white sequence £4(t;) in (24) has the unit covariance ma-
trix, and the measurement discrete white sequence vq(t;) may have some unknown

covariance Io%d > 0. Vector § £ [91 2 ¢ ‘ ég £ G0 } 003 24 ‘ 54 = Q | §5 £ }E{d]T.
Vector 6 2 [él £ % ‘ ég £ G ‘ é3 L4 ‘ é4 £ Q ‘ é5 £ Rd]T will be the estimator
for 6. The explicit dependence of the in (24) matrices on 6 can be easily traced
from the above formulas.

4.3. Standard Observable Discrete-time Model (SODM). Turning back

to the general solution of the problem, case B, let us introduce
MEHT [ (He)T |- | (HEFH],

the observability matrix for a linear n-dimensional one-way derivable DTM. It is
invertible as the observability index p is supposed to equal n. Performing a nonsin-
gular basis transform in the state space by relation z* £ M x, we obtain the Stan-
dard Observable Discrete-time Model, SODM, with d, 2 Midl\;l_l, H, 2 JSI]\QJ_I,
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and L, 2 M [O/d. Let us note that we use {x} as a superscript or subscript for any
magnitude {-} belonging to the SODM, keeping in mind that the transfer function
does not change when the basis changes nonsingularly. For this general case, notice
REMARK 4. For the specific case of (20), (24), we obtain the following SODM:

¥ (tiy1) = ‘i’*ﬁ*(ti) + [Of*fd(ti)y )
y(t;) = Hoa* (t;) + va(ts),

0 1
d? 2d cos(TVD) |’
HA2AM '=[1 0],

hidn +ilngrz  lasdie |’

P11 = $11(T), d12 = d12(T), o2 = ¢a(T). )

Every SODM thus obtained has matrix ®, in the form of the Frobenius companion
matrix, and matrix H, with its first element equal to 1 and the rest to zeros.

4.4. OKF as the Target Model (OKF-TM). Using the above technique
culminated in (25) and taking into account REMARK 4, one obtains the following
unique Optimal Kalman Filter—Target Model, OKF-TM, in the SODM basis for
the general case arising from (12):

B (i |ti) = @ud* (tilts)
*(tilt) = 2 (tiltir) + Kav(tiltioa)

é*éMéM%ﬂz[
(25)

Lémm—[

(26)

together with

y(t:) = Hod* (tilti 1) + v(tilti1),
v(tiltic1) £ y(t;) — Hoa* (t5]ti—1) is defined as
Innovation Sequence, 1S, (27)
K, = Py HI (H, P, H + Ry) ™,
Py =d,[P7 - KH,P7]9T + L,LT.

We aim for a parametric identification of the steady-state OKF-TM (26)+(27).
In this filter, v,;_; is a white-noise Gaussian sequence (WGS), and the last two
equations in (27) form a Discrete-time Algebraic Riccati Equation, DARE. Note
the IS behaves like an WGS because 6 in (26)4(27) is assumed to be a true, albeit

unknown, real parameter vector of some dimension ¢: 8 € R9.

Thus, algorithm (26)+(27) is a set of steady-state Kalman filter equations op-
timal for the true parameter 0. It is written under the unrealized assumption that
0 is known and that steady-state operation of this algorithm has been achieved
by a theoretically assumed numerically stable DARE solution.

REMARK 6. The preceding contains the correct characterization of v(t;|ti—1)
provided that the mathematical model on which the filter (26)+(27) is based accu-
rately represents the real behavior of the system.
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Thus, we can imagine—and consider this representation fair reasonable and
therefore bearable—that the observed output y(t;) provided in fact by the real sys-
tem is as if were generated, very conventionally, by the target model, that is, by
the optimal Kalman filter, as presended in the first line of (27).

4.5. Concurrent Candidate Models (CCM). Since 6 is unknown, one

can only use its estimated value é, which is located in some © space. Where the
object of interest exists with no specific constraints, the real-valued space © = R¢
is formed by all possible values 6 [7] of the estimator vector 0. Here and below j
denotes the order number of value 6 in some scanning trajectory over the space
O: é[j] €0,57=0,1,2,..., Jiotal, i-e. over an imaginary set of Concurrent Can-
didate Models, CCM. The CCM set plays the role of Machine Learning Models
if one prefers to use Machine Learning terminology. When implementing a nu-
merical iterative filter optimization method capable of sequentially converging to
the OKF-TM (26)+(27), j has the meaning of the method step number, since
it is common to test suboptimal models sequentially, their total number Jiotal,
even if we admit, quite theoretically, the possibility of testing them in parallel
(i.e. synchronously). It is important that in both variants, sequential or parallel,
of the target model (26)+(27) identification, it is possible and even expedient to
base the work on the same observational data y(t;) supplied (conditionally as said
in REMARK 6) by the target model (26)+(27), using processing and analyzing the
responses to these data of the suboptimal models under test as candidates for the
role of the target, that is, optimal, model.

Assuming that 6 has taken a particular 9[ ] value in O, imagine that instead
of optimal Kalman filter (26)4(27), we have managed to implement a suboptimal
steady-state Kalman filter we refer to as jth Standard Observable Kalman Filter,
the jth SOKF, or SOKF(6[j]), for short. The latter is the jth candidate model

g]( i+1]ti) = Dy, 395 i (tlti)
9j (t1|t2) gj(tzﬁz 1) +K*]77)(tz|tz 1)
y(ti) H *9;j F(tilti-1) +nj(tilti-1),
ni(tiltio1) 2 y(t;) — Hegl (ti]ti—1) is defined as (28)
the jth Residual Sequence, RS;,
K., = P HY(H,PCHT + Ryy),!

P =&, [P, - K HP|®] + Ly, LT,

7

with @, £ @,(0[j]), Rq; 2 Ra(0]5]), and Ly, £ L.(8[j]). The model is intended to
participate in testing to come as close as posmble to the optimal filter (26)+(27),
provided that the target model is also in the CCM set.

However, what does it mean: ‘we have managed to implement (28) 7’ In the real
case scenario, this means that when trying to test candidate models sequentially,

i.e. SOKF(A[j]) after SOKF(A[j — 1]), SOKF(A[j + 1]) after SOKF([5]), and so
on, we must solve DARE, i.e. the last two equations in (28) at each such step.

Doing this job iteratively for each SOKF(0[j]), we introduce the local notation
(1) for the iteration number, (i) = (0),(1),..., (Ipare), where Iparg denotes the
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final iteration number, and compute as follows, labeling the computed quantities
with j:

w0 = Py Upars+1) (29)
and then
Koy = P HY (HoPy o HY + Raj) ™ !
Pa(_j(z-i-l) =, [P @) T *j(iﬁ*P;(i)]q’*j + (30)

L*jL;Fj . (i) =1(0),(1),...,(IDARE)-

The final value K*j( Inare) Should be used as K. x5 in the second equation of (28),
that is, IA(*]. = A*j([DARE) and the final value P s (Ipars+1) 25 the starting point
P*;H(O) = P*;(IDAREJFD by the (29) type but now for the SOKF(0[; + 1]) at

the (7 + 1)th optimization step if any, over the CCM set. ‘Real-case scenario’
means that these Riccati iterations should be stopped at Iparg when a reasonable
convergence criterion is satisfied. It also means that by the time of the final
iteration (i) = (Iparg) we assume that the so iterated filter (28) has reached the
desired steady-state operation defined by equations (28).

Iterations (30) may and should be performed on an accelerated time scale in
the form of known numerically robust algorithms, e.g. [28], for each value j, in
other words, at each jth step of the numerical approximation to the optimum,
that is to the target algorithm (26)+(27). This numerical optimization should be
performed by a single AKF scanning sequentially the elements of the theoretically
unbounded CCM set.

4.6. Predictors to form the AKF. We supplement the jth candidate model
(28) with the predictors and make them operate as follows:

..
55 tisalt) 2 ey sl } heto 31)

95 (tignlts) 2 Hogl (tignlts)

where p is the total observability index of the system.

REMARK 7. In an n-dimensional system with m outputs, any %4’th output of
m outputs can be assigned a partial observability index p;. The sum of partial
observability indices is always equal to the dimensionality n of the system if only
the system has the property of complete observability. The total observability index
p of the system is defined as the greatest of the partial indices. The case p < n is
possible if only m > 1. In the problem under consideration, m = 1, therefore p = n
elsewhere in what follows. Nevertheless, we distinguish between the notations p and
n, intending further work to extend the solution to the case where the number m
of system outputs exceeds one. Only then p may occur less than n.

The fact that §;(t;p|t;) in (31) and beyond depends on [5] can also be de-
noted by the subscript , L bearing in mind the equivalence of the two possible

notations: §;(tipnlti) = yem( irnlti), h=1,2,...,p. In (32) that follows for the
case of (20)+(25) when p = 2, the first line comes from (31) while the second equa-
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tion in (32) comes from the first three lines of the target expressions (26)+(27):
a
[ g Z;i i)] [H b, ]gg*‘(tiﬂlti),

y(tisn) ] 1 0 [ v(tipalts)
. titlts oo ‘
{y@m) e, T T g e k1] [tialtn)
The composite (stackable) vectors opening expressions (32) in the specific case

p = 2 are to be redefined when turning to the general case. Their definitions
follow using notation p for the total observability index:

. . T
Yayj) (ifﬂt) [ (Eisalts) | -+ | 95(tirplts)]
T
y(t57) 2 [ylte) | - | wltin)] . (33)
tiiﬁ) £ (tig1stiva, - tigp) -

For the case of a single-output completely observable linear n-dimensional DTM,
we have p = n. Thus, we obtain the advantages of changing to the SOF, viz.,

[H, (H®,) - (L] =1, (34)
f, () - (HAP] = 1

Equations (34) are true regardless of j and the non-trivial entries in the Frobenius
matrices &, as defined in (25) for (26) and ®,; as commented for (28).

4.7. The generalized residual (GR). What follows is the general case of
using p = n in the key relations (34) as a result of computing these composite
(stackable) vectors:

Doy (8 163) = 1 - g}t |ta),
y(tih) =12 (tigalts) +
L 0 0 v(tivalt:)
H*q)*K* 1 - 0 I/(ti+2‘ti+1) (35)

a (titpltitp—1)] (5
&5 [ygrlr] )

Expressions (35), obtained at intervals equal to the system’s observability in-
dex p, show that the discrepancy between the system outputs y(tl’f{) and the
corresponding predicted data 3)9[ ( 21”1] |ti ) both expressed in SODM terms, con-

tain a valuable but explicitly unavallable mismatch between the states Z* (t;41]|t;)
of the optimal filter (26)+(27), which is latently present in the discretely observed
system output in response to the learning excitation w(t), and gj(ti+1]t;) being

computed at the jth iteration of SOKF(A[5]) (28)+(31).
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REMARK 8. The mismatch of the optimal filter (26)+(27) compared to the
suboptimal filter (28)+(31) is the difference between the object state estimates
given by the optimal and suboptimal filters.

Naming the difference between the second and first lines in (33), or equally in
(35), the Generalized Residual, GR, calculated to be the (n x 1) vector process

GR: ep (¢ ilt) £ y(tI) = gy (G5 16) € R (36)

and introducing the notion of adaptive filter state estimation error, or better to
say, the concept of Adaptive vs. Optimal Filter State Estimation Mismatch,

AOFSEM: egm (tig1lti) = 2*(tig1lts) — gf (L |t:) € R™ (37)

yields the key result:

THEOREM 1. Let GR be calculated as (36) and AOFSEM, which does not have a
computer-manipulable representation, defined as (37). Based on the fact that the
Direct Performance Index

pPT2 JPPI(G) 2 E {Heg[j](ti—i-lﬁi)W} € R, (38)

t+1

or in other words, Expected Direct Cost Function, EDCF, is not explicitly available
to optimize the suboptimal filter (28)+(31), we introduce the Indirect Performance
Index

P12 g™ 0) 2 E{||e, (6h1)||} € RY (39)

or in formal words, the Expected Indirect Cost Function, EICF. Then minimizing
the IPI (39) by any numerical optimization method in 0 = 0[j] € © at each discrete
time t;yp is equivalent to minimizing the DPI (38) in 6 = 0[j] € O at time t;4;:

{min; t]P[( )} <= {min, tDP]( ):O}. (40)

Proof. Given definitions (36) and (37), relations (35) show that
* l+ (ti+pltitp—1) 0
oy (EERIt) = € (b t) + 6 [ 7m0 ] (6)

with 0 [V((:?Ii’l‘:_i;”’*l)} (6) defined in (35) being, first, independent of the estimated

value § = 6[j] € © and, second, uncorrelated with error egm (ti+1]ti) (37) since

the stackable vector [V((tt:f “Z;’ P _1)} formed by the white-noise IS in (26)+(27) is

separated by one sample time interval T" from all preceding IS values that deter-

mine error egm (tix1|ti) (37). It is this circumstance, together with the theoretical

fact that IS has the properties of a white-noise sequence, that entails statement

) ) o (|12
IPI = DPI + Const ‘, where Const; equals E {H(5 [V((f?:"‘ff)“’fl)] (0) ‘ }, a value
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independent of § = é[]] € O, which definitively proves statement (40). It is also
easy to verify that

Doy (00 165) = g7 (i [t2) (41)
by virtue of the predictors (31) and first line in (34). O

REMARK 9. The data y(t Hp) defined in (33) and used in (36) does not de-

pend on (9[ ], so only these measurement data can be collected and stored in com-
puter memory before running the method’s algorithm aimed at analyzing any
SOKF(0[j]) in terms of its state (behavior) closeness to that of the target optimal
filter and ability of further diminishing the mean square discrepancy between these
states.

5. Method implementation challenges. An attempt to implement the
given solution with its advantages poses several challenges concerning the organi-
zation of computation time, calculation sequence, and numerical stability. Let us
briefly discuss these challenges.

5.1. Computation time organization. As noted above, it is possible and
even expedient to calculate parameter estimates in the accelerated off-line mode,
that is, after the accumulation of measurement data in a database. We come to the
contents of the database having defined the function to be minimized as follows.

By shifting IPI (39) back by p time points, we determine the Ezpected Indirect
Objective Function, EIOF,

70) 2 E{ |5, (topalti-p) |} (42)

to be minimized in § € RY. For practical work, we have to turn to the Averaged
Indirect Objective Function, AIOF (43)

TPI £ J”iéc(é[ = M +1 ZH%[ ] p+1|ti,p)H2 = fu@=06)  (43)

considered as a real-valued function fy;(8 = 0[j]) to be minimized in parameter
0 € RY instead of (42), the latter being the shifted back EICF (39).

REMARK 10. The use of the upper index ¥ k = 0,M 2 0,1,..., M, from
(43) on as the sample number is especially justified when averaging M + 1 sample
paths of the process, if necessary. Otherwise, it is sufficient to let M = 0 and so
release of using (&) M may be as large as desired positive integer number for better
averaging. We relate t, the time the computer starts up to process the data, to the
real time t; by which the data is ready.

As seen from (43), each (k)th 52[(;]) (tﬁ_pJrl |ti—p)-path must result from a one-to-

one time-mapping—no more than in the algorithmic computations computer-time
formal representation—of interval ¢;_ . [t;—; to the real-time (k)th segment

i(k k
tz(—zzﬂ = {tic e 1yp+ 15 Lkt D)p2s - o Lim (ke D)pap | = t:;—(lf+1)p+1 J (44)
k=0,1,...,M



Semushinl V.

of a set of points. We imagine an entire record (M + 1)p-length of all data

y(t (M+1)p+1) Syt rsp+1), Yo aypr2), - 5 y(tior), y(ts) }
in the Measurement Data Base, MDB, as composed of (M + 1) portions (45)

y(k) (t;:—p—i—l) = y(t::l(e]f+1)p+1) ) k= Oa 17 s 7M (45)

obtained in real time but referenced to the computer-time stackable p-vectors

y O (1) 2 [y tiprr) | 4™ Fimpro) | - |y )] } (46)

REMARK 11. The idea of notation (46) explained as regards the (k)th sample
*(k)
0l) (&
rithmic computations in computer-time—to the real-time segment (44) should be
clear below when applied to other quantities as well. One can always see how real-
time data, such as (45), relates to the same data, such as (46), when the latter
is stored in the MDB for further computer processing. Additionally, the upper in-
dex (®) indicates that the (k)th sample data is considered as being in the MDB.

path €, _pt1lti—p) notation by relating the té_p+1\ti_p interval—for the algo-

Given (35), (36), and (37), let us write down all (k)-sampled time-shifted
values

0[( ]) (tZ praltic p) £yt )( ;:—p—i-l) - Q(g’[?] (ti:—p—i-l’ti—p)

(47)
k=0,1,...,M
of the GR, (36), stored in the MDB to compute fy, (é) and, respectively, all
*(k o *(k
egiy (timpriltiog) 2 O (tipaltiop) — g5 (tipraltizy) )
k=0,1,....,M

)

AOFSEM, (37), to go from (43) to optimization algorithms.

According to THEOREM 1, the (k)th sample value (47) of the random vector
(36) varies, if we consider it in the Mean Square, MS, sense, by Const; remain-
ing constant during the numerical scanning—does not matter sequentially or in
parallel—of the parameter space ©, from the (k)th sample value (48) of the p-

points delayed random discrepancy (37) between (A) state (k) (ti—pt1lti—p) of
the target optimal filter (26)+(27) and (B) state g; x(k )( ti—pti|ti—p) of the sub-
optimal filter (28), that is from the error commltted by (B) if used as the jth
estimator of (A) based on the (k)th sample data (45)=(46). The theorem also

proves equation (41), which we use hereafter as the p-point delay for any (k)th
sampling path thus obtaining (49)

Yals) (tg—p+1|tifp) = g (timp+1[ti—p)- (49)

REMARK 12. The delay by (k + 1)p points of discrete time from the current
moment t; =t in (45), and in (47), (48) as well, if we relate (47), (48) to the
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real time, is irrelevant because of the stationarity assumption of the system under
study and the MS sense used.

Note in passing that, by virtue of Remark 7, vectors in the (k)th sample defined
by expressions (45), (47), and (48) have dimension n, due to equality p = n in the
situation of scalar system output, m = 1.

Assuming that the 0 parameter has no explicit constraints, the unconstrained
optimization is applicable. The most straightforward way of doing this gives rise
to what is known as Newton’s method (50) [29, pp. 44-79|:

(a) solve G(A[j]) A = —Vfu (0= ¥ ]) for vector A; } (50)
(b) set A[j + 1] = 0[5] + A(A = [j]) with A0 = d[j]) £ A

Hereafter, gradient operator is used as

Vi) 2 [Z@) || 2@ || 2]

0
[. 2 (o) .Lzm (51)
to be applied to each scalar element of vector or matrix (¢); if (¢) = fas (é =0[j 1),
we have (50) with the matriz of second partial variables G(0[j ]) known as Hessian
matriz and defined by ngM(H = 0[j ) £ é(VéfM(G = 0j ]) ). When M =0,
(50) is treated as a pure stochastic approximation of Newton’s method.
The following gradient descent optimization

0j + 1] = 0[j] — Vg fae (0 = 0[5]) (52)

can be a reasonable alternative to (50) with a lower computational burden. It uses
a small enough step size 7; € R, to guarantee fis (6 = 0[5 + 1]) < far (60 = 6[3])
and thereby performs the transition to the next SOKF(4[j + 1]), as shown in

Fig. 4 and mentioned in Subsec. 4.5 to test candidate models sequentially. In
this figure, the arcs directed by arrows from points ¢;_p1, ti—py2, and ¢; to t;—,

on the horizontal line tell us, c¢f. (31), that all predictors g;(k) (ti—p+nlti—p), their
numbers h = 1,2,...,p, involved in obtaining the estimates yAgE])} (ti—ptnltiop) =
ﬁ*g;(k) (ti—p+n|ti—p) are conditioned, in the probabilistic sense, on the entire mea-

surement history y(t ) 2 {y(tip )yt yltip 1) y(ti )},
(theoretically, I — oo) which is incorporated in the predictors and precedes their
calculation immediately after time t;_,.

Thus, upon a closer look at what the theory requires, we realize that it requires

the cost of time intervals (44) depicted in Fig. 4 by boxes as tz(k;+1(é[j]), then

tz(_k;_s_l(G[j +1]), and so on, as related to SOKF(6[;]), then SOKF(4[j + 1]), and
so on during the AKF step-by-step accelerated optimization.

5.2. Computation scheme and numerical robustness challenge. Let us
perform the necessary calculations for the above algorithm (52).
Using (49) to obtain

Vi (legin thopltio))™) = =4 ([ Cicpaltip)] ) o
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eg[ﬂ (tl P+1|ti*ﬁ)

T2 0]
*<k) i
ticp  tiopt “aj (tiopialtios)
' ' T (0])
ticp  [ficpt1 licpyo - tia ti]

68 @O0, k=0t

eg[JH](tz ptiltiop)
TP (05 + 1))

pt1

ti—p -0
( ) i
[+1] (t p+1|ti*11)
T2 (0 + 1))

ticp  [ticpt1 lipio - tia ti]

— — —
6™ @lj+1)), k=0t

Figure 4. A timing diagram for minimizing the average (43) of the indirect performance index
(39) by a gradient sequential method (52) using the AIOF as defined in (43)

and further (43) as (¢) in (51) yields (54), the Objective Function Gradient, OFG:
Vafu (0= A[ 1)
. T *(k)

1 ZV ( p+1\ti—p)] ) X [ alj] (ti_ piltic p)} (54)
M

)

k=0

M+ 1 Z ( i (L p+1’ti—p)]T> X {Eg%)(té—pﬂ‘ti—p)}

Controlling whether the OFG norm reaches a neighborhood of zero, that is check-
ing it for values ‘greater than/equal to’ (=) or ‘less than’ (<) a small threshold ¢
is a convenient criterion for continuing or terminating the procedure:

continue

s, (55)

stop

V550 (6 = 813) |

The identification procedure will continue repeating operations numbered (Fig. 5)
by blocks @, @, @, ®, ®, and @ with the same data stored in block @ after
updating the parameter estimate in block ®:

0lj +1] = 4[] (56)

or will stop with capturing the result in block ®@:

A~

éFINAL = 0[]] . (57)
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The most important thing about these repeatable operations (cf. Fig. 5) is
that the calculations in block @ — the AKF, and in block ® — the AKF Sensitivity
Model being an algorithm to compute values of partial derivatives of state vector
estimates and covariance matrix elements relative to the g-vector parameter esti-
mates 6[j], must be numerically stable and robust with respect to ill-conditioned
models. In this regard, it should be noted that practical projects using Kalman
filtering, KF, since the very first one [30], have opened a wide field for research and
development on giving KF algorithms, including Riccati equations, required nu-
merical stability and robustness properties. The fundamental ideas of Bierman [27]
about matrix factorization served as a powerful impetus.

For the method of Active System Identification developed in this article and
earlier works by the author, the greatest contribution from Russian scientists was
made by Julia Tsyganova and Maria Kulikova in their dissertations [31,32] and
numerous publications, partly co-authored [33,34] with the author of this syn-
thesis paper. More references on the pioneering titles can be found in a recent
survey [35]. In there, one can find discussions and current developments for the
efficient and robust computation of derivatives on the parameters of discrete filter
equations, including a set of vector-valued filter sensitivity equations and a set
of matrix-valued Riccati-type sensitivity equations arising in implementing the
(steepest) gradient descent method (52); the necessary experimental proofs are
there also available. In promising software projects, it is strongly recommended
to create modern implementations of @ and @ blocks (in Fig. 5) based on orthog-
onalized array methods for parametric identification of discrete linear stochastic
systems [31].

95

y(k) (t§*P+1)
(ti*p+1|ti*p) L

@ ®

e

61j + 1) = 815] =7, VaSu (6 = 6[j])

continue

éFINAL = é[]] ®

Figure 5. Generalized Parametric Identification Scheme by the Active Principle. Legend:
@ = (45)=(46); @ = (31)—=(29)—(30)—(31)—(49); ® = (47); ® = (53); ® = (54); ® = (55);
@ = (52); ® = (56); @ = (57)
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5.3. Sequence of work for a software project. If there is an object of
interest in the application domain, an appropriate mathematical model must first
be written for parametric identification of the TF, considered to be an adequate
description based on the laws of Physics. An example of such preprocessing op-
erations is given in Sect. 2. It is highly expedient to perform further actions on
the application of this method not manually, but in the automated mode on the
Maple software, according to the guidelines in REMARK 5. The calculation proce-
dure recommended for identifying the TF of an object according to the method
outlined above is shown graphically in Fig. 6. This diagram can be useful when
creating a specialized software tool to solve similar problems if such a project
arises. Application-specific (AS) calculations for the problem taken in this article
as an illustrative example are dictated by the following intermediate quantities:

® parameters wy, ¢, D, and y in (11);

@ matrix ¢(t) in (17) with its entries in (18);

® parameter d in (19);

@ matrix Qq in (21) with its entries in (22);

® matrix Jid with its three non-zero entries in (23);
® matrix &4 in (24); and

@ matrices ®, and L, in (25).

These quantities are all continuous and differentiable functions of elements HZ
of vector 6 introduced after (24) for this application problem. Following the form
of these functions, we apply not the true parameter value é, but its estimated

value 6 to have continuous and differentiable, over é, functions. These properties

make it possible to compute the gradient Véjtfgg(é = 0[j]) in algorithm (52)

tuning the parameter 0.

TF

AR

|

ODE
15), (16
a1 (3 68

|

DTM
20), (22
a2| B8 B

|

SODM

AS

e e e e e e e e e e e e e

4.3 | (25)

|

4.4, 4.5, 4.6, 4.7

e

}S]W

Figure 6. Flow-diagram of works for a software project to implement the Active Principle of

parametric system identification in the class of linear, time-invariant, completely observable

models. AS = application-specific and SM = standard matrix calculations. The paper section
numbers and equation numbers (within parentheses) are shown

5.1, 5.2, 5.3
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6. Conclusions. Returning to the problem issues posed at the beginning, we
believe the goals have been achieved.

The incompatibility of the theoretical (direct) criterion of optimality of the
system model and practical methods of optimization has shown itself to be the
most difficult or even impossible obstacle to overcome under conditions of un-
certainty directly. In this article, incongruity between theoretic perception of the
system optimality and practical on-computer optimization is overcome through
the construction of an indirect proximity criterion of the adaptive and optimal
system models to each other, which can become a practical tool for parametric
system identification. This is done here for a class of linear time-invariant models
characterized by a transfer function, relying on Kalman filter theory. As proven
here, it is necessary and sufficient to modify a physically specified structure into
the discrete-time standard observable model in both the observed data and the
adaptive Kalman filter to implement this idea.

The advantage of this modification is twofold. First, the restrictions on the
permissible size of a’priori parametric uncertainty are removed because the mea-
surement channel parameters are transfered formally into the modified state equa-
tion. Second, and most importantly, we replace the direct, but unattainable for
identification, objective function with the indirect objective function, which is
equivalent to the original direct function, but—to our satisfaction—attainable
and suitable for conventional optimization methods. The work of this preliminary
modification is difficult to perform manually. Fortunately, it is greatly facilitated
and accurately performed using well-known symbolic computation tools (Maple).

We prefer to denote the above-used concept of ‘equivalence’ of the two objec-
tive functions by the new term ‘equimodality,” which simply means the coincidence
of their minimizers in the argument space. This coincidence is important because
ensures that minimization of the constructed practical indirect cost function does
lead to the unbiased state estimates along with the unbiased parameter estimates,
as it should be in the optimal filter.

The inclusion of a new illustrative example from modern digital communica-
tion technology increases the visibility of the approach and thereby encourages
its extension to broad real-world applications.

Theoretical questions should not overshadow the practical side of the case.
Therefore, this paper also includes practical critical issues: the organization of
calculations in the computer time-scale, the structural algorithmic construction
of the identification procedure, and the planning of the corresponding design work.

As a limitation of the work, it could be pointed out that underlying its results
are the assumptions that the system to be modeled is linear and time-invariant.
There is nothing to argue against this, except for the famous aphorism by George
E.P. Box [36, p. 2]: “Models, of course, are never true, but fortunately it is only
necessary that they be useful”! Accordingly, if the system output measurement
shows the presence of nonlinear distortions, it may mean that the suitability
of the proposed method to identify a nonlinear model with a dominant linear
kernel defined by the Best Linear Approzimation concept, BLA, based on [2]
propositions, should be considered and recommended for extended study.

1https ://www.tandfonline.com/doi/epdf/10.1080/01621459.1979.104816007
needAccess=true&role=button
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AHHOTaINSA

Crarbsl TOCBSIINEHA JIaIbHERIIeMy Pa3BUTHIO AKTUBHOIO IIPUHIIUIA TIa-
paMeTPUIECKON NIeHTHMOUKAIINNA CUCTEMbBI B KJIACCE JTUHEITHBIX, MHBAPUAHT-
HBIX BO BPEMEHH, II0JIHOCThIO HabJIIojaeMblix Mojeseil. B kadecrse mesieBoit
Mozesn uieHTuduKanuu Boiopan onruManbablii Guistp Kamvana (ODK),
KOTODBIl He OoJiee YeM KOHIENTYaJbHO IIPUCYTCTBYET B JUCKPETHO HAOJIIO-
JIaeMOM OTKJIMKE CHCTeMbI Ha 00ydJaroliee Bo30yXKIeHe TUIa H6€JI0r0 IIyMa.
IIyrem momudukanum dusndeckn 3a1aHHON CTPYKTYPbI B CTAHIAPTHYIO Ha-
O/II0TaeMyI0 MOJZIEJIb KaK B HAOJIIOIA€MOM OTKJINKE, TAK W B AJAIITUBHOM
dunbrpe Kamvana (ADPK), crpourcs Tak Ha3bIBaeMblii 0000IIEHHDIH 0CTa-
Tok (OO), paBHBII PACCOTIACOBAHUIO MEXK]LY OIEHKAMU COCTOSIHUS a/IAIITHB-
HOTO U ONITHUMAJIBLHOrO (GUILTPOB ILTioc HezaBucuMast or ADPK mrymosast co-
crapJsitoniasi. B cuity 9Toit momgudukanuu cpeaauii kBagapar OO craHOBUATCsE
HOBBIM KpHUTepUEM OJIM30CTH MOJENN i ITHX (PUIbTPoB. MuHMMU3AIMSA
9TOr0 KPUTEPHUS C MOMOIIBIO OOBIYHBIX MPAKTUIECKUX METOIOB OINTUMU3a-
U Jiaer ToIHo Takoi ke pesyibrar (AOK = OPK), kak u MUHUMHU3AIUS
TEOPETUYIECKOI'0 KPUTEPUsl, KOTOPBIH, K COXKAJEHHUIO, HEJOCTUXKNAM JIJIS JIIO-
ObIx MeTomoB unciaennoit onrumuzanun ADK. B crarbe mpepcrasiiena 1mo-
JpOobHasl ToIIaroBasi IpoIeypa, O0bsCHSIOIAsT BBIIEYKA3aHHOE PeIleHne
B TEPMHUHAX [TapaMeTPU30BAHHON IepeaaToyunoit dyukiwu. s HarmsHo-
CTH W CTUMYJIHPOBAHUSI TPUMEHEHUS IIOIXO0/Ia B PEAbHOM MHUPE B CTATHE
HCITIOJIB3YEeTCs MOJIEJIb [TePeIATOYHOM (DYHKINN JIMHUU BUTOW ITaphl B TUITAY-
noit cucreme xDSL. O6cy»k1a0Tcs TpobIeMbl pean3aiii TeOPEeTHIeCKUX
oJIOXKeHuit MeToma. Bompoc o pacnpocTpaHeHUn MPEJIOKEHHOrO TOIXO01a
Ha pobJIeMbl UIeHTU(DUKAIUN JTUHEHBIX MOJIeJIel JJIsl HEeJTMHEHHBIX CHCTEM
0003HaYEH B HAIIPABJIEHUSAX JTAJIbHEHIITNX NCCIIEI0OBAHMIA.
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pean3arim.

IMosnyuenne: 23 utonst 2023 1. / Ucnpasaenue: 5 asrycra 2023 r. /
Ipungarue: 21 asrycra 2023 r. / [Ty6uukaius onnaiin: 28 cenrsibps 2023 1.

Koukypupyroriue uHTEpechl. ABTOp 3asBJisieT 00 OTCYTCTBAU KOHKYPUPYIOMINX WH-
TEpEeCoB.

ABTOpckuit BKJIaa 1 oTBeTCTBEHHOCTh. OKOHUYATETbHAS BepCUsi PyKOIIUCH OJ00peHa,
aBTOPOM.

®unaHcupoBaHue. lccienosanne BBITOIHSAIOCH 63 HDUHAHCUPOBAHMS.

BaaromapuocTtu. [Ipu mogroroske 3To#t cTaTbu aBTOPY OBLIN IOJE3HBI JUCKYCCUU C
nokropoMm A. Mypry (Yuusepcurer Keitnrayna), KOTopblii Jjaj1 paciMpeHHbIe KOMMEH-
Tapuu ¥ [EHHBbIE [TPEJJIOZKEHNS 110 PYKOIUCH.
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