Currently, the term “artificial intelligence” (AI) does not cause confusion to anyone. Everyone has become accustomed to the possibility of merging the “machine” and the human mind. This concept has thoroughly transitioned from fiction and entered our everyday reality. In his Address to the Federal Assembly on 15.01.2020, Vladimir Putin, president of the Russian Federation, noted, “Today, the speed of technological changes in the world is increasing many times, and we must create our own technologies and standards in the areas that determine the future. We are primarily talking about artificial intelligence, genetics, new materials, energy sources, and digital technologies.”

To date, a domestic regulatory framework has already been created, which is based on the use of AI in various public relations’ spheres. Russia is among the countries that have strategic planning documents in the field of AI [1, p. 171-185; 2, p. 69-89; 3, p.7-18]. In particular, AI is one of the prior directions in the Strategy of Scientific and Technological Development of the Russian Federation’. In the Strategy for the Development of the Information Society in the Russian Federation for 2017–2030⁵, AI is named among the main directions of development of Russian information and communication technologies. GOST R 43.0.8-2017 introduced “Information support of equipment and operator activities. Artificially-intellectualized human-informational interaction. General provisions,”⁴ approved by the Order of the Federal Agency for Technical Regulation and Metrology of 27.07.2017 No. 757-st.
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The National Strategy for the Development of Artificial Intelligence for the period up to 2030 (hereinafter referred to as the Strategy for the Development of Artificial Intelligence) defines the goals and main objectives of AI development in the Russian Federation, as well as measures aimed at its use to ensure the national interest and implement strategic national priorities.

Beginning in July 1, 2020, an experiment is planned for the next five years to establish a special regulation to create the necessary conditions for the development and implementation of AI technologies in the Russian Federation, the federal city of Moscow, and the subsequent possible use of the results of AI application.

A concept was established for the development of regulation in the field of AI and robotics technologies until 2024. The aims of this concept are to determine the main approaches to the transformation of the regulatory system in the Russian Federation and to provide opportunities for the creation and application of modern information technologies in various sectors of the economy with respect for the citizens’ rights and ensuring the security of the individual, society, and the state; to form the foundations of legal regulation for new public relations, emerging in connection with the development and application of AI and robotics technologies and systems based on them; and to identify legal barriers that prevent the development and application of these systems.

According to the Strategy for the Development of Artificial Intelligence, AI is a set of technological solutions that allow human cognitive functions (including self-learning and finding solutions without a preset algorithm) to be simulated and obtain results comparable to the results of human intellectual activity when performing specific tasks.

Complex technological solutions include information and communication infrastructure, software (including those that use machine learning methods), processes, and services for data processing and solution search. According to experts, developments in the field of AI are conducted in two directions: neurocybernetic and logical. The first one is engaged in the creation of universal intelligence, in fact, an analog of the human brain, capable of solving any intellectual problems without human participation, and the second one is aimed at creating applied AI aimed at solving one or more applied problems [4, p. 2].

Currently, the existing regulatory framework and the bulk of scientific research on AI are aimed at improving the efficiency of the economy [5, 6, pp. 209-207] and improving the social sphere.

The Strategy for the Development of Artificial Intelligence states that the use of AI technologies in economic sectors has a general (cross-cutting) nature and contributes to the creation of conditions for improving efficiency and the formation of fundamentally new areas in the activity of economic entities, including through:

- improving the efficiency of planning, forecasting, and management decision-making processes (including predicting equipment failures and preventive maintenance, optimizing supply planning, production processes, and financial decision-making);
- automation of routine (repetitive) production operations;
- use of autonomous intelligent equipment and robotic systems, intelligent logistics management systems;
- improving the safety of employees when performing business processes (including forecasting risks and adverse events, reducing the level of direct human participation in processes associated with an increased risk to their life and health);
- increasing customer loyalty and satisfaction (including sending personalized offers and recommendations that contain essential information);
- optimizing personnel selection and training processes, and creating an optimal work schedule for employees, taking into account various factors.
- using AI technologies in the social sphere, which contributes to the creation of conditions for raising the living standards of the population, including by:
  - improving the quality of health care services (including preventive examinations, diagnosis, based on image analysis, forecasting the occurrence and development of diseases, and optimal dosages of drugs, reducing the threat of pandemics, automation, and precision of surgical interventions);
  - improving the quality of education services (including adapting the educational process to students’ needs and the needs of the labor market, system analysis of learning performance indicators to optimize professional orientation and early
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identification of children with outstanding abilities, automation of knowledge quality assessment, and analysis of information about learning outcomes; improving the quality of the provision of state and municipal services, and reducing the cost of their provision.

However, with the help of AI, both ordinary crimes and crimes of an extremist and terrorist orientation can be committed [7, p. 172], such as the following:

- a terrorist act (Article 205 of the Criminal Code of the Russian Federation), such as an explosion, arson, poisoning of a water supply source, or taking people's lives by using robotics;
- vandalism (Article 214 of the Criminal Code of the Russian Federation); the use of UAVs for this purpose is easy to imagine, in which the UAV carries a paint capsule and drops it on a building or structure to desecrate it;
- rendering life-support facilities unusable (Article 215.2 of the Criminal Code of the Russian Federation) by destroying or damaging them by using robots. Committing these actions out of selfish or criminal motives is qualified under Article 215.2 of the Criminal Code of the Russian Federation; in the absence of these motives, these actions qualify under Article 282 of the Criminal Code of the Russian Federation if the goal is to undermine the economic security and defense of the Russian Federation;
- illegal entry into an underground or underwater object protected by the laws of the Russian Federation on departmental or state protection, using robotics, including UAVs (Article 215.4 of the Criminal Code of the Russian Federation);
- theft of nuclear materials or radioactive substances by using robotics to illegally enter a room or storage facility and take possession of the crime subject (Article 221 of the Criminal Code of the Russian Federation);
- illegal acquisition, transfer, sale, theft of weapons, their main parts, ammunition, explosives, explosive devices (Articles 222, 222.1, 226 of the Criminal Code of the Russian Federation), and their illegal movement across the customs border of the Customs Union within the framework of the EurAsEC or the state border of the Russian Federation by the member states of the Customs Union within the framework of the EurAsEC (Article 226.1 of the Criminal Code of the Russian Federation) using robotics, especially UAVs;
- an attack on a sea or river vessel for the purpose of seizing someone else's property, committed with the use of violence or with the threat of

its use through the use of robotics, including UAVs (Article 227 of the Criminal Code of the Russian Federation).

The advantages of using AI to commit crimes are obvious.

First, it can be used in dangerous areas, including biologically dangerous ones;

Second, AI ensures the physical safety of the person who uses these technologies to commit a crime because the person is typically far from the place where AI is applied. Thus, the criminal has no fear of being discovered, which psychologically facilitates decision-making related to the violation of socially dangerous acts;

Third, identifying the criminal on the basis of the AI used is difficult.

A detail that should be taken into account is that AI offers certain solutions in accordance with the algorithm that is implemented in a computer program written and debugged by one or more programmers. If a crime is committed via or with the participation of AI, then we are talking about a deliberate form of guilt, because the mechanism or device acts in accordance with the will of the program's creator. This idea implies the indirect commission of a crime [8, p. 2].

From the point of view of criminal law, a necessary step is to distinguish the cases where the relevant persons did not intend to cause any harm to any other persons, legal entities, the state, and society while they were developing an algorithm and creating an AI computer program. At the same time, in some cases, the following unforeseen situations may occur when the results of processing certain information by this version of AI differ significantly from those expected by the corresponding computer program developers:

- the algorithm used to write a computer program is designed to compose music based on a selection of certain musical phrases and melodies, their combinations in the original sequence, etc. The use of such a program by its author may lead to the commission of a crime, provided for in Part 1 of Article 146 of the Criminal Code of the Russian Federation or Article 272 of the Criminal Code of the Russian Federation;

AI that involves self-development and independent thinking is created going beyond the original program. At the same time, there is no guarantee that when such an AI commits an act, it will not fall under the crime signs;

AI creates a new AI that commits a socially dangerous act.

Evidently, the processes of developing AI algorithms, creating, and applying appropriate computer programs bring to the fore a number of urgent tasks for their criminal law regulation, which can not only predict the risks of their use, but also provide for liability in the event of harm.
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8 An unmanned aerial vehicle (colloquially also UAV or drone) is an aircraft without a crew on board. See: Big Russian Encyclopedia. Moscow; 1994. p. 108.
to the public. A lag exists in the development of criminal law norms in particular because the process of determining the robot’s civil status is not complete and the construction of the criminal law risks’ concept in AI depends on it.

Experts are invited to work out the issue of criminal liability for illegal trafficking in robotics with AI, which is a gross violation of the rules of robots’ operation, resulting in harm to life, human health, or major damage. Such norms will a priori contain blank dispositions. Their adoption will first require the development of appropriate industry legislation that defines the rules for the robotics’ turnover that can cause significant harm to public relations, the establishment of a ban, and (or) restrictions in the turnover of certain types of robotics, such as deadly autonomous systems, at least by private individuals. As conditions for the legal turnover of such equipment, the manufacturer must provide for the possibility of robot authentication, maintaining a register of the robots’ users or owners [7, p. 178].

To introduce AI into law, experts distinguish the following AI features:
• multitasking;
• ability to work with a large array of information;
• system stability and reliable data storage;
• system flexibility and self-learning ability;
• ability to analyze legal situations with constantly changing conditions [9, p. 215].

AI is already being applied in the judicial system, such as the preparation of procedural documents and working with them. The Casebook program, which is based on machine learning technology, is already operating in judicial practice. With the help of Casebook, the case outcome can be determined (with a certain probability). When filing a claim to the court, the plaintiff can use Casebook to determine the probability that a court decision will be in his favor and, on the basis of this program, develop tactics for his participation in the case.

The introduction of AI programs in office work allows the optimization of work with a large array of incoming and outgoing documents, reduces the complexity of their processing, and thereby expands the judges’ ability to study the materials of each case in more depth and improve the quality of the decision’s justification.

The European Commission on the Effectiveness of Justice (CEPEJ) in 2018 adopted the Ethical Charter for the Use of Artificial Intelligence in Judicial Systems, which names the priority principles for the use of AI [10, p. 23].

Currently, AI systems are used in operational search operations, investigation, and research of criminal cases, including the use of special knowledge in various forms. Their use by scientists and experts in conducting criminological research is noted. Proposals have also been submitted for their use to counter cyber threats and terrorist threats to the state and society [11, p. 10]. Among such applications are the following:
• formation of a unique system of a criminal’s psychological and other characteristics after processing and systematizing available information about him; modeling of his criminal behavior to justify conclusions about the possibility of committing a new crime and even determining its possible time, place, and method;
• analysis of big data obtained from the results of video surveillance in the places where the criminal possibly stays to identify his personality and possible contacts with accomplices;
• formation of visual text materials focused on wanted persons;
• sorting out true and false information about facts and circumstances that are important for establishing the truth in the criminal case under investigation acquired verbally during interrogations of suspects, witnesses, and other persons;
• identification of false information in various types of documents, both on paper and on electronic media;
• tracking and tracing of suspected people’s Internet traffic and communications between suspected persons on the Internet and in messengers;
• decryption of encoded information, including group processing of criminal case materials, to identify disguised ideal traces of crimes [12, p. 25].

AI is also widely used for processing various statistical data, assisting in document preparation, saturating law enforcement websites with legal information, and making decisions on the criminal acts’ qualification [10, p. 25].

Currently, the vast majority of extremist crimes (public calls to carry out extremist activities [Article 280 of the Criminal Code of the Russian Federation], public calls to carry out actions aimed at violating the territorial integrity of the Russian Federation [Article 280.1 of the Criminal Code of the Russian Federation], incitement of hatred or enmity, humiliation of human dignity [Article 282 of the Criminal Code of the Russian Federation], organization of an extremist community [Article 282.1 of the Criminal Code of the Russian Federation], organizing the activities of an extremist...\footnote{Messenger (real-time messaging system, “... time, English. Instant...Instant messaging, IM) — instant messaging services (IMS), online consultant programs (OnlineSaler), and client programs (IM), were text messages, audio information, photos and videos can be transmitted and actions such as joint creation of graphic documents can be performed.}
organization [Article 282.2 of the Criminal Code of the Russian Federation], financing of extremist activities [Article 282.2 of the Criminal Code of the Russian Federation, Article 282.3 of the Criminal Code of the Russian Federation], and other crimes committed on the grounds of political, ideological, racial, national, or religious hatred or enmity, or on the grounds of hatred or enmity against a social group) are committed using information and telecommunications networks, including the Internet [13-17].

Internet technologies are also used in a number of other crimes aimed at committing suicide:

- incitement to suicide (paragraph “d”, Part 2, Article 110 of the Criminal Code of the Russian Federation). For example, in the Tyumen region, Philip Budeikin, the creator of a “death group” in VKontakte, was sentenced for trying to convince two underage girls to commit suicide via the social network. During the investigation, Budeikin’s involvement in the deaths of more than 15 teenagers across Russia was checked;[10]

- inducement to commit suicide or assistance in committing suicide (paragraph “d”, Part 3, Article 110.1 of the Criminal Code of the Russian Federation). Nikita Neronov, a financial analyst from the Moscow region and the curator of the death group Blue Whale, was sentenced in Chelyabinsk to a real term in a general regime colony. Through an Internet application, he systematically exerted psychological influence on his victims to drive them to suicide, encouraging them to inflict wounds on their bodies and assigning mandatory tasks such as listening to audio and viewing video materials with scenes of violence and suicide, thereby forming a depressive orientation of the victims’ consciousness. Moreover, Ganieva F. M. used the social network VKontakte to persuade a minor acquaintance to commit suicide;[16]

- organization of activities aimed at inducing suicide (Part 2 of Article 110.2 of the Criminal Code of the Russian Federation). For example, in August 2017, Sh. organized a game on the social network VKontakte to encourage minors to inflict bodily harm on themselves, suppressing their psyche and ending the game once they have committing suicide. Sh. involved her brother G. in the plan, and he volunteered to help her find potential participants in the game (called “whales”) on VKontakte. Together, Sh. and G. guided the behavior of the teenagers, who had difficult living situations. The court found Sh. guilty of crimes under paragraphs “a, b, v, g”, Part 3 of Article 110.1 and Part 2 of Article 110.2 of the Criminal Code of the Russian Federation and paragraph “g”, in committing a crime provided by paragraphs “a, g, d”, Part 3, Article 110.1 of the Criminal Code of the Russian Federation[14].

Public calls to carry out terrorist activities, public justification of terrorism, or terrorist propaganda are particularly dangerous (Part 2 of Article 205.2 of the Criminal Code of the Russian Federation). While serving his sentence in the Correctional Facility-5 of the Federal Penitentiary Service of Russia in the Orel region, M. used a smartphone with Internet access to post audio files on VKontakte, calling for terrorist activities to be committed and justifying such terrorist acts. In July 2019, the Moscow District Military Court found him guilty of committing a crime under Part 2 of Article 205.2 of the Criminal Code of the Russian Federation[14].

A similar conclusion can be drawn with regard to organizing the activities of a terrorist organization and participating in these activities (Article 205.5 of the Criminal Code of the Russian Federation).

An analysis of published materials on the issues under consideration shows that extremist propaganda is increasingly used by various foreign terrorist organizations. Most often, they use password-protected websites and chat groups with restricted Internet access to recruit new supporters secretly. Internet forums that restrict
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10. Administrator of the “death groups” was sentenced for three years. URL: https://www.gazeta.ru/tech/2017/07/18_a_10793984.shtml (accessed: 12.11.2020).


13. By the verdict of the Sobinsky City court, the brother and sister were convicted of involving minors in an Internet game of a suicidal orientation. URL: http://obsud.wld.sudrf.ru/modules.php?name=press_dep&op=1&did=1528 (accessed: 12.11.2020).


15. Website, or site (from the English word: web — “web, network” and site — “place”, literally place, segment, part in the network’) is one or more logically connected web pages and is the location of server content. Usually, a site on the Internet is an array of related data that has a unique address and is perceived by users as a whole.

16. Chat (from the English word "chatter") is a means of exchanging messages over a computer network in real time, as well as software for such communication.
access only to new members of such groups\(^\text{17}\) are becoming a source of prohibited information about terrorist organizations and instructions for committing actions of a terrorist nature, including for extremist motives\(^\text{16}\). In February 2021, a 16-year-old and a 17-year-old in Simferopol of the Crimea Republic were detained because they planned to commit terrorist attacks in educational institutions in the Crimea. These teenagers were members of a neo-Nazi Internet community, a member of which was Vladislav Roslyakov, who staged a shooting at the Kurch Polytechnic College in October 2018\(^\text{16}\).

Organizing mass riots over the Internet is also socially dangerous (Article 212 of the Criminal Code of the Russian Federation). In July 2019, mass riots took place in Moscow after several candidates for deputies of the Moscow City Duma were not allowed to register because they had the signatures of people who have already died. The candidates did not appeal against the decisions of the election commissions in accordance with the established procedure, instead using the Internet to call on citizens to take part in an illegal rally, “obviously assuming that these actions can provoke mass riots”. The participants of the uncoordinated action, who were in the center of Moscow, ignored the legitimate demands of the authorities and grossly violated public order; they used violence against the authorities, broke through the cordon, and paralyzed vehicles’ movement on the Garden Ring by going out on the roadway, among other illegal actions\(^\text{16}\).

Recently, the problems of detecting and suppressing high-tech crimes related to the rehabilitation of Nazism have become particularly relevant (Article 354.1 of the Criminal Code of the Russian Federation). Thus, the Investigative Committee of the Russian Federation initiated criminal cases against several citizens for posting Nazis’ photos on the Internet during the “Immortal Regiment Online” campaign. The Supreme Court of the Russian Federation recognized the verdict for Perm resident Vladimir Luzgin, who was convicted of posting materials on the Internet that approved the activities of Ukrainian nationalist Stepan Bandera\(^\text{16}\).

The most obvious use of the Internet for extremist purposes can be observed in real time from the events in the Belarus Republic. The community “Mogilev Partisans” was created on social media, and its members gathered in an abandoned room in the forest near Mogilev, where they practiced street fighting, seizing premises, assault mountaineering, and fighting tactics in the forest\(^\text{21}\). Those who opposed the Belarusian president were located in Poland and Lithuania, and they used Telegram\(^\text{22}\) to coordinate the protesters’ actions, instruct them to riot, threaten the collapse of the country’s tax system and the state currency, and threaten citizens who refused to protest, saying that their private information will be made public\(^\text{23}\) and then following through on their threats.

The analysis shows that modern information technologies, including AI elements, have become common tools for extremists. For many crimes of this type, criminals have dangerous tendencies of acquiring law enforcement intelligence in advance. This situation brings to the fore, making the accelerated development of the scientific foundations of computer criminology for extremist crimes related to the use of high-tech tools an extremely urgent issue.

In this regard, one needs to pay attention to the fact that the national program “Digital Economy of the Russian Federation” was adopted\(^\text{24}\) in accordance with the Decree of the President of the Russian Federation from May 7, 2018 No. 204 “On national goals and strategic objectives of the development of the Russian Federation for the period up to 2024”\(^\text{25}\). The project’s tasks include the creation of a legal regulation system for the digital economy on the basis of a flexible approach to

\(^{17}\) An Internet forum, or web forum, is an Internet service (platform) for communication between Internet users (more than two participants) on one topic or on several topics (depending on the forum specialization).


\(^{19}\) The court has arrested teenagers suspected of preparing a terrorist attack in Kurch. URL: https://www.rbc.ru/rbc-freenews/5e4ec7ca9a794772198dc80 (accessed: 12.11.2020).


\(^{21}\) The Supreme Court of the Russian Federation has recognized the legal sentence imposed on a Perm resident for the rehabilitation of Nazism. URL: https://www.kommersant.ru/doc/3078015 (accessed: 12.11.2020).


\(^{23}\) Telegram is a cross-platform messenger that allows messages and media files to be exchanged in many formats. Users can send messages and share photos, stickers, voice messages, files of any type, and make audio and video calls.

\(^{24}\) Belarus demanded that Poland hand over the founders of the Telegram channel NEKHTA. URL: https://www.rbcs.com/politics/16/11/2020/5fb286059a794701311b1294 (accessed: 12.11.2020).

\(^{25}\) Approved by the minutes of the meeting of the Presidency at the Presidential Council for Strategic Development and National Projects of 04.06.2019 No. 7 // SPS ConsultantPlus.

\(^{26}\) Approved by the minutes of the meeting of the Presidency at the Presidential Council for Strategic Development and National Projects of 04.06.2019 No. 7 // SPS ConsultantPlus.
each area, the introduction of civil turnover based on digital technologies, and ensuring information security based on domestic developments in the data transmission, processing, and storage, which guarantees the protection of the interests of individuals, businesses, and the state.

To address these matters and other challenges, a number of federal projects were included in this national project. At the same time, the government of the Russian Federation was instructed to ensure that changes were made to the national program “Digital Economy of the Russian Federation” by December 15, 2019, including the development and approval of the federal project “AI”\(^27\). In addition, it provides for amendments to the Criminal Code of the Russian Federation related to criminalizing new types of acts committed via modern computer technology and information technology, and ensuring the protection of the rights and legitimate interests of the individual, society, and the state from new threats arising in the transition to a new information society and the knowledge economy. At the same time, attention needs to be paid to the planned creation of non-governmental expert organizations in the field of computer forensics in 2020, a task that was assigned to the Internal Affairs Ministry of Russia and the Justice Ministry of Russia.

In our opinion, the creation of a new criminology area related to the fight against modern high-tech crime cannot focus solely on digital economy protection. The focus on creating an appropriate means of combating crime, including the use of AI, by non-governmental expert organizations under the auspices of the Internal Affairs Ministry of Russia and the Justice Ministry of Russia will not ensure the introduction of a qualitatively new level in the entire system of criminal law protection for the rights and legitimate interests of citizens, organizations, the state, and society as a whole from high-tech crime attacks.

The best scientists and specialists who develop methods and tools for combating high-tech crime problems in all spheres of public life need to be mobilized. We are talking about ensuring security in the transition to a new information society, when atypical tasks constantly arise; thus, the experts’ work should be supported by high-level organizational measures. First, we should pay attention to the scientific potential of state educational institutions that are training highly qualified personnel for law enforcement agencies. The corresponding program of actions formulated in a recently published monograph \(^{18}\) in relation to the creation of computer criminology for crime detection and investigation in the traditional and digital economy can serve as a basis for the development of such a program in relation to extremist crimes committed with the help of modern information technologies.

The activities conducted within the framework of such a program should aim not only at specific ways of using AI to detect and identify signs of political, ideological, racial, national or religious hatred or enmity, or hatred or enmity against a social group. A significant part of them can also focus on the prompt transfer of data on criminal information users and distributors to specialized law enforcement agencies of data. This approach will avoid the general blocking of messengers\(^{19}\).

At the same time, a significant part of such activities should focus on creating an integrated scientific foundation for computer criminology to combine the capabilities of all the sciences in the criminal law block (criminal law, criminal procedure law, criminalology, operational investigative activities, and forensic expertise) in the fight against modern crime in this area.
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