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One of the crucial challenges related to the spacecraft control is the monitoring of the mental state of crew members
as well as operators of the flight control centre. In most cases, visual information is not sufficient, because spacemen
are trained to cope with feelings and not to express emotions explicitly. In order to identify the genuine mental state of a
crew member, it is reasonable to engage the acoustic characteristics obtained from speech signals presenting voice
commands during the spacecraft control and interpersonal communication. Human emotion recognition implies flexible
algorithmic techniques satisfying the requirements of reliability and fast operation in real time. In this paper we con-
sider the heuristic feature selection procedure based on the self-adaptive multi-objective genetic algorithm that allows
the number of acoustic characteristics involved in the recognition process to be reduced. The effectiveness of this ap-
proach and its robustness property are revealed in experiments with various classification models. The usage of this
procedure leads to a reduction of the feature space dimension by a factor of two (from 384 to approximately 180 attrib-
utes), which means decreasing the time resources spent by the recognition algorithm. Moreover, it is proposed to im-
plement some algorithmic schemes based on collective decision making by the set of classifiers (Multilayer Perceptron,
Support Vector Machine, Linear Logistic Regression) that permits the improvement of the recognition quality (by up to
10% relative improvement). The developed algorithmic schemes provide a guaranteed level of effectiveness and might
be used as a reliable alternative to the random choice of a classification model. Due to the robustness property the heu-
ristic feature selection procedure is successfully applied on the data pre-processing stage, and then the approaches
realizing the collective decision making schemes are used.

Keywords: emotion recognition, adaptive multi-objective genetic algorithm, classifier, collective decision making.
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Konmpons ncuxosmoyuonanbHo2o coCmMosiHus YleH08 IKUNAINCA KOCMUUECK020 Kopablis, a maxdce onepamopos
yeHmpa ynpaeienusi OJemamu A6Isemcst 0OHOU U3 KIIOYE8blX 3a0ay, mpedylowux pewenus 6 oHaatin-pescume. He-
PEOKO BU3VANbHBIL KOHMPOLb MOJCEM Obimb HEOOCMAMOYHbIM, NOCKOIbKY IKUNAJIC 0OYUeH 61ademb coboll U He Gbl-
pasicams 3mMoyutl 8 aeHom sude. [l onpedenenus 6oiee MoUHO20 NCUXOIOZULECKO20 NOPIMPEMA 603MONCHO UCHOTb30-
BAHUE AKYCMUYECKUX XAPAKMEPUCTUK PEUEBbIX CUSHANLO08, (DUKCUPYEMBIX 6 X00€ YNPAGLEHUs KOCMUYECKUM annapamom
(2onocogbimu KOMaHOaMU) U 00bIYHOU KOMMYHUKayuu. Pacno3nasanue samoyutl 4enogexa 6 Xo0e KOMMYHUKAYUU C UH-
MENNEeKMYATbHBIMU OUALO208bIMU CUCTIEMAMU NPeOnolazdem Haiuyue 2UOKO20 aleopummuiecKo2o annapama, omee-
yaiowe2o0 mpeboBaAHUSIM HAOEHCHOCMU U ObICMPOOCUCMEUs NPU (QYHKYUOHUPOBAHUL 6 PelCUMe PEedibHO20 8PEeMEHU.
Paccmampusaemcs sepucmuueckasn npoyedypa u3eieuenus UHQOPMaAmueHbIX NPUSHAKOS, NO3BONSIOUAS CYUECTNBEHHO
COKpamumy Yucio aKyCmu4yecKux Xapakmepucmux, UCHOIb3YeMbIX al2OPUMMAMU pAcnosHasanus. dpgdexmusnocmo
O0aHH020 NOOX00A UCCIEOYeMmCsi 8 COYEMAHUL C PA3TUYHBIMU KIACCUDUKAYUOHHBIMU MOOeNIMU, Oazooapst yemy Oe-
MoHCmpupyemcs cgoticmeo pobacmuocmu. Ilpumenenue yKasanHoi npoyedypbl NO3G0JAEM CHUSUMb PA3SMEPHOCHIb
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NPU3HAKOB020 NPOCcmMpancmea 6 08a pasza (¢ 384 oo npubnusumenvro 180 ampubymos), umo conpsidiceHo ¢ cokpauye-
HUEM BPEMEHHBIX PECYpCo8, 3ampayusaembix aicopummom pachosnasanus. Kpome mozo, 6vi10 npeonosiceno Heckoib-
KO aN2OPUMMULECKUX CXeM, OCHOBAHHBIX HA KOJIEKMUGHOM NPUHIMUU Peuenull Habopom KIACCUDUKAMOpos, 4mo
NO360IUNLO CYUWECMBEHHO NOBLICUMb KAYECTNB0 PACNO3HAsanus (npubauzumenvho 00 10 % 0nsa 00HOU u3 6a3 OaHHbIX).
Paspabomannvie ancopummuneckue cxemvbl 06ecnevugaiom 2apaHmuposantblii ypoeensv d¢pghexmuenocmu u a6110mcs
HAOEICHOU AbMEPHAMUBOL NPOU3BOTLHOMY 6bIO0PY Klaccugurayuonnoi modenu. brazooaps ceolicmgy pobacmuo-
cmu, 98pucmuyeckas npoyedypa omoopa uH@GOPMAmuHuIX NPU3HAKOE DbLIA YCNEWHO UCNONIb308AHA HA dMane npeo-
00pabomKyu OaHHbIX ¢ NOCAEOYIOUUM NPUMEHEHUEM NO00X0008, PEAlU3YIOUUX MEXaHUIMbL KOLIEKMUBHO20 NPUHSMUS
peutenull.

Kniouegvie crosa: pacnosnasanue smoyui, aoanmueHulii MHO2OKPUMEPUATbHBIL 2eHeMUYECKUll aneopumm, Kiac-
cughuxamop, KOIIEKMUGHOE NPUHAMUE PEUeHUl.

Introduction. During monitoring of the spacecraft Background. During experiments it was revealed that
flight, it is essential to assess the astronaut abilities to  the usage of the standard feature selection procedures
provide the reliable control with sober mind. In most (such as Principal Component Analysis (PCA)) led to the
cases, instability of the emotions state may prevent the classification accuracy decreasing [S]. Therefore, to op-
crew from making a right decision. Moreover, the usage  pose this, some heuristic techniques based on the multi-
of visual information is likely to be less relevant for this ~ objective genetic algorithm were developed.
purpose because astronauts are trained to hide their genu- Two main schemes of dimension reduction are real-
ine emotions and keep calm explicitly. Therefore, it is  1zed normally to determine the relevant feature set [6].

reasonable to recognize their emotional state based on According to the first one, it is compulsory to evaluate the
speech signals, in particular, based on voice commands effectiveness of the selected attributes with any classifica-

tion model (the wrapper approach). The second method
requires some metrics (Attribute Class Correlation, Inter-
and Intra- Class Distances, Laplasian Score, Representa-
tion Entropy and the Inconsistent Example Pair measure)
to be estimated and it ignores the classifier performance
entirely (the filter approach) [7]. The details of the pre-
sented schemes and criteria introduced are described in [8].
As the feature search procedure we implement the
Strength Pareto Evolutionary Algorithm (SPEA) [9]
based on the Pareto dominance idea (fig. 1). It operates
with a set of binary strings coding the informative fea-
tures in the following way: unit corresponds to the rele-
vant attribute whereas zero denotes the irrelevant one.

while operating with the spacecraft and interpersonal
communication.

Although many good results have already been
achieved in the sphere of emotion recognition, there are a
number of open questions. Some of them are about the
development of effective classification methods that
should be applied to this problem [1]. Others pertain to
extracting acoustic characteristics from speech signals [2; 3]
or selecting the set of relevant features from databases [4].

At the “INTERSPEECH 2009 Emotion Challenge” an
appropriate set of acoustic characteristics used to describe
any speech signal was introduced. This set of features,
cornpris.ing. attributes .such as pitch, intensity and. fgr- SPEA uses the outer set to preserve non-dominated
mants, is high-dimensional: the number of characteristics  ¢5lutions and genetic operators to produce new candidate
is 384. For most classifiers it is extremely difficult to  glytions. Furthermore, to avoid choosing the algorithm
make a decision based on all this input data: features  gettings we suggest applying the self-adaptive modifica-
might have a low variation level, correlate with each other  tjon of SPEA. Originally, tournament selection is used;

or be measured with mistakes. therefore only crossover and mutation should be adjusted.
//ﬁ Evaluate criteria values for Update the outer set: add non-

{ Begin —» Generate an initial population — each individual in the —» dominated individuals and
N/ population exclude dominated ones

A

Apply genetic operators to
produce new candidate-

Check the stop-
criterion

solutions Finish with
A the current
outer set
———Continue

p

End

Fig. 1. The general scheme of the SPEA algorithm
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We realize the self-configurable recombination opera-
tor based on the co-evolution idea [10]: the population is
divided into parts and each part is derived with a particu-
lar type of crossover that is conventionally one-point,
two-point or uniform. We also estimate the fitness value
for each variant of recombination that implies the number
of non-dominated individuals generated with it. Based
on these rates, resources are reallocated in every
T-generation. The self-adaptive mutation operator is
based on the idea proposed by Daridi [11]. At every gen-
eration mutation probability is recalculated according
to the heuristic rule.

The research conducted [8] has exposed that the filter
approach permits the achievement of better results in the
sense of classification accuracy, whereas the usage of the
wrapper approach decreases the number of features sig-
nificantly.

Due to the independency of the filter approach from
classification models it might be supposed that this fea-
ture selection procedure should be rather effective in
combination with various classifiers. Therefore in this
paper we explore the robustness property of the filter
technique. In other words, it is necessary to consider a
number of classification models and check whether this
method is effective for most of them or not.

Moreover, it is hardly ever possible for the online dia-
logue systems to vary classifiers and determine the most
effective one while interacting with a user. Consequently,
some general approaches based on involving different
models should be elaborated. In this research we propose
three schemes of taking into account predictions of differ-
ent classifiers and producing the collective decision. The
effectiveness of these algorithmic schemes is investigated
on both baseline and reduced feature sets of emotion rec-
ognition problems.

Databases description. In the study a number of
speech databases have been used and this section provides
their brief description.

The Berlin emotional database [12] was recorded at
the Technical University of Berlin and consists of labelled
emotional German utterances which were spoken by 10
actors (5 female). Each utterance has one of the following
emotional labels: neutral, anger, fear, joy, sadness, bore-
dom or disgust.

The VAM database [13] was created at Karlsruhe Uni-
versity and consists of utterances extracted from the popu-
lar German talk-show “Vera am Mittag” (Vera in the af-
ternoon). The emotional labels of the first part of the cor-
pus (speakers 1-19) were given by 17 human evaluators
and the rest of the utterances (speakers 20—47) were la-
belled by 6 annotators on a 3-dimensional emotional basis
(valence, activation and dominance). To produce the la-
bels for the classification task we have used just a valence
(or evaluation) and an arousal axis. The corresponding
quadrant (anticlockwise, starting in the positive quadrant,
and assuming arousal as abscissa) can also be assigned

emotional labels: happy-exciting, angry-anxious, sad-
bored and relaxed-serene.

The UUDB (The Utsunomiya University Spoken Dia-
logue Database for Paralinguistic Information Studies)
database [14] consists of spontaneous Japanese human-
human speech. The task-oriented dialogue produced by
seven pairs of speakers (12 female) resulted in 4.737 ut-
terances in total. Emotional labels for each utterance were
created by three annotators on a five-dimensional emo-
tional basis (interest, credibility, dominance, arousal, and
pleasantness). For this work, only pleasantness (or evalua-
tion) and the arousal axes are used.

There is a statistical description of the corpora used
in tab. 1.

Robustness of the filter approach. The robustness
property of the filter approach was investigated using a
set of conventional classification models: Multilayer Per-
ceptron (MLP), Support Vector Machine (SVM), Linear
Logistic Regression (Logit), Radial Basis Function net-
work (RBF), Naive Bayes, Decision trees (J48), Random
Forest, Bagging, Additive Logistic Regression (Logit-
Boost) and One Rule (OneR) [15].

For cach classifier the F-score [16] was evaluated,
first, on the baseline data set and, secondly, on the set of
features selected by SPEA. Also the relative F-score im-
provement and the average number of extracted attributes
were estimated. We implemented a 6-fold cross-
validation procedure. For all of the corpora SPEA was
provided with an equal number of resources (for each run
10100 candidate solutions were examined in the search
space).

The results obtained are presented in tab. 2. The aver-
age number of selected features is equal to: Berlin —
182.2, VAM - 178.7, UUDB — 179.2.

Based on the experimental results we may conclude
that there is no classification model which provides a
lower F-score value for all of the corpora after the feature
selection procedure. Moreover, for example, the Decision
Trees model (J48) demonstrates improvement of the
F-score in all of the experiments. Obviously, in some
cases the dimension reduction is achieved at the detriment
of the classifier performance.

Besides, there is no particular model that is equally ef-
fective for all of the databases. We may notice that
F-score values vary significantly for different classifiers.
Even the best model for a certain database might be the
worst for another one. For instance, MLP demonstrates
the highest performance on the Berlin corpus, whereas for
the UUDB database it achieves the worst results (and vice
versa, for the One Rule classifier). Therefore it might be
reasonable to involve a number of classifiers in the deci-
sion making process in order to increase the reliability of
the classification technique. Otherwise, the random choice
of the classifier may lead to significant performance dete-
rioration.

Table 1
Statistical description of the corpora used
Database Language Full lgngth, Numbe.r of emo- File level duration Notes
min. tions Mean, sec. Std., sec.
Berlin German 24.7 7 2.7 1.02 Acted
VAM German 47.8 4 3.02 2.1 Non-acted
UUDB Japanese 1134 4 14 1.7 Non-acted
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The next section contains a description of the algo-
rithmic schemes that compose the final prediction based
on decisions of a number of classifiers.

Collective decision making in the emotion recogni-
tion procedure. In this research we investigate the effi-
ciency of three techniques that allow the predictions of
different classifiers to be taken into account while making
the final decision [17].

Scheme 1. For each test example it is necessary to de-
termine k-nearest neighbours from the training data set.
The prediction of the model that classifies these k-nearest
neighbours correctly is used as the final decision. (If sev-
eral models demonstrate equal effectiveness, choose one
of them randomly).

Scheme 2. For each test example the engaged models
vote for different classes according to their own predic-

tions. The final decision is defined as a collective choice
based on the majority rule.

Scheme 3. The previous scheme has one disadvan-
tage: if the number of classes is greater than or equal to
the number of classifiers involved (or the number of clas-
sifiers is even), a situation whereby several classes get the
majority of votes often occurs. Therefore we combine
Schemes 1 and 2 in the following way (fig. 2):

— fulfil the voting procedure as it is described in
Scheme 2;

— if several classes have the maximum number of
votes, apply Scheme 1.

In all these schemes there is no limitation to the num-
ber of classifiers.

Table 2
Experimental results for conventional classifiers
Berlin VAM UUDB
F-score, % F-score, % F-score, %
2 2 2
= é Gain, % = ﬁ Gain, % = é Gain, %
2 | 5 z2 | 5 z2 | 5
m m m
MLP 82.87 82.26 -0.74 41.08 43.05 4.80 25.48 34.58 35.71
SVM 81.71 82.14 0.53 43.57 36.92 -15.26 35.59 33.04 -7.15
Logit 80.04 82.15 2.64 36.88 37.88 2.71 36.72 36.33 —1.06
RBF 68.93 71.59 3.85 37.87 34.47 -8.97 26.75 23.60 —11.77
Naive Bayes 66.91 67.45 0.81 40.86 42.33 3.60 36.52 36.45 -0.20
J48 50.15 51.96 3.60 36.20 37.70 4.17 38.70 42.64 10.18
Eg;‘i‘t)m 5469 | 73.43 34.27 45.66 | 37.08 ~18.79 40.11 | 36.56 -8.84
Bagging 60.60 63.29 4.43 37.24 36.67 —1.54 40.94 37.08 -9.42
}I;Z(g)lstt 66.66 71.21 6.82 40.06 36.14 -9.80 41.28 37.17 -9.96
OneR 29.20 29.20 0.00 33.34 33.34 0.00 41.92 41.56 -0.85
Voting results 1 Voting results 2
i o~ (a2] < wn - o~ [a2] < wn
£ &8 5 & & S8 18|88
The number of votes The number df votes|
1 3 0 1 1 0 2 0 2 2
maximum maximum
The final prediction is Class 2 To obtain the final prediction
based on Scheme 2 apply Scheme 1
Fig. 2. An example how Scheme 3 works
Table 3
Experimental results for collective decision making schemes
Baseline feature set Reduced feature set
Scheme 1 Scheme 2 Scheme 3 Scheme 1 Scheme 2 Scheme 3
Berlin 81.18 84.01 84.23 79.91 82.54 82.54
VAM 42.29 50.19 43.69 37.99 39.18 39.18
UUDB 37.96 36.41 39.78 40.43 34.99 35.19
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Analysis of the results presented in tab. 2 showed that
for the used corpora Multilayer Perceptron (MLP), Sup-
port Vector Machine (SVM) and Linear Logistic Regres-
sion (Logit) demonstrated rather high performance.
Therefore it was decided to involve these classifiers in the
proposed schemes of collective decision making.

We investigated the effectiveness of the developed
schemes on the baseline feature set and on the set of at-
tributes selected by SPEA (due to the robustness property
of the feature selection procedure, it is also reasonable to
apply these schemes including a number of models to the
reduced feature set). Tab. 3 contains the F-score values

obtained during the 6-fold cross-validation procedure for
all of the corpora.

Based on the experimental results it might be con-
cluded that on the set of presented databases Scheme 3 is
effective for the collective classification process on the
full data set as well as after the feature selection proce-
dure.

On the Berlin database (fig. 3) all schemes demon-
strate high performance. The F-score values obtained with
the usage of Schemes 2 and 3 even outperform the best
results achieved by MLP on the full and reduced feature
sets.

Baseline feature set mmm Conventional
100 classifiers
coodee-o Scheme 1
>0 === Scheme 2
==®==Scheme 3
0
Reduced feature set .
s Conventional
100 Classifiers
80
60 I T T T B — B .-
40 &+ Scheme 1
20
0 === Scheme 2
S R T T - T TR S Y S
J S ¥ A3 S\ N ((Qﬂe’ & &
) > S
‘\,;,\‘* bo& ® \’o‘% —=»==Scheme 3
&
Fig. 3. Classification results for Berlin
- Baseline feature set EEm Conventional

classifiers

40

20

<ok Scheme 1

=== Scheme 2

==%==Scheme 3

Reduced feature set

s Conventional

30
40
30
20
10

T Q& & @ ® s
N 3 & ne) \ N & RS o? 2
N 2 N € 4&""‘\ 630‘ Q}@@ & o -=»=-=-Scheme 3
& & Nl
Q:b

Classifiers

“ede-o- Scheme 1

=== Scheme 2

Fig. 4. Classification results for VAM
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Fig. 5. Classification results for UUDB

In most cases the F-score values achieved by any col-
lective decision making scheme are comparable with the
best results provided by the most effective models or, at
least, higher than the average F-score value obtained by
conventional classifiers.

The best classification results on the VAM corpus (fig. 4)
provided by Random Forest on the baseline feature set
were exceeded by the application of Scheme 2 (9.93 %
relative improvement). It is essential to take into account
that in this case the most effective classification model
(Random Forest) is not involved in the set of classifiers
used in the framework of Scheme 2 (MLP, SVM, Linear
Logistic Regression). Nevertheless, we attained a signifi-
cantly better result with classifiers that demonstrated av-
erage effectiveness on this corpus.

Even on the UUDB corpus we obtained rather high F-
score values (fig. 5), although MLP, SVM and Linear
Logistic Regression demonstrated the worst results sepa-
rately.

Conclusions. In this paper some effective approaches
to the emotion recognition problem based on heuristic
feature selection and collective decision making are con-
sidered. Due to the usage of these techniques it became
possible to improve the classification results for most of
the corpora (in some cases even by up to 10 % relative
improvement) and, moreover, to reduce the number of
features involved in the classification procedure signifi-
cantly (from 384 to approximately 180).

The conducted experiments also exposed that the pro-
posed schemes of collective choice might be effectively
applied to the full data set as well as to the reduced one
(after feature selection).

Although we managed to achieve some good results,
there are a number of questions. The first one is related to
the feature selection technique, in particular, to the intro-
duced criteria: whether it is reasonable to take into con-
sideration other criteria (Laplasian Score, Representation
Entropy and the Inconsistent Example Pair measure) or
not? Should we engage the information about the classi-
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fier performance into the heuristic search on the stage of
feature selection or ignore it totally to maintain the ro-
bustness of this approach?

Other questions pertain to the classification models
involved in the collective decision making process: how
many classifiers should we use to provide the most reli-
able scheme? What kind of models should it be compul-
sory to include in the ensemble of classifiers?

These crucial questions will have to be elaborated in
the next paper.
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