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In this paper the problem of a city ecological condition forecasting based on the chemical composition of the air is
considered. The procedure of solving this problem with artificial neural networks, grown by evolutionary algorithms is
described. Several modifications of evolutionary algorithms and ensemble approach for neural predictor design allow-
ing the increase of prediction efficiency are presented. Also an ensemble method for neural predictor design is consid-
ered to increase the efficiency. The existing methods for design of intelligence information technologies ensembles have
been considered. The comparison of their efficiency is presented in the paper for a set of test problems. A modified ap-
proach for artificial neural network ensembles is proposed, which is different from known before with combined appli-
cation of existing schemes and methods for ensemble organization. In the problem description the problem of large
amount of missing values in the dataset is highlighted. To solve this problem, a modified genetic programming method
is applied. The usefulness of this method is shown for the problem solving. The testing shows the efficiency of the pre-
sented approach compared to basic and ensemble models. One of the applications of the developed algorithm is the
time series prediction. Many technical systems contain a large amount of dynamic parameters, and tracking and pre-
dicting these parameters is an important problem. The rocket and space technology is no exception, so the described
algorithm is a useful data analysis instrument for it. The developed approach can be used as a method for individual
predictors’ creation, and also as way for combining the existing ones. It is shown that this approach allows increasing
the accuracy of the resulting models.

Keywords: artificial neural networks, ensembles, evolutionary algorithms, time series prediction, city ecology
analysis.
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Paccmampusaemcs pewenue 3a0auu npocHO3UPOSAHUS IKOLOSUHECKO20 COCTOANUS 20p00d 8 3A8UCUMOCU O XU-
Muueckozo cocmasa 8030yxa. Onucvigaemcsi npoyedypa peuwleHuss OaHHoU 3a0a4u npu NOMOWU UCKYCCIMBEHHbIX Hell-
POHHBIX cemell, 8bIPAUWEHHBIX IGONIOYUOHHBIMU ancopummamu. [Ipedcmaesnensvi Hekomopbvie U3 Mooupurayuii 360.10-
YUOHHDBIX AJI20PUNMOG, KOMOPbLEe NO360SIIOM HOGbICUMb I hexmusnocmsb npedckasanust. Taxoice ¢ Yeuvio ROGbIULEHUS
ahhexmusnocmu paccmampusaemcst KOJIeKMuUGHbI n00X00 K HOCMPOEHUIO Helipocemesblx npeduxmopos. boliu onu-
camvl cywecmayiowue ce200Hst Memoovl opMUpoOaAnUs KOJLIEKMUBOE UHMELIEKMYAIbHbIX UHGOPMAYUOHHBIX MEXHO-
aoeuil. [Ipedcmasneno cpasnenue ux sgpgpexmusnocmu Ha psioe mecmosuvix saday. Ilpednazaemcst MoouGuyupoeanHulil
n00X00 K NPOEKMUPOBAHUIO KOIEKMUBOE UCKYCCIBEHHBIX HEUPOHHBIX Cemell, OMAULAIOUUTICS. OM U3BECHIHBIX KOMOU-
HUPOBAHHBIM UCNOTb30GAHUEM CYUECMBYIOUUX CXeM U Memo008 Op2aHu3ayuu Koulekmused. B onucanuu pewaemot
3a0ayu NOOYepKUaemcs npobrema HAIUYUs 6OILUI020 KOIUYECMBd NPONYCcKos 8 mabauye oannvlx. /s ee pewenus
UCRONb3YEMCsl MOOUDUYUPOBAHHBIL MEMOO 2eHemu4ecko2o npocpammuposanus. Ilokazana noiesnocms UCnoib306a-
HUsL OanHOU npoyedypvl npu peuieHuu nocmasieHnou 3adaqu. Tecmupoganue noxasvisaem 3pgdhexmusnocms npeono-
JICEHHO20 NO0X00a NO CPABHEHUI0 ¢ 0a3060U U KOLIeKMueHou mooeisimu. OOHO U3 NPULONCeHUL pazpadbomaHHo20
aneopumma — npeocKazanue 8peMeHHbIX psaoos. Muozue mexnuueckue cucmemvl cooepaicam 60abuoe KOAU4ecmso
OUHAMUYECKUX NAPAMEMPOB, OMCIEHCUBAHUE U NPeOCKA3aHUue KOMOPbIX ABNAeMCs 8adxdcHOU 3adauell. Paxemno-
KOCMUYECKAsl MEXHUKA He SIGISIeMCst UCKTIOYEHUeM, d ROMOMY ORUCAHHBIL A2OPUMM GISIemcst OJisl Hee NONE3HbIM UHCIpY-
MEHMOM aHaIu3a OaHHbX. Paspabomannviii n0OX00 Modicem S6IAMbCsi KaK CPeOCmEOM CO30AHUS CAMOCMOSIMENbHbIX
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NpeouKmopos, maxk u cpeocmeoM KOMOUHUposanus yoice cywecmeayiowux. Ilokasano, umo maxoil no0xo0 no3eousiem

yeeauuunib mo4HoCcms Umocoe6sblx Mooenetl.

Knioueswvie crosa: UCKYCCme6€EeHHble Hé‘lijHHble cemu, KOJUIeKmuevl, 360JII0YUUOHHbIE AJI2OPpUMIMbL, NPOCHO3UPOBAHUE
6p€‘M€HHblxpﬂ()06, AHAU3 DKON02UUECKOU cumyayuu 6 zopode.

Introduction. The modern ecological condition of cit-
ies leads to the necessity of finding the risk factors and
developing a control system for solving the technogenic
problems. However, today the methods for estimating the
risk level for urban territories, including geo-ecological
risks, are still not developed properly. The lack of gener-
alizing representations and concepts and general meth-
odological principles is one of the main disadvantages in
the field of ecological risk estimations.

As most industrial and urban territories are located in
basins, there may be increased local circulation and ag-
gregation of impurities in lower parts of the relief [1].
Adverse orographic and meteorological features in con-
nection with atmosphere air quality lead to a higher air
pollution level in the following cases: industrial sites are
close to residential areas; the number of cars is increasing;
continuous house building and destruction of green areas.
The high prevalence of diseases related to ecology among
the populations of large industrial centres, and a trend of
an increasing pathology level determine the special im-
portance of studying the health of city populations.

Concerning this, there appears a real necessity of add-
ing programmes for analysing information about the envi-
ronment condition to the ecological monitoring complex.
This necessity is due to the multi-dimensionality and
multi-coupling of ecological data. Many ecological proc-
esses are characterized by non-linearity and uncertainty
which makes estimation and forecasting the ecological
situation more complex. To increase the efficiency and
accuracy of the decision-making process, artificial intelli-
gence technologies capable of working in the conditions
of non-certain input information are used nowadays. One
of the perspective directions of using artificial intelligence
technologies in ecological monitoring is in the use of arti-
ficial neural networks in problems of predicting and fore-
casting ecological situations [2].

Automatic generation of artificial neural networks
and their ensembles. An artificial neural network (ANN)
is a combination of mathematical models of neurons of
the human brain, which allow the most complex data
analysis problems to be efficiently solved [3]. However,
when using this approach the researcher always faces a
problem of choosing the optimal structure of the neural
network and the optimal learning procedure according to
the specified efficiency criterion. Of course, the “trial and
error” method is not a successful choice in this case, as it
takes a huge amount of computational resources. The
deep knowledge and experience of the expert in the field
of neural networks is needed, nevertheless, the “trial and
error approach” might result in insufficient modelling
accuracy. Today for solving the given problem, methods
imitating the evolutionary process of the real world — evo-
lutionary algorithms — are used. They allow the researcher
to design the artificial neural networks automatically and
with high efficiency [4]. Also, today there is a set of
modifications of evolutionary algorithms that allow their
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efficiency to be increased. Also, these algorithms do not
require any parameter tuning, so they are easy to use for
many researchers, even if they do not have specific
knowledge in the field of evolutionary modelling [4; 5].

The standard scheme for solving data analysis prob-
lems [6] with intelligence information technologies (IIT),
in particular, neural networks, involves two stages. In the
first stage, the structure and parameters of the neural net-
works are adjusted, and in the second the best of the neu-
ral networks is used for solving the problem. However,
using several neural networks at the same time by com-
bining them into an ensemble can be useful [7; 8]. In-
creasing the quality of the received solutions with such an
approach was observed long ago. The combining of neu-
ral networks into ensembles was first reported in the
works of Hansen and Salamon [9]. The efficiency of such
approaches was also shown in these works.

Today using ensembles is one of the promising direc-
tions in automated learning methods [10]. To design an
ensemble, three tasks should be performed:

1) Choose the method of designing individual ANNSs;

2) Selection of ANNSs for forming ensembles from the
overall set of solutions obtained;

3) Determining the method for consideration of the
“views” for every part of such ensemble.

In 1988 the problem of weak learning capabilities was
studied. The problem was solved by strengthening the
weak algorithms with boosting [11]. The essence is that if
this algorithm is in a specific method for forming the
learning sample for every next neural network, the learn-
ing sample includes incorrectly solved examples from the
previous one. So, the examples are processed by consecu-
tive set of ANNs. In 1993 the efficient learning algorithm,
based on this principle, was developed [12; 13]. In 1996
Breiman [14] proposed a bagging method, which learns
every IIT with a sample, randomly (with returns) formed
from the original one. This method is considered to be the
most effective for samples of small size, as the lack of the
part of learning examples in these samples leads to sig-
nificant diversity in the received IIT. With a large number
of features and a small number of learning examples the
method of random subspaces should be used [15]. In such
method separate IIT are learned on different sets of attrib-
utes, which were selected randomly. The listed methods
allow the generation of different IITs (in particular,
ANNE) for forming ensembles.

The question of how to consider separate views of dif-
ferent ensemble members is still to be considered. The
basic work in this field describes the voting method [9],
and also the averaging method. There is a modification of
this method that allows errors of every ensemble member
to be taken into account. We will now describe these two
methods:

1. The outputs of the ensemble members are summed
and divided by their number.
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2. The error of each of the ensemble member is taken
into account. Each of them is associated with a weight,
inversely proportional to the error [16]. The output values
are summed and divided by their number.

There is a scheme, allowing an error to be obtained
which is not higher than the best of the ensemble mem-
bers [7]:

1. The point in the learning sample is found which is
the closest to the point where we need to get the value.

2. The IIT which has the lowest error is determined in
this point.

3. The selected IIT makes the decision about the value
in the point of interest.

The forming of the ANN ensemble is also possible by
means of the self-configured genetic programming algo-
rithm [4]. For this purpose, the functional set is filled with
different mathematical operators and functions (sine, co-
sine, addition, subtraction, and so on), and the terminal set
is filled with different adjustable coefficients and outputs
of the neural networks which were selected into the en-
semble. Using such an instrument does not require addi-
tional costs for its adjustment and allows ensemble form-
ing in automatic mode.

Thus, applying evolutionary algorithms may allow the
design of efficient ensembles of artificial neural networks
in automated mode without using special knowledge of
neuro-evolutionary modelling. The efficiency of the pro-
gramme realization of the presented algorithms for eco-
logical condition forecasting using the chemical air com-
position will be presented in the next section of the paper.

The problem description. There is a sample (x.y;),
i=1,2, ..., n, where n — is the number of instances in the
sample; x; — is the vector of size m, where m — is the num-
ber of sample attributes, y; — is the observed value. It is
also known that y; may not only depend on its previous k&
values, but also on values of x;. The dependence between
Xiy Xi 1y -es Xicks Vis Vi1s ---» Xii and y; should be defined,
that means to predict the values of y;.; or solve the time
series problem [17].

The sample is a matrix with 39 columns, 28 of which
are problem attributes, and 10 are the values to be pre-
dicted, and 32 rows — the number of instances. One of the

columns is the year when the attributes were measured.
There are also missing values in the database. The attrib-
utes show the constituents of different harmful materials
in the air: copper, zinc, iron, chlorine, and so on. All other
measures show different diseases and their mortality.

The data available in the sample was obtained in the
environment pollution monitoring centre of GU “Kras-
noyarsk CGSM-R” which observes the atmosphere air
quality at 8 stationary posts in the city of Krasnoyarsk.
The yearbooks of the “condition of the air pollution of the
cities on the territory of Krasnoyarsk region, republics of
Khakassia and Tuva” from year 1999 to 2012 were proc-
essed [18]. Sanitary-demographic statistics was obtained
in the territorial authority of the Federal Service of State
Statistics in Krasnoyarsk region (“Krasnoyarskstat™) [19].

For the convenience of further understanding the data,
the predicted values are numbered with values from Out/
to Outl0 and some numerical data about these values is
presented. In tab. 1 the original names of the predicted
values are presented, as well as the corresponding num-
bering, the minimum and maximum values in the column
and also the average value and the standard deviation.

Problem solving and results. The database for the
problem has missing values, as already has been men-
tioned. Given the small size of the sample, and also the
fact that the missing values are present in a significant
part of the sample, the recovery of missing values is nec-
essary. One of the promising approaches for the described
conditions is the use of evolutionary algorithms [20], and
in particular, the genetic programming algorithm for
building non-linear regression. For this problem the ter-
minal and the functional set of the genetic programming
algorithm is filled with different mathematical operators
and functions, and also some numerical values and feature
variables of the problem. Here we provide the comparison
of the prediction results by a perceptron, which was
grown with a genetic programming algorithm [4] for the
cases with and without the recovery of missing values. In
the case without the use of the recovery procedure, the
incomplete data was excluded, as well as the problem
attributes.

Table 1
Numerical characteristics of problems
Predicted Birthrate Mortality Mortality for children under 1 Patients with Mortality from
value (per 1000 (per 1000 (per 1000 of population) malignancies malignancies
of population) of population) (per 100.000 (per 100.000
of population) of population)
Numbering Outl Out2 Out3 Out4 Out5
Min. 8.3 8.9 4.8 1042 180.26
Max. 14.3 15.5 21.0 2483.8 211.9
Average 10.98 1241 14.26 1822.65 202.44
Std. dev. 1.89 1.80 591 429.42 8.75
Predicted Mortality — Mortality — Mentally ill Mortality for Mortality —
value circulatory system respiratory (per 100.000 mentally ill nervous system
(per 100.000 (per 100.000 of population) (per 100.000 (per 100.000
of population) of population) of population) of population)
Numbering Out6 Out7 Out8 Out9 Outl0
Min. 441.44 38.69 686.7 091 5.31
Max. 726.05 72.16 1407.4 11.42 8.98
Average 594.03 55.93 931.07 5.83 6.79
Std. dev. 76.16 8.70 198.96 3.91 1.13
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A series of runs using the cross-validation procedure
was performed for comparison for every value to be pre-
dicted. The average values of the following criterion over
all runs are presented in the tab. 2:

Ly

noig

yi_y:

*

Vi

-100 %,

where y; — is the obtained value in the i-th point; y; —is

the true value; n — is the sample size, y: #0Vi. As we

can see from the results presented in tab. 2, the missing
values recovery procedure allows information about pre-
dicted values to be saved as well as the increased effi-
ciency of the obtained predictors.

Now we will describe the proposed method for solving
the problem and present the tested variants of the algo-
rithm. The basic model is the procedure of generating
automated artificial neural networks with arbitrary struc-
ture and different activation functions by means of genetic
programming and a genetic algorithm. The tab. 3 below
contains the average value of the required criterion over
all runs for the best generated neural networks.

We will now describe the ensembles. For the depend-
ence recovery procedure, the previously described meth-
ods for ensemble forming were tested (schemes 1-3). The
comparison has shown that the modified genetic pro-
gramming algorithm [4; 5; 8] handles this problem an
order of magnitude better. This is why this method was
chosen to build the neural predictors further (tab. 4).

It should be mentioned that it is difficult to track the
collective diversity in such an approach. In part, this prob-
lem is solved by the ensemble forming algorithm itself.
Also, the diversity is achieved by the combined use of GP

and GA for the growing of neural networks. The stochas-
tic nature of the evolutionary algorithms also helps to
solve the problem of diversity.

To solve this problem, a more complex method of the
ensemble organization is proposed. In tab. 3 it is called
the “proposed method”. As mentioned earlier, for main-
taining the diversity in the case of small samples, the bag-
ging method is promising [14]. For the predictor strength-
ening, the boosting approach can be used [11]. In this
case, the ensemble organization scheme described in [7]
is used. The final ensemble is formed with a genetic pro-
gramming algorithm. The functional set in this case is a
set of mathematical operators and functions. The terminal
set contains coefficients and generated neural networks
(or ensembles, made by boosting or bagging). Applying
the boosting approach gives a minor, but statistically sig-
nificant increase in efficiency (less than 1 %).

As we can see from tab. 3, the proposed method
is 5 % better than the classical method for the ensemble
design with GP on average. This method is, in turn, 13 %
better than the basic model. The improvement is achieved
because of the combined use of the bagging and boosting
approaches. An important fact is that this approach adds
only one additional parameter to the algorithm, which
means that the optimization system programme does not
become more complicated for the user.

Further improvement of the approach includes adding
dynamics into the model by using recurrent neural net-
works. The flexibility of evolutionary algorithms allows
such a kind of neural networks to be generated. Increasing
the sample size will allow improvement of the existing
predictors and the creation of new predictors for this
problem.

Table 2
Missing values recovery algorithm efficiency
Outl Out2 Out3 Out4 Out5 Out6 Out7 Out8 Out9 Outl0
With missing 9.8 12.7 6.1 42 6.3 1.5 0.5 53 47 10.5
values
Without missing | ¢ 12.5 54 24 54 1.0 0.2 48 3.8 8.5
values
Table 3
Efficiency comparison
Outl Out2 Out3 Out4 Out5 Out6 Out7 Out8 Out9 Outl0
Basic model 9.2 12.5 54 24 5.4 1.0 0.2 4.8 3.8 8.5
Ensembles 5.9 10.1 5.4 2.2 4.0 1.0 0.2 3.1 3.6 8.0
Proposed method 5.1 9.3 54 1.9 3.9 1.0 0.2 2.8 3.6 7.6
Table 4
Comparison of ensemble forming methods
Scheme 1 Scheme 2 Scheme 3 GP
Mean square error 0.002 0.0015 0.004 0.0001

140



Mamemamuxka, mexanuxa, ungopmamuxa

Conclusion. The real-world problem of the predicting
the ecological condition of the city was solved with algo-
rithms of neuro-evolutionary modeling. The standard
methods of solving the problem were considered, as well
as a modified method of ensembling artificial neural net-
works. The efficiency of the existing ensemble methods
was tested. As a result of testing, for the most of the pre-
dicted values the proposed modification has shown better
performance than the basic algorithm. For a set of pre-
dicted values, the efficiency of the approach did not
change. This may be because of the small volume of the
sample, and also because of the absence of key variables
of the problem. The further expansion of the sample will
allow solving this problem. Recovering the missed values
with the genetic programming algorithm also allowed
increasing the efficiency of the approach. Generating re-
current neural networks and their ensembles is one of
possible ways for the further development of the ap-
proach. However, one should remember that using a uni-
versal procedure for evolutionary design of neural net-
work predictors significantly increases the computational
complexity that can be unacceptable in some cases.
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