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In this work we propose a comprehensive method for solving multimodal data analysis problems. This method in-

volves multimodal data fusion techniques, multi-objective approach to feature selection and neural network ensemble 
optimization, as well as convolutional neural networks trained with hybrid learning algorithm that includes consecutive 
use of the genetic optimization algorithm and the back-propagation algorithm. This method is aimed at using different 
available channels of information and fusing them at data-level and decision-level for achieving better classification 
accuracy of the target problem. We tested the proposed method on the emotion recognition problem. SAVEE (Surrey 
Audio-Visual Expressed Emotions) database was used as the raw input data, containing visual markers dataset, audio 
features dataset and the combined audio-visual dataset. During the experiments, the following variable parameters 
have been used: multi-objective optimization algorithm – SPEA (Strength Pareto Evolutionary Algorithm), NSGA-2 
(Non-dominated Sorting Genetic Algorithm), VEGA (Vector Evaluated Genetic Algorithm), SelfCOMOGA (Self-
configuring Co-evolutionary Multi-Objective Genetic Algorithm), classifier ensemble output fusion scheme – voting, 
averaging class probabilities, meta-classification, as well as resolution of the images used as input for the convolu-
tional neural network. The highest emotion recognition accuracy achieved with the proposed method on visual markers 
data is 65.8 %, on audio features data – 52.3 %, on audio-visual data – 71 %. Overall, SelfCOMOGA algorithm and 
meta-classification fusion scheme proved to be the most effective algorithms used as part of the proposed comprehen-
sive method. Using the combined audio-visual data allowed to improve the emotion recognition rate compared to using 
just visual or just audio data. 
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Предложен обобщенный метод решения задач анализа мультимодальных данных. Данный метод включает 

в себя использование различных способов слияния мультимодальных данных, многокритериальный подход  
к отбору признаков и оптимизации ансамбля нейронных сетей, а также применение конволюционных нейрон-
ных сетей, обученных с помощью гибридного алгоритма обучения, в котором последовательно используются 
генетический алгоритм оптимизации и алгоритм обратного распространения ошибки. Цель данного метода – 
использование различных имеющихся каналов информации, слияние информации на уровне данных и на уровне 
классификаторов для повышения конечной точности решения задачи классификации. Предложенный метод 
был протестирован на задаче распознавания эмоций. В качестве входных данных была использована база дан-
ных SAVEE (Surrey Audio-Visual Expressed emotions), которая содержит выборку координат лицевых маркеров, 
выборку аудиопризнаков и объединенную выборку аудиовидеопризнаков. В ходе проведения экспериментов 
варьируемыми параметрами выступали используемый алгоритм многокритериальной оптимизации SPEA 
(Strength Pareto Evolutionary Algorithm), NSGA-2 (Non-dominated Sorting Genetic Algorithm), VEGA (Vector Evalu-
ated Genetic Algorithm), SelfCOMOGA (Self-configuring Co-evolutionary Multi-Objective Genetic Algorithm), схема 
объединения выходов классификаторов в коллектив – голосование, усреднение вероятностей классов, мета-
классификация, а также размерность изображений, подаваемых на вход конволюционной нейронной сети. 
Наилучшая точность распознавания эмоций, которую удалось достичь с помощью предложенного метода, 
составляет 65,8 % с использованием координат лицевых маркеров, 52,3 % – с использованием аудиоданных,  
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71 % – с использованием аудиовидеоданных. В целом, алгоритм SelfCOMOGA и метод слияния – метакласси-
фикация оказались наиболее эффективными алгоритмами в составе предложенного обобщенного метода. 
Использование объединенных аудиовидеоданных позволило улучшить точность распознавания эмоций по срав-
нению с использованием только видеоданных либо только аудиоданных. 

 
Ключевые слова: анализ мультимодальных данных, многокритериальная оптимизация, отбор признаков, 

ансамбль нейронных сетей, конволюционная нейронная сеть, эволюционные алгоритмы оптимизации. 
 
Introduction. Nowadays, data powers most of the  

artificial intelligence applications that are used to solve  
a wide range of practical problems – from hand-written 
digit recognition to medical image analysis. However, 
most data that is generated in the real world, has many 
modalities, or in other words, channels of perception. E. g., 
humans perceive the surrounding world through images, 
sounds, smells, tastes and touch. 

Machines, on the other hand, are capable to register 
much more modalities that ultimately can be represented 
in a quantitative format. The big question is how to make 
all these modalities helpful to machines in their goal of 
better perception of the surrounding world. More specifi-
cally, the goal is to develop the algorithms that would 
combine all the available multimodal data and solve the 
practical problems more efficiently [1]. 

In this work we describe the comprehensive approach 
for multimodal data analysis and test it on the problem of 
automatic human emotion recognition. This problem 
deals with three data modalities: separate frames of  
a video sequence depicting the speaker’s face, marker 
coordinates of the main facial landmarks of speakers, and 
audio features of the speaker’s voice. The purpose of this 
work is to test empirically if combining multimodal data 
would help increase the effectiveness of automated hu-
man emotion recognition. 

The rest of the paper is organized as follows. Section 2 
includes an overview of the significant related work on 
the topic of multimodal data fusion for machine learning 
problems. In Section 3 the proposed comprehensive  
approach is described. Section 4 provides information 
regarding the dataset used. Section 5 includes the results 
of testing the proposed approach on the emotion recogni-
tion problem. Finally, Section 6 provides the summary of 
the results and future work. 

Significant related work. The idea of constructing 
ensembles of base learners is popular today among  
machine learning researchers. Partly this can be explained 
by the lower calculation cost constraints. For many cases 
it has been shown that combining several base learners 
into ensemble helped to improve the overall system per-
formance. 

E. g., neural networks proved to be effective for solv-
ing practical problems of  supervised and reinforcement 

learning when combined into ensembles [2; 3]. The ques-
tion of using optimization algorithms, including stochastic 
optimization, for neural network training and optimal 
structure selection was also surveyed [4]. 

The problem of dimensionality reduction is also vital 
for building efficient machine learning systems. Apart 
from the standard methods like principal component 
analysis (PCA) [5], feature selection methods have  
become equally effective and practically applicable to  
a wide range of problems [6]. Specifically, wrapper meth-
ods based on single-objective and multi-objective optimi-
zation algorithms are used [7]. 

The emotion recognition problem can be formulated 
in different ways based on the practical needs: 

1. Two emotion classes – “angry”, “not angry”. Prac-
tical usage – automated call centers, surveillance systems. 

2. Determination of user’s degree of agitation. Practi-
cal usage – automated “awake”–“asleep” classification for 
drivers in order to prevent car accidents. 

3. Seven emotion classes – neutral, happiness, anger, 
sadness, surprise, fear, disgust. Practical usage – auto-
matic data collection for sentiment analysis. 

In this work we use SAVEE (Surray Audio-Visual 
Expressed Emotion) database [8] for solving the emotion 
recognition problem. This database was initially created 
for doing research on the problem of audio-visual data 
fusion in terms of emotion recognition. 

The problem of multimodal data fusion for automatic 
emotion recognition is well represented among research-
ers [9–11]. They use various data modalities like facial 
markers, voice audio features, raw facial images, EEG 
(electroencephalogram) data, eyeball movement data, etc 
[12; 13]. Nevertheless, the emotion recognition problem 
is not completely solved nowadays. 

Methodology. The proposed comprehensive approach 
for multimodal data analysis includes two types of multi-
modal information fusion – data-level (fig. 1) and deci-
sion-level (fig. 2). Data-level fusion simply combines 
several unimodal datasets into the multimodal dataset, 
whereas decision-level fusion involves training several 
machine learning algorithms on unimodal datasets and 
then combining them into an ensemble and fusing their 
outputs. 

 

 
 

Fig. 1. Data-level multimodal information fusion 
 

Рис. 1. Слияние мультимодальной информации на уровне данных 
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The diagram of the proposed comprehensive approach 
in terms of the emotion recognition problem is presented 
in fig. 3. The input data consists of the audio features ex-
tracted from a speech audio signal, facial marker coordi-
nates, and separate video frames extracted from a video 
sequence. These data modalities are thoroughly described 
in Section 4. 

Audio features and facial markers are fused on the 
data-level and provided as an input to the multi-objective 
feature selection procedure, which is described in Subsec-
tion 3.1. The output of this procedure are the feature sets 
optimized according to 2 criteria – the emotion recogni-
tion rate is maximized and the number of features used is 
minimized. 

The feature set that provided the best emotion recogni-
tion rate is selected and passed further to the procedure of 
multi-objective design of neural networks (NN) ensemble 
(discussed in detail in Subsection 3.2). Both steps – fea-
ture selection and NN ensemble design, are performed 
using the same multi-objective optimization algorithm. 

The output of this step is the set of neural networks with 
the optimized parameter values – the number of hidden 
neurons and the number of training iterations. 

The third data modality, namely, the video frames  
are passed over to the convolutional neural network 
(CNN) [14] trained with hybrid learning algorithm, 
briefly described in Subsection 3.3. 

The output of CNN is combined on the decision-level 
with the outputs of optimized neural networks described 
earlier. The final output is constructed using one of the 
following schemes: 

1. Voting scheme – selects the class that is predicted 
by the majority of classifiers. 

2. Averaging class probabilities – each class posterior 
probabilities are averaged over all base classifiers, the 
class with the highest probability is selected as the output. 

3. Meta-classification – an additional meta-
classification layer is added that takes the class probabili-
ties predicted by the base learners as an input. Support 
vector machine (SVM) was used as a meta-classifier. 

 

 
 

Fig. 2. Decision-level multimodal information fusion 
 

Рис. 2. Слияние мультимодальной информации на уровне классификаторов 
 

 
 

Fig. 3. Diagram of the comprehensive approach for solving multimodal data analysis problems  
on the example of emotion recognition problem 

 
Рис. 3. Схема обобщенного метода решения задач анализа мультимодальных данных  

на примере задачи распознавания эмоций 
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Multi-objective approach to feature selection. The 
essence of the multi-objective approach to feature selec-
tion is in formulating the feature selection problem as a 
multi-objective optimization problem and solving it with 
a certain multi-objective optimization algorithm. 

In this formulation, there are two conflicting optimiza-
tion criteria: 

1. Classification rate – to be maximized. This crite-
rion is calculated according to the wrapper method 
scheme. This means that a selected subset of features is 
passed over to a certain classifier with constant parameter 
values (neural network in our case), which is trained on 
the corresponding reduced dataset, and then classification 
rate is calculated according to its standard formula: 

 100 %,
n

R
N

   (1) 

where R is the classification rate, n – number of correctly 
classified instances, N – total number of instances. 

2. Number of selected features – to be minimized. 
This is explained by the fact that fewer features generally 
lead to simpler models with higher generalization, there-
fore the fewer features are preferable. 

The input variables for this optimization problem are 
binary vectors that indicate which features are selected 
(marked as 1), and which are not (marked as 0). 

The class of evolutionary algorithms was chosen for 
solving the formulated multi-objective optimization prob-
lem, specifically, the algorithms SPEA (Strength Pareto 
Evolutionary Algorithm) [15], VEGA (Vector Evaluated 
Genetic Algorithm) [16], NSGA-2 (Non-dominated Sort-
ing Genetic Algorithm) [17] and SelfCOMOGA (Self-
configuring Co-evolutionary Multi-Objective Genetic 
Algorithm) [18]. This class of algorithms was chosen due 
to the fact that they do not require any prior knowledge 
about the optimized function, therefore, they are a good 
choice for solving complex multi-objective optimization 
problems, in which the optimization functions are not 
explicitly defined. Moreover, all of these algorithms pro-
vide the Pareto set estimate as a result of their work, 
which is useful for the next step of this approach – the 
design of neural network ensembles. 

Multi-objective approach to the design of a neural 
network ensemble. The design of a neural network  
ensemble was formulated as the multi-objective optimiza-
tion problem, in the same manner as the feature selection 
step. However, the optimized criteria in this case are: 

1. Classification rate – to be maximized. 
2. Number of hidden neurons – to be minimized. The 

idea behind this is that neural networks with fewer num-
ber of neurons generally have a simpler model structure, 
thus more robust. 

The input variables in this optimization formulation are: 
1. Number of hidden neurons. 
2. Number of network training iterations. 
The optimized subset of features found at the step of 

feature selection is passed over to the neural networks 
trained at this step. The same evolutionary multi-objective 
optimization algorithms were used for neural network 
optimization. Moreover the same algorithm was used for 
both steps – feature selection and neural net optimization, 
for every experiment run. 

Hybrid learning algorithm for training convolu-
tional neural networks. The hybrid learning algorithm 
for training convolutional neural networks (CNN) involve 
consecutive use of the co-evolutionary genetic optimiza-
tion algorithm (GA) and the back propagation (BP) algo-
rithm for training the network. 

The idea behind this is to combine the two types of 
search – stochastic and gradient-based. First, GA, which 
uses a stochastic optimization strategy, is applied to find 
the potential subspace of the global optimum in the space 
of CNN weights. The solution found by GA is then used 
as the starting point for BP – which is a gradient-based 
procedure, to finalize the search and reach the global  
optimum. 

Experiments were conducted that proved the effec-
tiveness of this hybrid learning algorithm on the emotion 
recognition problem and on the MNIST hand-written digit 
recognition problem [19]. 

Dataset and feature description. SAVEE database 
was used for solving the emotion recognition problem in 
this work. This database consists of 480 videos of 4 male 
English speakers, pronouncing a set of predetermined 
phrases, imitating 7 basic emotions – anger, disgust, fear, 
happiness, neutral, sadness, surprise. The distribution of 
cases across classes is uniform – 15 cases per each emo-
tion for every speaker, except for the neutral emotion –  
it is represented with 30 cases per speaker. 

This database was selected for several reasons: 
1. This DB was specifically designed for researching 

the effectiveness of audio-visual data fusion. 
2. It includes videos of emotions of ordinary people, 

rather than professional actors, therefore it is closer to 
reality. 

3. All 7 basic emotion classes are equally represented 
in this database. 

Three data modalities were extracted from this dataset: 
1. Video frames – 5 frames per video were selected, 

the final class output for the entire video was determined 
according to the voting scheme across the frames. 

2. Audio features – extracted using openSMILE soft-
ware kit [20]. Extracted features include speaker voice 
pitch features, energy features, duration features and spec-
tral features. All in all, 930 features were extracted. PCA 
was applied to them, and 50 most informative compo-
nents were used as the input data for the classifiers. 

3. Facial markers – 60 markers were drawn on the 
speaker faces marking the main facial landmarks (fig. 4). 
The marker indicating the tip of nose was selected as the 
central point, and coordinates of all markers were tracked 
and registered for each video frame. Coordinates of each 
marker were averaged across the entire video, and their 
standard deviation was found, thus totaling in 240 fea-
tures per video. PCA was applied in the same manner as 
for the audio features, and 50 most informative compo-
nents were finally selected. 

Also, audio features and facial markers were com-
bined to form the audio-visual multimodal dataset with 
100 features. 

Experiments setup and results. The experiments 
were conducted across four different evolutionary multi-
objective optimization algorithms applied to the feature 
selection and the design of neural networks ensemble, 
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three different decision-level fusion schemes, and four 
different video frame sizes passed over to the CNN. 

The evolutionary optimization algorithms include: 
1. SPEA – Strength Pareto Evolutionary Algorithm. 
2. NSGA-2 – Non-dominated Sorting Genetic Algorithm. 
3. VEGA – Vector Evaluated Genetic Algorithm. 
4. SelfCOMOGA – Self-configuring Co-evolutionary 

Multi-Objective Genetic Algorithm. 
The decision-level fusion schemes include: 
1) voting; 
2) averaging class probabilities; 
3) SVM meta-classification. 

The video frame sizes include 40×40, 50×50, 70×70 
and 100×100 pixels. Besides that, the experiments were 
conducted across different multimodal input data: 

1. Visual markers + video frames. 
2. Audio features + video frames. 
3. Visual markers + audio features + video frames. 
Emotion classification was done in a speaker-

independent formulation, when the train and test datasets 
contain the instances belonging to different speakers. Cas-
sification rate was chosen as a criterion to compare differ-
ent variants of the developed comprehensive approach. 
The results are presented in fig. 5–7. 
 

 
 

 
 

Fig. 4. Example of a video frame from SAVEE DB, face of the speaker  
is covered with the markers of the main facial landmarks 

 
Рис. 4. Пример видеокадра из базы данных SAVEE,  

лицо говорящего покрыто маркерами основных точек-ориентиров лица 
 

 
 

Fig. 5. Emotion classification rate (%), facial markers + video frames input; fusion schemes:  
V – voting, A – averaging class probabilities, M – meta-classification; video frame resolutions (n×n): n = 40, 50, 70, 100 

 
Рис. 5. Точность классификации эмоций (%), лицевые маркеры + видеокадры на входе; схемы слияния:  
V – голосование; A – усреднение вероятностей классов; M – метаклассификация; размер видеокадров  

(n×n): n = 40, 50, 70, 100 
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Fig. 6. Emotion classification rate (%), audio features + video frames input; fusion schemes:  
V – voting, A – averaging class probabilities, M – meta-classification; video frame resolutions  

(n×n): n = 40, 50, 70, 100 
 

Рис. 6. Точность классификации эмоций (%), аудиопризнаки + видеокадры на входе; схемы слияния:  
V – голосование; A – усреднение вероятностей классов; M – метаклассификация; размер видеокадров  

(n×n): n = 40, 50, 70, 100 
 

 
 

Fig. 7. Emotion classification rate (%), facial markers + audio features + video frames input; fusion schemes:  
V – voting, A – averaging class probabilities, M – meta-classification; video frame resolutions  

(n×n): n = 40, 50, 70, 100 
 

Рис. 7. Точность классификации эмоций (%), лицевые маркеры + аудиопризнаки + видеокадры на входе;  
схемы слияния: V – голосование; A – усреднение вероятностей классов; M – метаклассификация; размер  

видеокадров (n×n): n = 40, 50, 70, 100 

 
According to the results, the following empirical con-

clusions can be made regarding the effectiveness of the 
proposed comprehensive approach applied to the emotion 
recognition problem: 

1. Generally, SVM meta-classification fusion scheme 
proved to be more effective than voting and averaging. 

2. SelfCOMOGA algorithm proved to be the most  
effective for feature selection and NN ensemble design, 

especially when coupled with meta-classification fusion 
scheme. 

3. The size of the input video frames passed over  
to the CNN does not significantly affect the effectiveness 
of the overall approach. 

The best emotion recognition rate achieved with using 
visual markers along with video frames is 65 %, with  
audio markers + video frames – 52 %. Fusion of audio 
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features and visual markers along with video frames pro-
vided an increase of the best achieved emotion recogni-
tion rate up to 71 %. Therefore, the proposed approach 
that uses all channels of available information, turned out 
to be effective in terms of the test emotion recognition 
problem. 

Summary and future work. In this work we described 
the comprehensive approach for solving multimodal data 
analysis problems and tested it on the emotion recognition 
problem. 

The advantage of the proposed approach is that it  
enables to use all available channels of input information 
in unison. Moreover, this approach is customizable, that 
is, it can include different optimization algorithms applied 
to its core procedures – multi-objective feature selection 
and classifiers ensemble design, different classification 
algorithms can be used as base learners of an ensemble, 
different decision-level fusion schemes can be applied. 

According to experimental results, the proposed  
approach proved to be effective for solving the emotion 
recognition problem, which includes three channels  
of input data. The best achieved emotion recognition rate 
in a speaker-independent problem formulation is 71 %. 
The use of all three channels of input information outper-
formed the other cases where only a subset of input in-
formation as used. 

More research needs to be done to check the effec-
tiveness of the proposed approach on other machine learn-
ing problems with multiple data modalities. 
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