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The paper is devoted to the identification and control of a group of both identical and varied objects. First the con-
trol system of a local object is considered. Further on, all random factors acting in the measurement channels of an
object are omitted and only the relationships between objects are preserved. Nonparametric algorithms of identification
and control are given in a rather general form. The main attention is paid to different relationships between local
objects. First the simplest case is considered, that is, a serial technological chain for whose control it is offered to use
an external circuit of control when control influences in an external circuit play the role of a setting influence of local
systems. The group of objects of a parallel-serial type is the following in complexity and here some feature inherent in
many variables figuring in the corresponding section of a group of objects shows itself. This essential feature is that the
output variables are measured with different discreteness, and the discreteness of control can significantly vary, includ-
ing hours, shifts, days and weeks, depending on the nature of the production process and the scheme of measurement
and control of corresponding variables. For example, the fineness of grinding in the production of cement is measured
several times per shift, and the activity of cement showing its brand is determined only after 28 days. This circumstance
should be taken into account when developing computer systems for identification, control and decision-making.
The most difficult are such groups that fit into the scheme of interrelated objects, where feedback takes place in the
technological process. The external control circuit can have a hierarchical structure, where the number of hierarchies
is related to technical-economic, production-economic factors and in active systems to social factors as well. Control of
such complexes is a complicated task, where the application of the theory of adaptive and learning systems is justified.
This paper considers a class of algorithms of a non-parametric type, i.e. algorithms oriented to the case when informa-
tion for describing objects is insufficient for parameterization, i.e. selection up to a set of vector parameters. Similar
algorithms are presented in a rather general way. As a result, some cases of using control systems for groups of objects
for thermal power plants are considered, and condensed information is provided for the metallurgical processing of the
Norilsk Combine.

Keywords: a priori information, a group of mutually connected objects, active systems, a complex of non-parametric
models.
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Paccmompena uoenmughuxayus u ynpagnerue epynnoii 00veKmos Kaxk u0eHmuyHuiMu, max u pashomunuvivu. Cuauana
paccmampusaemcs cucmema Ynpasienus JOKAIbHbIM 00bekmom. B OanvHeliuiem ce cayuaiinvle gpaxkmopsi, Oelicm-
syroujue 8 KAHANAX USMePeHUs Ha 00beKN, ONYUeHbl, U COXPAHAIOMCA MOTbKO CEA3U MexcOy obvekmamu. Takce npu-
B00SMCST HENAPAMEMPUYECKUE ANROPUMMbL UOeHMUpUKayuy u ynpaeienusi ¢ docmamoyro ooweil gopme. Ocnosroe
BHUMAHUE YOeNAemcs B0NPOCAM PA3TUYHBIX C8A3eU MeXHCOY JOKATbHbIMU 00bexmamu. [lepsonauanvrho paccmampusa-
emcsa cayuau Haubonree NPOCMOU — MO NOCIE008AMENbHAS MEXHOL02UYeCKas Yenouxd, O1a YNpaeieHus Komopou
npeonazaemcs. UCNOIb3068aMb GHEWHUL KOHMYP YAPAGIEHUs, KO20d pOlb YNPAGIIOWUX 6030€UCmEUll 60 GHEUIHEM
KOHmype uzpaem ponb 3a0aiowezo 6030eticmaus J0KaibHbix cucmem. Cnedyioweil no CrojiCHOCIuU sI8ISemcst 2pynna
00beKmMo8 NapaiIeIbHO-NOCIC008AMENbHOZ0 MUNA, U 30€Ch NPOABIAEMCS HEKOMOPAsl 0CODEHHOCMb, NPUCYUAsL MHOSUM
nepemMeHHbIM, PUSypUPYIOWUM 8 COOMBEMCMEYIOUEeM CedeHUU SPYnnbl 00beKmos. Dma cyujecmeeHnas 0coOeHHoCnb
6 MOM, UMO GbIXOOHblEe NePeMEeHHble USMEPAIOMCA C PA3IUYHOU OUCKDEMHOCbIO, HpUiem OUCKPEeMmHOCMb KOHMPOA
MOICEm CYUECBEHHO OMAUNAMbCS, IO MO2YN ObIMb YACbL, CMEHA, CYMKU U HeOelU, 8 3a8UCUMOCTU OM XapaKmepad
Mo20 UAU UHO20 NPOU3BOOCMBA U CXeMbl UMEPEeHUs U KOHMpOIA coomeemcmsylowux nepemenuvix. Hanpumep,
TMOHKOCb U3MENbYeHUs. NOMOIA NPU NPOU3BOOCBE YeMeHMA USMEPAEMCs. HECKOIbKO pa3 8 CMeHY, d AKMUBHOCHb
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YeMeHma, NoKa3vlearwds €20 MapKy, onpedensemcs moabko uepes 28 cymok. Imo 06cmosamenscmeo OOAHCHO YUU-
mblEAMbCsl NPU paspabomKe KOMAbIOMEPHbIX cucmemM u0eHmupurkayuu, ynpasienus u npunsamus pewenui. Haubonee
CTLOCHBIMU ABNAIOMCS MAKUE 2PYNNblL, KOMOPble YKIAObIBAIONCS 8 CXeMY 83AUMOCEAZAHHBIX 00BLEKIM08, 20€ 8 MEeXHON0-
2UUECKOM Npoyecce umerom Mecmo oopamuble Céa3u. Brewmnuli Konmyp ynpaenenus Mojcem umems uepapxuiecKyio
CmpyKmypy, 20e 4UCio UepapXuli CEA3AHHO C MEXHUKO-OKOHOMUYECKUMU, NPOUE0OCINECHHO-OKOHOMUYECKUMY, A 6 AKNUG-
HbIX CUCEMAX — elye U ¢ COYUANbHLIMU (akmopami. Ynpaeienue makumiu KOMIICKCAMU S6IISLeMCsl CLONCHOU 3adavyetl,
20e onpasoaHHo npuMeHeHue meopuu A0anmueHbIX U obyualowuxcs cucmem. Paccmampusaemes kiacc aneopummos
Henapamempuiecko2o mund, m. e. Ai20PUmMos, OPUSHMUPOSAHHBIX HA CIYUAL, K020a UHGOpMayust N5l ONUCAHUSL OOBEKINO8
HeOOCmamoyna OJisi napamempu3ayuu, m. e. 8bloopa ¢ MOYHOCMbIO 00 Habopa sexkmopa napamempos. I[1o0obubie
aneopummsl RPUGEOeHsl 8 OCMAMOUHO 00WeM sude. B umoze paccmampugaiomes: HeKOMopwvle CIyuau UCNONb3068aAHUSL
cucmem ynpagienus 2pynn 00bekmosg 05l Meni0dNeKMPOCMAHYU U NPUGOOSIMCS Cocample ceederuss Ol 000eamu-
MenbHO20 Memainypeuieckozo nepedeia Hopunbckozo kombunama.

Knouesvie crosa: anpuophas ungpopmayus, epynna 63auMOoCeA3aHHbIX 00bEeKMOo8, AKMUGHbIE CUCTHEMbI, KOMNIEKC
Henapamempuueckux mMooeuel.

Introduction. The paper is devoted to control of a
group of static and dynamic objects in conditions of both
parametric and nonparametric indeterminacy. The identi-
fication problem is one of the major ones in the control
theory and is also closely related to the amount of infor-
mation a researcher has at the stage of setting appropriate
identification tasks. The control of a group of objects
should be based on the following principles:

—collection of a priori information and analysis of
current information about the process under investigation;

— mathematical formulation of the problem, assuming
certain assumptions;

— synthesis of appropriate control algorithms.

The classical control problem. At first the control
task is considered in the standard setting [1]. The task
is viewed as a certain local object (fig. 1).
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Fig. 1. The general control scheme

Puc. 1. O6mas cxema ympaBieHUs

The fig. 1 shows the following designations: O is an
object, P is a regulator, u(f) = (u((?), ..., u,(t)) Qu)cR",
3t = ((8)y s %D, Q) S RE 1(8) = D)y s D),
Q(n) < R", the input variable p(f) is monitored, but not
controlled, x*(?) is a setting impact. Random perturbations
h, h*, h" are errors in the measurement of variables, and
&(?) is the random perturbation affecting an object. The
scheme has a local character [2]; further all random vari-
ables will be omitted for simplicity. In identification
of such objects the models can have the following appear-
ance: X (u, p) = F(u, p, o) is in case of a parametric set-

ting, or x,(u, p) =S(u, u, Z, x—s, LTJ) in case of a non-
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parametric setting. Here u,, x,, pu, are temporal vectors

equal to 'x—\ = (xls X25 ees xx)s Z = (ub Uy, ..., us)a l‘T\ =
= (W1, W2, ..., W) respectively [3; 4]. Nonparametric models
are commonly expressed by the following formula:

Xy (U, 1) =

ool o)
¢ Jj=1 Cs

_ =l j=l1 s

R o)

i=l j=1 s s

()

=1,k
and control algorithms will be expressed like this:
usl (X s H) =

s k x*,_x__ m B, —Hy
) (D J Jt (D J Jt
Sullo] |l ( }

i=1 j=1 s

B sk x*.—xN m B —H
J Ji J Ji
Sl e[

i=1 j=1 K] s

, 2

I=1,n.

Groups of objects. Further on groups of objects will
be considered, in particular the simplest of them is a
group of serial objects shown in fig. 2. For simplicity,
random perturbations acting in channels of measurements
and affecting an object are not presented any more,
though they are surely present.
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Fig. 2. The scheme of serial objects
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Here O,, O,, ..., Oy objects are shown in a general
view and each of them may contain the macro object
shown in fig. 1, where OIIT is the optimizer. X;*(¢),
X2 %), ..., xy*(t), y*(t) are controlling variables for the
optimizer. The purpose of the optimizer is to find the con-
trolling impacts x; *(¢), x,*(), ..., xy*(t), y*(¢), for achiev-
ing z*(f) = z(¢). Z(f) is the most important output variable
which characterizes the result of the work of the whole
group of objects. It is important to note that the discreet-
ness of measurements z(¢), y(f) and x(¢) can significantly
differ. Therefore the accelerated forecast z(¢) is often used
in such systems; it is this value that creates the cost of the
final product. The measurement discreetness z(¢) is the
greatest of all variables and can be equal to days, weeks,
and sometimes reaches a month. The optimization task
takes the following form:

k
R:Mé {Zalﬁ(u:uaa)}> (3)
i=1

where R is a utility function; fi(x,u), i = I,_k, is a set of
quality criteria which are created on the basis of the
model of the researched process x; = o(w,u), i = 1,k;

in their turn, ¢, i = 1,k are continuous functions; o,

is a weight factor which is defined by the decision-maker.
The following restrictions were adopted in the utility
function:

M, {o(pu,8)} >0, j =1,
Mi {(P(H»Maé)} =0, J 21,_0,

where & is random perturbations with unknown probabil-
ity density P(&).

(4)

Then the algorithm of computation «/,, j = 1,m, can
have the following appearance:
Zui’/azps
= — (5)
zatps
i=1
k m t
atps :H(D fv(Hpu,) H(D fv(“t’uv) x
v=l Csf v=1 C?
v Y. (u,,u A osngo (U, ,u
XHG{ i ,)JH 89, (1) ©
j=1 Cs Jj=1 ey

In case of appearance of a decision-making problem,
algorithms (5), (6) can be slightly changed. It is caused by
the fact that in this case it is necessary to consider learn-
ing selection limitation and as a result of it the absence of
blur coefficients aspiration to zero with the increase of s.
In this case it is more expedient to present the algorithm
of decision-making (6) in the following form:

k m
oy =T (v - £, Gt )L T (1, - (i, =) x
v=l1 v=1

v A
XHW(va '\Pj(Hp“t))Hsng (Pj(l’l'ﬂut)’ )

J=l J-
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where W(:) function is an analog of ®(-), and v,, coeffi-
cients are a peculiar analog of the blur coefficients play-
ing the role of weight factors in this case [5].

The parallel-serial scheme (fig. 3) of technological
devices interaction which is often met at the enterprises of
a discrete-continuous type is more complicated [6—8].
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Fig. 3. The parallel-serial objects scheme
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The following designations are accepted in the fig. 3:
N is a number of process lines; all designations of techno-
logical variables are excluded for simplicity, generally the
emphasis is placed on communication of technological
chains.

Finally, an interdependent technological process illus-
trated in fig. 4 is the most complicated one.
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Fig. 4. The scheme of interdependent objects
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The most important here are technological communi-
cations between industrial facilities, which are not described
separately in the paper. Any technological variables are
not described as well [9].

Similar processes are also met in the active systems.
Researchers have paid much attention to them lately. Active
systems include processes with involvement of a man or
a group of people in any field of activity. Typical features
of such processes are incompleteness of a prior data,
uncertainty, mutual connectivity, difficulty of formation
of the agreed targets and methods of their achievement.
Incompleteness of a priori data results in the necessity to
formulate these or those tasks of local character in a vari-
ety of essentially different settings, and their combining
in a single system presents serious theoretical difficulties.
The general scheme of the active process is presented
in fig. 5.



Mamemamuxka, mexanuxa, ungopmamuxa

Here A(¢) is a variable which may be known to the
researcher, but it is hardly measureable, i. e. its control
takes place rather seldom and the procedure of measure-
ment is long and expensive. The variable ®(¥) is responsi-
ble for the impact on an object of external environment.
For organizational systems such impact can include any
instructions, resolutions, orders, acts which undergo these
or those changes eventually. o'(f), i = 1,k , are the proc-
ess variables monitored along the object length which
show additional information about the process. ®,, W, u,
o', x, V1, z, are measurements of the appropriate variables
which are carried out through different intervals of time.

At present two fundamental differences between
organizational systems and technical ones are revealed.
The first difference is the existence of back couplings,
control circuits, etc., built in the researched process from
outside. The second difference is characterized by moni-
toring aids or measurement of the appropriate variables,
as one of elements of gauges of some input-output vari-
ables characterizing a process status is a person or a group
of experts. The estimates of some variables are impossible
without involvement of a person; therefore there will be a

i)

ko

subjective factor in measurements. The control system of
organizational processes is a hierarchical, multiple-loop
system including a person as a necessary and major ele-
ment; in this case the formation of a matrix of observa-
tions is of some difficulty as it includes variables of dif-
ferent types belonging to different scales. One more cor-
nerstone in active systems control is ignorance about the
process that leads to the mismatch between the assump-
tions of the researched object and the object itself. It hap-
pens because of a lack of a priori information, influence
of arbitrary factors whose characteristics are not known
to the researcher, imperfection of monitoring aids of vari-
ables, and not enough representativeness of sampling for
measurements [10—13].

An object group which is widespread at thermal power
plants will be considered as an example (fig. 6).

It should be noted that objects O, O,, ..., Oy are
boiler units, T, T5, ..., T; are turbines which can be in
different statuses up to switch-off in production. It natu-
rally significantly complicates the control task of such an
interdependent complex. Similar systems are at a devel-
opment stage at present time [14; 15].
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Fig. 5. The general scheme of a multivariate active process
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Puc. 6. The general scheme of a power unit of a thermal power plant.
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It seems reasonable to provide some data on mathe-
matical simulation by concentrating metallurgical conver-
sion NMMC which passed numerous tests and was im-
plemented in production. The fragment of a similar tech-
nological chain is presented in fig. 4. In this case the ini-
tial variables were technological parameters of the ores
extracted in the territory of the Norilsk industrial region
(Oktyabrskii, Komsomolskii, Medvezhii ruchey and oth-
ers) as well as the amount of furnace charge, sandstone,
concentrate, waste, matte and others and contents of dif-
ferent elements in them. The similar system which was
called “Metal” system was implemented at Norilsk MMC
with considerable economic effect. K-, H-, T-models
which are included in “Metal” represented a system of
more than 330 ratios of parametric and non-parametric
types [10].

Conclusion. The paper deals with the problem of
identification and control of a group of serial, parallel and
parallel-serial type of technological objects sequences.
The special features of the relationships between objects
and process variables in each case are defined. Algo-
rithms of identification and control of a group of objects,
as well as the decision-making algorithm are given
in a general form. Examples of technological processes
representing groups of local objects are described.
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