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The task of nonparametric dual control algorithm and standard regulation laws (P-, PI-, PID-regulators) at dy-
namic objects with discrete-continuous nature of the technological process control is considered. It means that in itself,
the dynamic process is continuous, however, the “input-output” variables of the process are controlled through discrete
instants. In the case under study, the structure of the process model is partially parametrized. It means that equation
order is determined from prior information, but at the same time functional dependency between “input-output” vari-
ables of the process remains unknown. The methods of dynamic processes modeling and control based on nonparamet-
ric algorithms are offered. The complexity of dynamic process modeling and control under condition of incomplete
information is discussed. This level of prior information is characterised by the lack of model structure knowledge, but
the information on object qualitative characteristics, for example, unambiguity, or ambiguity characteristics, linearity
for dynamic processes or the nature of its nonlinearity is required. Methods of nonparametric statistics are applied
to identification problem solving at this level of prior information. The problems of identification and control in the
conditions of incomplete information are very relevant because many dynamic processes are not deeply studied and the
presence of unknown distribution random noises causes more complexity in solving the identification and control tasks.
The results of computing experiment which show the efficiency of nonparametric dual control algorithm in comparison
with standard regulators are presented .
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Paccmampusaemcea 3a0aua npumenenus Henapamempuiecko2o OyaibHO20 ANOPUMMA YAPAGAeHUs U CIMAHOApm-
Hblx 3ak0H08 peeynuposanus (I1-, ITH-, [IH]][-pezynamopbl) npu ynpasieHuu OUHAMUYECKUMU 00beKMaMi ¢ OUCKPEem-
HO-HenpepbleHbIM XAPAKMEPOM MEXHOL02UYeCKo20 npoyecca. Jmo 03Haudem, Ymo cam no cebe OUHAMUYECKUL Npo-
yecc A618emcs HeNnPePbIGHLIM, OOHAKO BXOOHble-8bIXOOHble NEPeMEHHble NPOYeccd KOHMPOIUPYIOMCs yepe3 OUCKpen-
Hble MOMeHmbl 8peMeHU. B paccmampusaemom cnyuae cmpykmypa moodenu npoyecca YaCmMuyHo NAPAMEmpu308aHd.
Dmo o3navaem, ymo u3 anpuopHoll UHGoOpMayuu uzeecmen NOPSOOK YNPABGIEHUsl, HO NPU SMOM DYHKYUOHANbHASL 306U~
cumMocms MexHcoy 8XOOHbIMU-BLIXOOHBIMU NEPpeMEeHHbIMU npoyecca ocmaemcs Heusgecmuoll. Ilpednosicenvt memoowvl
MOOEUPOBAHUS U YNPABTEHUS. OUHAMUYECKUMU NPOYeccamil, OCHOBAHHbIE HA Henapamempuieckux arcopummax. Qbcyicoa-
emcs CLOACHOCHIb MOOEIUPOBAHUsL U YNPAGIeHUST OUHAMUYECKUM NPOYecCoM NpU YCl08Ud HeNnoaHou ungopmayuu. s
OaHHO20 YPOBHS ANPUOPHOU UHDOPMAYUU XAPAKMEPHO OMCYMCMEUe 3HAHUIL 0 CIpPYKmype MoO0eiu, HO mpedyemcs
Haauyue UHGOpMaAYUU 0 KAYeCMBeHHbIX XAPAKMEePUCIUKAX 00beKmd, Hanpumep, OOHO3HAYHOCHb AUOO0 HEOOHO3HAY-
HOCMb €20 Xapakmepucmux, TUHEUHOCMb O OUHAMUYECKUX npoyeccog nubo xapaxkmep e2o Heauneunocmu. /[ns
peuierus 3a0ay UOeHMUpUKayuy Ha 3mMom yposHe anpuopHoll UHGoOpMayUuL NPUMEHIIOMCS Memoobl Henapamempuye-
ckoti cmamucmuxy. IIpobnemvr uoenmuurayuu u ynpaeienusi 8 yCiosusx HeOOCMAamKa anpuoprou ungopmayuu
ABNAIOMCA AKMYATbHLIMY, NOCKONIbKY MHO2UE OUHAMUYECKUE NPOYecchl He U3yueHvl 21y00Ko, a Haaudue CAy4atiHblx
nomex ¢ Heu3BeCmubIM 3AKOHOM pacnpeoeneHUs] 8bi3vleaem ewje 6OIbULYI0 CIOHCHOCTNL NPU peuleHul 3a0ay UoeHmu-
Quxayuu u ynpasnenus. Ilpedcmagienvi pe3ynbmamvi KOMHbIOMEPHO20 IKCHEPUMEHMA, KOMOpble NOKA3bIEAIOMm
ahhexmusHocmb Henapamempuiecko2o aneopumma OyaibHO20 YAPAGIEHUs. NO CPABHEHUIO CO CIAHOAPMHbLIMU pecy-
aAMopamu.

Kniouegvie cnosa: ounamuueckuti npoyecc, nenapamempuueckoe OyaibHoe YNpaeieHue, aoanmueHble CUCmeMbl,
cmanoapmuule pezyasimopul.
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Introduction. At present, widespread types of various
control processes regulators are control devices based on
the use of standard control laws (P, PI, PID regulators and
their versions). It should be noted that when using these
systems, the quality of control is not sufficiently effective.
It should be noted that in some cases the quality of control
when using similar systems is insufficiently effective.
This is basically due to two main factors. First, the typical
regulators use the information about the deviation of the
output quantity from the control action when generating
control actions. In this case, the data on uncontrolled in-
put influences, which also affect the process output, are
often not taken into account. Secondly, the standard regu-
lators are not training and adaptive. This means that when
the object is transferred from one control action to
another, the regulator will not improve performance. This
significantly increases the time of overshooting, and con-
sequently, increases the possibility of going beyond the
limits of the technological regulations. In this regard, the
issue of developing new control systems to solve these
problems is topical. One of the possible ways of solving
the control problem is the use of dual control algorithms
[1-4]. This article is devoted to the question of comparing
the efficiency of using two methods in the control of
a dynamic system.

The control device designing. The control system
consist of two main elements: a controlled object and
a regulator (control unit) — a device that performs the
functions object control. The simplest functional control
structure is shown in fig. 1 [5].

In fig. 1, the following notations are accepted: u(¢)
is the input control action, x() is the output control action,
x (7) is the setting action (the desired output).

Let us introduce the object A4 operator, which describes
the process, that is: x(¢) = 4 <u(¢) >. If there exists an

operator inverse to A4, that is 4™', when A7'4 =1 is the
unit operator, then:

A'x()= A" A <u(r) >,

Setting the trajectory x(f) = x(f), the ideal value u'(¢)
is found from (1). Thus (1) can be referred to the category
of ideal regulators. However, the problem is that the op-
erator 4 is unknown. Also, when constructing a control
system, it is necessary to take into account that equality of
the setting and the output actions is almost impossible to
achieve. This is due to the presence of various noise in the
system, inaccuracy of the inverse operator restitution and
others. Therefore, it is necessary to introduce the feed-
back, which modifies control actions during the process
(fig. 2).

Depending on the system characteristics and the
amount of a priori and current information, one or another
control scheme is selected. Today, there are many
methods used to solve the control problem. Further, we will
consider two approaches to be compared in this article.

Typical control algorithms. One of the most wide-
spread regulators in practice are standard P-, PI- and PID-
regulators. Typical regulators are classical in the theory of
automatic control. The controller parameters can be set
either manually or automatically. The setup process has
two main steps: the identification of the controlled object
model and the setting of the optimum parameters of the
regulator. Before choosing the initial approximation of
parameters, it is necessary to determine the purpose of
control and the used criteria of quality [5].

Among the tasks for which solution regulators of vari-
ous types including P-, PI-, PID-regulators are used, the
tasks of a defined value parameter maintaining, a problem
of program control and others are met. Let the task of
tracking be set, that is, the desired trajectory x'(¢) is pro-
vided to the input of the object. All standard regulators
assume feedback. The P-regulator generates control effect

proportional to the error value: € =x—x with a propor-
tionality coefficient K;. The I-regulator generates control
effect proportional to the integral of the error with a pro-
portionality coefficient. Pl-regulator is a combination
of P and I regulators, the result of their serial connection.
D-regulator generates control actions proportional to the
derivative, the controlled variable with the proportionality

O (1) coefficient. The PID regulator is a combination of all
u(t) = A" x(t). three regulators.
x (£) B u(?) o 7)
— Regulator (4 ) EE— Dynamic object (4) ———— =
Fig. 1. Control system without feedback
Puc. 1. PazomkHyTast mpsaMasi cxema yrnpaBleHHS
x (&) : u(t) o )
" Regulator (4 ) ——m=  Dvnamic object (4) -

Fig. 2. Control scheme with feedback

Puc. 2. Cxema ynpasineHust ¢ o0paTHOH CBS3bIO
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It is clear that the quality of regulation depends on the
appropriate regulators setting, and in some cases is not
effective enough. To make a control scheme, it is neces-
sary to choose the coefficients that would ensure stability
and the best quality of control. The manual setting of the
regulator is performed after initial approximations of pa-
rameters were calculated by any method, using the identi-
fied model. It can be manually done, based on the rules
derived from experience, theoretical analysis and numeri-
cal experiments.

Dual control. The deficiency of a priori information
results in the necessity to combine learning and control-
ling the object. This type of control is called the dual con-
trol. The dual control was discovered by A. A. Feldbaum
in 1960 and its further development was based on the
statistical decision theory [6]. It is worth noting that the
training control systems are the systems that have
a memory” In other words, they are able not only to
examine the object performance data, but also to develop
reasonable control actions. The theory of dual control
gained further development in researches of various
authors, in particular B. Wittenmark [7]. In the last
research the attention to bulkiness of analytical results on
synthesis of an optimum control algorithm is paid and
substitution of control algorithms in the form of non-
optimum dual regulators is carried out. Under conditions
of smaller prior information the problem of dual control
was considered by Ja. Z. Cypkin [8; 9]. Here the prior
requirements to probability random factors density
weaken, but the knowledge of a research object paramet-
rical structure is required.

Nonparametric dual control algorithm, described in
detail in [10] in a discrete form:

*
Ugy) = Uy + AusH > (2)

where u: — an augend accumulating the knowledge about
the object, for subsequent formation of adaptive control

. * .
action; Au,, :S(xm —xs) — “learning” search steps.

The parameter ¢ is found from the minimum of the quad-
ratic criterion ¢ :
. 2
RE)=> (x;‘+1 - xs) = min,k # i. )
k=1
This is the dualism of the algorithm (2). The first
augend uf of equation (2) depends on the level of a priori

information about the object of study.

The state of a one-dimensional dynamical system at a
given time depends on the input actions and on its states
in the past [11]:

xt:F(xl—l""sxt—k’ul)’ (4)

where £ is the known depth of memory (in the terminol-
ogy of A. A. Feldbaum) [6], found somehow from the
available a priori information. If we draw an analogy with
the description of the studied process in continuous time
in the form of differential equations, then £ is the order of
the highest derivative in the differential equation. Here is
essential that the type of a functional is not defined to
within parameters. It is a situation where the control prob-
lem is formulated under the conditions of both parametric
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and nonparametric indeterminacy [11]. It should be noted
that the discrete equation (4) has a corresponding ana-
logue among the differential equations.

Let us introduce the following re-designation [12]:

Xi—fe> Uy ) ) ©)

zZ, :(Zl""’Zk+1):(xt—l""’
where
X =f(zt)' (6)

Thus, the structure of the process model (4) can be
partially parametrized. In this case, the task of a dynamic
system control is reduced to the task of a static system
control by introducing a mathematical re-designation
(5)—(6). Taking into account the re-designation data (5)—
(6), the control scheme can be shown in the following
scheme (fig. 3). The diagram illustrates a model of
a dynamical system in discrete time, reduced to a model
of a static system, when variables u, and x,_, ..., x,_;

are input variables of the process [13; 14].

As a nonparametric model of the process, the follow-
ing nonparametric estimation of the regression function
can be adopted:

iu[.q)(us_uijﬁq)(xsj_xijj

Et _ i=1 Cs kj:l Cs '
B u —u. J X . =X .
D s i d s—J —=Jj

Sl e )

Formula (7) is a direct operator 4, then the inverse

operator is (8):
i L e

TSR

where ®(-) nuclear bell-shaped function [15]. The for-

(7

*

)

mula (8) is the augend uj from equation (2).
Let us consider the dualism of the algorithm (2). In the
initial stage of control, the main role belongs to the sec-

ond addened Au , from formula (2). It is a case of active

information accumulation in the system of dual control
which begins with the first observation of input and out-
put variables of an object emergence. As learning pro-
ceeds (with the accumulation of information), the augend

u: plays an increasing role in forming the control action
u,.,. Thus, in the course of object dual control both the

stage of studying of an object, and a stage of its reduction
to the purpose appear.

Let us compare the results of nonparametric dual con-
trol algorithm (2) and the standard algorithm PI-regulator.
The sample size (u;,x;) is 100. We present the work of

two control algorithms at the changing control action (fig. 4).
In fig. 4 the following notations are accepted: x(¢) is

l’l

the object output when the control unit is a nonparametric
dual control regulator, x(¢) is the object output when the

control unit is the PI regulator, x (7) is a control action
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(set points). The control error for the nonparametric regu-
lator is 0.07, for the PI regulator is 0.34. In the experiment
presented in fig. 4, the augend of the dual control algo-
rithm (2) is equal to equation (8). Let us consider the
work of nonparametric dual control algorithm in detail.
Control training begins with the first dyad observations

x,,u, . On the initial control stage some time (accumula-

tion of sample) is required to bring the object to a set
state, but on the next steps, the algorithm almost instantly
reaches the task.

Let us imagine the situation when x'(¢) is set in a ran-
dom way (fig. 5).

x'(2) ; u(?) o X(0)
S Regulator (4 ) W Dvnamic object (4) -
— -
x(z-1)
k

Fig. 3. Dynamic process control diagram, where ED is the delay element

Puc. 3. Cxema yripaBiieHUs] AMHAMHYECKUM TIpolieccoM, rie ED — aieMeHT 3ana3apiBaHus

o 10 20 30

Fig. 4. The control results at a stepwise action

Puc. 4. Pe3ynbrats! ynpasieHus IpH CTYNEHYATOM 3a{aHUHI

() x(t)

x(t)

Fig. 5. Control results at random task

Puc. 5. Pe3ynprarhl ynpaBiaeHust Ipy CIy4alHOM 3alaHUU
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Fig. 5 shows the operation of two control algorithms
in case of random setting. In this case we illustrated the
situation when the nonparametric dual control algorithm
obviously surpasses the standard Pl-regulator. From the
given figure the high quality of control by means of the
nonparametric regulator is visible, even at such “exotic”
option when the task is random. Not any known regulator
will cope with a similar task. These results are of consid-
erable interest only from the theoretical point of view
because in practice this option is not found.

Conclusion. In the article the algorithms for non-
parametric control and standard algorithms (P-, PI-, PID-
regulators) under condition of nonparametric indetermi-
nacy are analyzed. In the present article, the functional
dependence between input-output variables of the process
is unknown, and it is impossible to uniquely determinate
parametrical structure of object the model, a differential
equation, or its transfer function. Therefore, the standard
control algorithms which form the control action due
to the feedback within the observation error (residual),
in particular Pl-algorithm which does not require the
knowledge of the object model parametric structure, are
chosen as the object of comparison In this case, the dis-
crete equation is used for describing the process. The
problem is reduced to the solution of nonparametric esti-
mation of regression function using observations of the
object “input-output”. The use of nonparametric algo-
rithms under partial nonparametric indeterminacy is illus-
trated in the computational experiment. The simulation
results showed a significant superiority of nonparametric
dual control algorithms over standard regulators at differ-
ent control action values.
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