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In this paper we describe and investigate a new self-tuning metaheuristic approach called Co-Operation of Biology
Related Algorithms (COBRA) based on five well-known nature-inspired optimization methods such as Particle Swarm
Optimization, Wolf Pack Search, Firefly Algorithm, Bat Algorithm and Cuckoo Search Algorithm. Besides, two modifi-
cations of COBRA are introduced. Also new metaheuristic was used for adjustment of neural network’s weight coeffi-

cients for solving different classification problems.
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Onucwisaemcst U paccmampugaemcs: HO8blll CAMOHACMPAUBAIOWUTICSL KOJLIEKMUGHDLI NOOOX, HA38AHHBIN Koonepa-
yueti 6uonuueckux aneopummos (COBRA), ocHosauHvlil HA NAMU XOPOULO U3BECTNHBIX OUOHUYECKUX ANCOPUMMAX.
cmatiinble an2opummbl, ai2opumMmbl GOIULUX CIMAL, MOMbBLILKOGLIE AN2OPUMMbBL, NOUCK AICOPUMMOM «KYKyukuy. Kpo-
Me mozo, exniodensvl 0ee moougpuxayuu ancopumma COBRA. Taxawce HOBbLIL KOIIEKMUBHBLI MEMOO UCNONbIYEMCsL OISl
HACMPOUKU 6€COBLIX KOIPDUYUEHMOB HEUPOHHOU Cemu 8 peueHUU PA3TUYHBIX 3a0aY KIACCUDUKAYUU.

Kniouegvie cnosa: ouonuueckuti anzopumm, camoHACmpolKa, HeUPOHHAsL Cemb, KAACCUDUKAYUSL.

Existing metaheuristic algorithms such as Particle
Swarm Optimization or Firefly Algorithm, for example,
start to demonstrate their power in dealing with tough
optimization problems and even NP-hard problems. Five
well-known and very similar to each other nature-inspired
algorithms such as Particle Swarm Optimization (PSO)
[1], Wolf Pack Search (WPS) [2], Firefly Algorithm
(FFA) [3], Cuckoo Search Algorithm (CSA) [4] and Bat
Algorithm (BA) [5] were investigated by authors of this
paper. Each of above listed algorithms was originally de-
veloped for solving real-parameter unconstrained optimi-
zation problems and imitates a nature process or the be-
havior of an animal group. For instance Bat Algorithm is
based on the echolocation behavior of bats; Cuckoo
Search Algorithm was inspired by the obligate brood
parasitism of some cuckoo species by laying their eggs in
the nests of other host birds (of other species), and so on.

Unconstrained optimization. Various test uncon-
strained optimization problems with various dimensions
were used for the preliminary investigation of all men-
tioned algorithms: Rosenbrock’s function, Sphere func-
tion, Ackley’s function, Griewank’s function, Hyper-
Ellipsoidal function and Rastrigin’s functions [6]. The
comparison of obtained results showed that we can’t say
which approach is the most appropriate for any function
and any dimension. The best results were obtained by

92

different methods for different problems and for different
dimensions; in some cases the best algorithm differs even
for the same test problem if the dimension varies. Each
strategy has its advantages and disadvantages, so a natural
question is whether is it possible to combine major advan-
tages of above listed algorithms and try to develop a po-
tentially better algorithm?

These observations brought researchers to the idea of
formulating a new metaheuristic approach that combines
major advantages of various algorithms. So a new optimi-
zation method based on PSO, WPS, FFA, CSA and BA
was implemented and investigated. Proposed approach
was called Co-Operation of Biology Related Algorithms
(COBRA). Its basic idea consists in generating five popu-
lations (one population for each algorithm) which are then
executed in parallel cooperating with each other (so-
called island model).

Proposed algorithm is a self-tuning meta-heuristic. That
is why there is no necessity to choose the population size
for each algorithm. The number of individuals in each algo-
rithm’s population can increase or decrease depending on
the fact weather was the fitness value improving on current
stage or not. If the fitness value wasn’t improved during a
given number of generations, then the size of all popula-
tions increases. And vice versa, if the fitness value was
constantly improved, then the size of all populations de-
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creases. Besides, each population can “grow” by accepting
individuals removed from other population. Population
“grows” only if its average fitness is better than the average
fitness of all others populations. Thereby we can determine
“winner algorithm” on each iteration/generation. The result
of this kind of competition allows presenting the biggest
resource (population size) to the most appropriate (in the
current generation) algorithm. This property can be very
useful in case of a hard optimization problem when, as it is
known, could be no single best algorithm on all stages of
the optimization process execution.

The most important driving force of the suggested
meta-heuristic is the migration operator that creates a co-
operation environment for component algorithms. All
populations communicate with each other: they exchange
individuals in such a way that a part of the worst indi-
viduals of each population is replaced by the best indi-
viduals of other populations. It brings up to date informa-
tion on the best achievements to all component algorithms
and prevents their preliminary convergence to its own
local optimum that improves the group performance of all
algorithms.

For better understanding whether COBRA is workable
and useful following experiments were conducted. First of
all, the same six test problems by proposed algorithm
were solved; it demonstrates comparative performance
(table 1).

Additional observation was that COBRA outper-
formed component algorithms in a number of cases and
this number increases with the problem dimension.

Next experiment was conducted in following way. All
five original algorithms were compared with the new al-
gorithm COBRA on 28 test functions from [7] following
experiments settings described there. Problem dimensions
used for comparing were 2, 3, 5, 10, 30. For each prob-
lem, “winner algorithm” was established by two criteria —
algorithm given the overall best result (“best”) and algo-
rithm demonstrated the best mean result averaged over 51
runs (“mean”). Again it was observed that number of
“wins” for COBRA by both criteria increases with the
problem dimension. For the criterion “best” COBRA has
7 wins on the test problems of the dimension 2, 11 wins
when dimension was 5 and 26 wins when dimension was
30. Number of wins for the criterion “mean” were, ac-
cordingly, 19, 24 and 28. Algorithms competition results
for dimensions 10 and 30 are presented in table 2 below
where table cells contain the name of winning algorithm.

So numerical experiments and comparison showed
that COBRA is superior to its component algorithms
(PSO, WPS, FFA, CSA, BA) when dimension grows and
more complicated problems are solved. It means that the
new algorithm should be used instead of components al-
gorithm when the optimization problem dimension is high
and optimizes function properties are complicated.

Table 1
Results obtained by COBRA for the first six test problems
Func | Dimension Success rate Average population Average number Average func- STD
size of function evaluations tion value
2 100 20 263 0.000652238 0.000346687
1 3 100 24 605 0.000750922 0.000290652
4 100 27 757 0.000790054 0.000297926
2 100 20 284 0.000753919 0.000272061
2 3 100 22 552 0.000783528 0.000290029
4 100 27 932 0.000817905 0.00028088
2 100 29 867 0.000588745 0.000307145
3 3 100 33 1470 0.000774339 0.000282613
4 100 32 1604 0.000739637 0.000372214
2 100 20 202 0.000678884 0.000320224
4 3 100 25 581 0.000749783 0.000282332
4 100 28 1085 0.000756105 0.000286405
2 100 22 369 0.000806724 0.000140685
5 3 100 22 574 0.000989866 0.00140048
4 100 28 885 0.000695163 0.000159342
2 100 27 860 180.001 0.000273844
6 3 100 40 2082 170.001 0.000247725
4 100 56 3877 160.001 0.000336504
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Performance comparison of COBRA and component algorithms (28 test functions from [7]) fable2
Func Best D=10 Mean D= 10 Best D =30 Mean D =30
1 PSO PSO PSO COBRA
2 COBRA COBRA COBRA COBRA
3 COBRA COBRA COBRA COBRA
4 COBRA COBRA COBRA COBRA
5 PSO PSO WPS COBRA
6 COBRA COBRA COBRA COBRA
7 COBRA COBRA COBRA COBRA
8 WPS COBRA COBRA COBRA
9 COBRA COBRA COBRA COBRA
10 COBRA COBRA COBRA COBRA
11 COBRA COBRA COBRA COBRA
12 COBRA COBRA COBRA COBRA
13 COBRA COBRA COBRA COBRA
14 WPS COBRA COBRA COBRA
15 COBRA COBRA COBRA COBRA
16 COBRA COBRA COBRA COBRA
17 PSO COBRA COBRA COBRA
18 COBRA COBRA COBRA COBRA
19 COBRA COBRA COBRA COBRA
20 WPS COBRA COBRA COBRA
21 PSO COBRA COBRA COBRA
22 COBRA COBRA COBRA COBRA
23 WPS COBRA COBRA COBRA
24 COBRA COBRA COBRA COBRA
25 FFA COBRA COBRA COBRA
26 COBRA COBRA COBRA COBRA
27 COBRA COBRA COBRA COBRA
28 PSO COBRA COBRA COBRA

Constrained optimization. Next step in our study
was about development and investigation a modification
of COBRA that can be used for solving constrained real-
parameter optimization problems. For these purpose three
constraint handling methods were used: dynamic penalties
[8], Deb’s rule [9] and technique that was described in
[10]. Method proposed in [10] was implemented to PSO-
component of COBRA; at the same time other compo-
nents were modified by implementing firstly Deb’s rule
and then calculating function values by using dynamic
penalties. The performance of the proposed algorithm was
evaluated on the set of 18 scalable benchmark functions
provided for the CEC 2010 competition and special ses-
sion on single objective constrained real-parameter opti-
mization [11], when the dimension of decision variables
is set to 10 and 30, respectively. For each function 25 runs
are performed. A maximum function evaluation was
200000 for dimension 10 and 600000 for dimension 30.
Obtained results are presented in table 3 and table 4.
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Constrained modification of COBRA was compared
with algorithms that took part in competition CEC 2010.
Finally it was established that proposed approach is su-
perior to 3—4 of 14 methods from this competition. Be-
sides, COBRA outperforms all its component algo-
rithms.

On COBRA effectiveness in binary space. As it was
mentioned, all above described algorithms was originally
developed for continuous valued spaces. However many
applied problems are defined in discrete valued spaces
where the domain of the variables is finite. For this pur-
pose binary modification of COBRA was developed.
COBRA was adapted to search in binary spaces by apply-
ing a sigmoid transformation to the velocity component
(PSO, BA) and coordinates (FFA, CSA, WPS) to squash
them into a range [0, 1] and force the component values
of the positions of the particles to be 0’s or 1’s. The sig-
moid expression is given in [12].
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Results obtained by constrained modification of COBRA for dimension D =10 fable3
Func Best Worst Mean STD Feasibility Rate

1 -0.727373 —0.559235 —0.637199 0.0594299 100
2 1.82813 4.34865 2.75755 0.926259 100
3 8.87653 8.89164 8.87895 0.00318718 92
4 5.57793 5.58908 5.58215 0.00312711 28
5 189.952 516.713 338.063 82.963 32
6 103.515 563.247 369.431 72.4124 24
7 0.529035 0.888604 0.566389 0.0676125 100
8 21.8649 53.8881 23.4468 6.23478 100
9 1.9133e+012 2.4654¢+012 2.04001e+012 2.12584e+012 68
10 2.30765e+011 2.84432e+012 6.58941e+011 8.31906e+011 84
11 0.0002073305 0.00843533 0.00190705 0.000479151 68
12 —-169.36 671.962 -102.82 228.253 0

13 —57.1851 -54.9831 -57.0463 0.429771 100
14 7.9878 1.72346e+007 6.97436e+006 8.37255e+006 100
15 6.9986¢+009 4.94244e+011 7.56845e+010 1.22078e+011 100
16 0.724961 1.17519 0.826752 0.165962 56
17 103.275 321.092 111.988 42.6833 100
18 378.76 671.905 425911 77.383 96

Table 4
Results obtained by constrained modification of COBRA for dimension D =30
Func Best Worst Mean STD Feasible rate

1 —0.625073 -0.270351 -0.42015 0.132247 100
2 4.0493 5.03476 4.57562 0.395698 92
3 28.6807 28.707 28.6861 0.00729205 36
4 9.13159 9.13525 9.13303 0.00120324 20
5 478.746 555.016 485.285 18.7327 40
6 493.301 600.586 504.521 25.1907 32
7 0.334309 423197 1.61077 1.30831 100
8 470.46 1023.44 896.351 220.978 100
9 2.63268e+012 7.38962e+012 3.12913e+012 1.05068e+012 56
10 1.25487e+012 3.94721e+012 1.96828e+012 5.87269¢+011 44
11 —0.00825323 -0.00281327 -0.00443743 0.000266256 16
12 155.45 720.707 403.327 105.636 0

13 -64.3938 -53.8018 -58.2296 4.54096 100
14 398.499 2.90799¢+007 1.24046e+006 5.68939¢+006 100
15 4.93728e+009 4.92773e+012 2.14661e+012 1.80896e+012 100
16 1.15237 1.37727 1.19964 0.0478142 8

17 332.563 381.055 344.201 20.7101 92
18 290.033 357.092 355.187 13.2994 100
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Table 5
Results obtained by binary modification of COBRA
Func Dimension Success rate Average population Average number Average STD
size of function evaluations function value
2 100 31 740 0.000182069 0.000248506
1 3 99 68 3473 0.000188191 0.000689647
4 93 80 6730 0.00579879 0.0242297
2 100 27 567 0.000236274 0.000265351
2 3 100 30 775 0.000150127 0.000168235
4 100 32 916 0.000355086 0.00029257
2 100 32 1439 0.00019874 0.000330485
3 3 91 51 2046 0.00150713 0.00245315
4 83 62 3030 0.00126295 0.00281119
2 100 33 931 0.000209168 0.000268542
4 3 100 32 868 0.000191162 0.000233884
4 92 79 1710 0.000347666 0.000257291
2 100 30 899 0.00032841 0.000468681
5 3 90 65 1332 0.000506847 0.00140048
4 90 160 2258 0.00411721 0.158903
2 100 28 1734 180.0002 0.000185362
6 3 98 36 3294 169.801 0.169149
4 96 41 5462 159.2 0.279294

The same six problems (Rosenbrock’s function,
Sphere function, Ackley’s function, Griewank’s function,
Hyper-Ellipsoidal function and Rastrigin’s functions)
were used for testing new algorithm; maximum number of
function evaluations was equal to 100000. Obtained re-
sults are presented in table 5. Experiments showed that
COBRA'’s binary modification works successfully and
reliable but slower than original COBRA for the same
problems with smaller success rate obtained. Such result
was expected as the binary modification needs more com-
puting efforts in continuous variables space and shouldn’t
be used instead of original COBRA. However, it can be
recommend for solving optimization problems with bi-
nary representation of solutions.

New metaheuristic applications. COBRA was suc-
cessfully used for the adjustment of neural network’s
weight coefficients for solving different classification
problems such as bank scoring problems and medical
diagnostic problems.

First two applied bank scoring problems were solved:
bank scoring in Germany (20 attributes, 2 classes, 700
records of the creditworthy customers and 300 records for
the non-creditworthy customers) and in Australia (14 at-
tributes, 2 classes, 307 examples of the creditworthy cus-
tomers and 383 examples for the non-creditworthy cus-
tomers). Benchmark data were taken from [13]. For these
two problems the structure of neural networks was fixed
as a single hidden layer perceptron with 3 or 5 neurons,
each having bipolar sigmoid as an activation function.
From optimization view point, these problems have from
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45 till 105 real-valued variables. Obtained results are pre-
sented in table 6 below where the portions of correctly
classified instances from validation sets are presented.
There are also results of other researchers used other ap-
proaches (as were found in scientific literature).

Then COBRA was used for adjustment of neural net-
work’s weight coefficients for solving medical diagnostic
problems. Structure of neural networks was fixed as a
single hidden layer perceptron with 3 or 5 neurons, each
having bipolar sigmoid as an activation function. Also
was used the network with three hidden layers with 3 neu-
rons on each layer. Two applied problems were solved
with developed network: Breast Cancer Wisconsin
(11 attributes, 2 classes, 458 records of the patients with
benign cancer and 241 records of the patients with malig-
nant cancer) and Pima Indians Diabetes (9 attributes,
2 classes, 500 patients that were tested negative for diabe-
tes and 268 patients that were tested positive for diabetes).
Benchmark data were also taken from [13]. Obtained re-
sults are presented in table 7 and table 8 below where the
portions of correctly classified instances from validation
sets are presented. There are also results of other re-
searchers used other approaches (as were found in scien-
tific literature).

COBRA'’s binary modification for constrained optimi-
zation problems was successfully used in solving the in-
vestment allocation optimization problem for a machine
building concern. This problem contains 50 binary vari-
ables and tens constraints. In all runs, the algorithm found
the best known solution.
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Conclusions. So in this paper the new meta-heuristic,
called Co-Operation of Biology Related Algorithms
(COBRA), based on five well-known nature-inspired al-
gorithms such as Particle Swarm Optimization, Wolf Pack
Search, Firefly Algorithm, Cuckoo Search algorithm and
Bat Algorithm was introduced. New approach was devel-
oped for solving real-parameter unconstrained problems.
Proposed algorithm is a self-tuning method, so one has no

need in controlling the population size while this is the
most essential parameter for above listed component algo-
rithms. In fact, one does not have to fine tune this parame-
ter for a specific problem. Then proposed algorithm was
validated and compared with its component algorithms.
Simulations and comparison showed that COBRA is su-
perior to these existing component algorithms when di-
mension grows and complicated problems are solved.

Table 6
Classifiers’s performance comparison for bank scoring problems
Classifier Scoring in Australia Scoring in Germany
2SGP 0.9027 0.8015
C4.5 0.8986 0.7773
Fuzzy 0.8910 0.7940
GP 0.8889 0.7834
CART 0.8744 0.7565
LR 0.8696 0.7837
CCEL 0.8660 0.7460
RSM 0,8520 0,6770
Bagging 0.8470 0.6840
Bayesian 0.8470 0.6790
Boosting 0.7600 0.7000
k-NN 0.7150 0.7151
This study: ANN+COBRA (5) 0,8907 0,7829
This study: ANN+COBRA (3) 0,8898 0,7809
Table 7
Classification accuracies obtained with COBRA and other classifiers for breast cancer problem
Author (year) Method Classification accuracy (%)
Quinlan (1996) C4.5 94.74
Hamiton et al. (1996) RAIC 95.00
Ster and Dobnikar (1996) LDA 96.80
Nauck and Kruse (1999) NEFCLASS 95.06
Pena-Reyes and Sipper (1999) Fuzzy-GA1l 97.36
Setiono (2000) Neuro-rule 2a 98.10
Albrecht et al. (2002) LSA machine 98.80
Abonyi and Szeifert (2003) SFC 95.57
Ubeyli (2007) SVM 99.54
Polat and Giines (2007) LS-SVM 98.53
Guijarro-Berdias et al. (2007) LLS 96.00
Akay (2009) SVM-CFS 99.51
Karabatak and Cevdet-Ince (2009) AR + NN 97.40
Peng et al. (2009) CFW 99.50
A. Marcano-Cedefio, J. Quintanilla-
Dominguez, D. Andina (2011) AMMLP 99.26
ANN+COBRA (3x1) 97.62
This study (2013) ANN+COBRA (5x1) 97.67
ANN+COBRA (3x3) 98.16

97



Becmuux Cubl’'AY. Ne 4(50). 2013

Classification accuracies obtained with COBRA and other classifiers for diabetes problem

Author (year) Method Classification accuracy (%)
PNN 72.00
LVQ 73.60
Mehmet Recep Bozkurtl, Niliifer Yur- FEN 68.80
tay, Ziynet Y1lmazl, Cengiz Sertkaya CFN 68.00
(2012) DTDN 76.00
TDN 66.80
Gini 65.97
AIS 68.80
MLNN with LM(10xFC) 79.62
H. Temurtas, N. Yumusak, F. Temurtas PNN (10xFC) 78.05
(2009) MLNN with LM 82.37
PNN 78.13
S. M. Kamruzzaman, .
Ahmed Ryadh Hasan (2005) FCNN with PA 77.344
GRNN 80.21
K. Kayaer., T. Yildirim (2003) MLNN with LM 7708
L. Meng, P. Putten, H. Wang (2005) AIRS 67.40
ANN+COBRA (3x1) 79.65
This study (2013) ANN-+COBRA (5x1) 79.71
ANN+COBRA (3x3) 79.83

After that COBRA was modified for solving real-
parameter constrained problems. A set of scalable bench-
mark functions provided for the CEC 2010 competition
and special session on single objective constrained real-
parameter optimization was used for testing of a proposed
method. As result its usefulness and workability were
established. Besides, constrained modification was com-
pared with algorithms from this competition and showed
better results than some of them.

Also in this study binary modification of COBRA was
formulated. COBRA was adapted to search in binary
spaces by applying a sigmoid transformation. This
method was originally proposed by Kennedy and Eberhart
for PSO, but it can be used for other nature-inspired algo-
rithms as well. Binary version of COBRA was validated
and compared with real-parameter version of COBRA.

And the last, all implemented variants of new meta-
heuristic were used for solving applied problems.

We should notice that in this study only original de-
sign of component algorithms was used having in mind
the examination of our idea as such. Although some
modifications of them are known that improve their per-
formance. As this idea is useful in its simple implementa-
tion, we hope that further modifications will give also a
positive effect. Among possible modifications are the use
of improved version of component algorithms, the use of
more sophisticated ways of algorithms cooperation, the
including other meta-heuristics in cooperation, etc. Also
this potentially powerful optimization strategy can easily
be extended to study multi-objective optimization prob-
lems.

As about applications, we have already successfully
used this algorithm for adjustment of neural network’s
weight coefficients for solving classification problems.
COBRA was used for neural network’s weight coeffi-
cients adjustment for solving two bank scoring problems
(Australian and German) and two medical diagnostic
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problems (Breast Cancer Wisconsin and Indians Diabe-
tes). We used simple and small structures for network.
Artificial neural network was fully connected and there
were a lot of inputs, so we had to find optimal solutions
for big dimension problems. But even with these simple
structures ANN showed good results while solving prob-
lems. In the future we intend to modify the algorithm for
tuning also neural network’s structure. For this purpose
we’ll use binary modification of COBRA.
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In this paper modifications of single- and multi-objective genetic algorithms are described and testing results of
these approaches are presented. The gist of the algorithms is the use of the self-adaptation idea leading to reducing of
the expert significance for the algorithm setting and expanding of GAs’ application capabilities. On the basis of offered
methods the program system realizing the technique for neural network models design was developed. The effectiveness
of all algorithms was investigated on a set of test problems.
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Pacemampusaromesn mooupurayuu 00HO- U MHO2OKPUMEPUATLHO20 2eHEMUYECKUX AN2OPUTMMOE U NPEOCNABICHbL
Pe3yIbmampl YUCAEHHBIX UCCLeO08AHUTL IMUX NOOX0008. [Ipeumyujecmeo pazpabomanHblx Memooos 3aKiiouUaemcs 6
UCNONBL308AHUU UOCU CAMOAOANAYUL, NO380JAIOWEN OMKA3AMbCS 0N NPUGTLEHEHUs. IKCHepma O HACMPOUKU An20-
PUMMA U PACWUPUITD BO3MOICHOCTU UCTIONb308AHUSL 2eHemu4ecKux areopummos. Ha ocrnose npednacaemvix nooxo0os
paspabomana npocpamMMHas cucmema OJisi NPOEKMUPOSaHUsl Helpocemesuix mooerel. Dpdexmusnocms 8cex aneo-
pUmMMO8 0blIa UCCAEO08AHA HA MECTNOBLIX 3A0aUaAX.
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