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In this paper modifications of single- and multi-objective genetic algorithms are described and testing results of 

these approaches are presented. The gist of the algorithms is the use of the self-adaptation idea leading to reducing of 
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methods the program system realizing the technique for neural network models design was developed. The effectiveness 
of all algorithms was investigated on a set of test problems. 
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Nowadays genetic algorithms (GA) [1] are widely 
used for the intelligent information technologies design 
(specifically for the artificial neural networks (ANN) 
models design). This development became possible due to 
the self-adaptation technique allowing automatic choosing 
of a genetic operator type for the current problem during 
the algorithm execution. It led to reducing of the expert 
significance for the algorithm setting and expanding of 
GAs’ application capabilities. The adaptive single-
objective GA used in this study is described in Section 1.  

Conventional GA is a procedure for solving one-
criterion unconstrained optimization problems but most of 
real problems are multi-criterion ones. There are many 
multi-criteria GAs but they also need careful choice of 
their settings for the performance improvement. That is 
why many approaches to self-adaptation were offered 
here. Our approach to multi-criterion GAs self-adaptation 
will be described in Section 2. 

ANN-models are exploited in different applications: 
data analysis systems, speech or images recognition and 
so on. In this connection it is interesting not only to de-
termine network weight coefficients for solving any prob-
lem with sufficient accuracy but also to find a compact 
network structure which would allow saving end user’s 
computing resources. In this case a mathematical model 
looks like a multi-criterion optimization problem (MOP) 
with two objective functions. Therefore it is reasonable to 
use a combination of GAs: a MOP-algorithm is applied 
for ANN-structure design and a conventional GA is ap-
plied for the search of ANN weighting coefficients, cer-
tainly both methods should be self-adaptive. In addition 
local search algorithms can be used at any stage to deter-
mine the found result more exactly. An approach to the 
design of  ANN-based models and results of its applica-
tion is presented in Section 3. In Conclusion section we 
shortly describe presented results and discuss the direc-
tions of future research. 

Adaptive single-objective GA. The structure of a 
conventional GA involves well-known genetic operators: 
selection, crossover and mutation. There are three variants 
of selection: proportional, tournament and rank; three 
variants of crossover: one-point, two-point and uniform; 
three variants of mutation: weak, average and strong. The 
realized technique of the operator choice is based on the 
evaluation of application probabilities for all variants of 
operators.  

In the first generation all variants of every genetic op-

erator have equal probabilities, i. e. 1k
i kq

n
= , where k

iq  
is the application probability for the i-th variant of the k-th 
operator, kn  is the number of different variants of a certain 
genetic operator, , 1,3.i k =  Before the operator is applied 
it is necessary to raffle the application probabilities. 

After each generation the probabilities are recalculated 
taking into account fitness of individuals which were gen-
erated by the given operator. The main idea was borrowed 
from Banzhaf’s article [2] with the only difference: the 
variable named « k

iratio » is a fitness sum of individuals 
generated with the i-th variant of the k-th operator. 

Below there is a rule for probabilities k
iq  calculation:  
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allow any probability to be equal to zero (what makes all 
variants of operators available throughout all genera-
tions).  

The effectiveness of this approach was investigated on 
a set of one-criterion unconstrained optimization prob-
lems and was compared with the effectiveness of a con-
ventional GA. Equal amount of resources was allocated 
for all algorithms: 100 individuals and 100 generations. 
Results were averaged over 500 runs. On the basis of reli-
ability values the number of cases in which the adaptive 
GA lost to the standard GA was fixed. The number of all 
genetic operators’ combinations was 27. Table 1 contains 
testing results.  

Thus results of the testing showed that the efficiency 
of an adaptive genetic algorithm is not lower than the 
efficiency of an “average” GA and is comparable with 
“best” GA in many cases. It means than our self-adaptive 
GA can be recommended to be used instead of conven-
tional GA. 

Multi-objective GA. It should be mentioned that in 
general a mathematical model of any problem includes a 
set of quality criteria and all of them should be taken into 
account. 

In 1999 the method named Strength Pareto Evolution-
ary Algorithm (SPEA) was discovered by Zitzler and 
Thietle [3]. 

 
Table 1 

Testing results of an adaptive single-objective GA 
 

№ Test function The number of cases when an adaptive GA lost 
to a conventional GA 

1 Rastrigin function 9 
2 Rosenbrock function 4 
3 Katkovnik function 3 
4 Griewank function 4 
5 Multiplicative potential function 0 
6 Additive potential function 7 
7 Rastrigin function (ravine function with rotated axis) 1 
8 “Foxholes” 8 
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It is based on the Pareto’s dominance idea. The solu-
tion of the multi-criterion optimization problem belongs 
to Pareto’s set (PS), and any of these points cannot be 
preferred to any other point. Their representation in the 
criteria space is Pareto’s front (PF). In SPEA non-
dominated individuals are stored in the archive of a lim-
ited size named “an outer set”. The outer set is upgraded 
during the algorithm execution and as a result we have an 
approximation of PS.  

This paper is devoted to SPEA-modification based on 
self-adaptation idea. The effectiveness of SPEA and its 
adaptive analog is compared below.  

In SPEA tournament selection is applied: individuals 
can be selected both from the current population and from 
the outer set. Therefore only crossover and mutation op-
erators require adjustment (tuning or control) [4].  

Mutation probability can be determined according to 
one of the rules suggested by Daridi [5]. In the realized 
program system the following rule was used: 

1 0,11375 ,
240 2m tp = +  

where t is the current generation number. 
The self-configurable crossover operator is based on 

the co-evolution idea [6]: the population is divided into 
parts and each part is generated with a certain type of 
crossover. The size of the subpopulation depends on the 
«fitness» of the corresponding recombination operator. 
«Fitness» is proportional to the number of non-dominated 
individuals generated with a certain type of crossover and 
stored in the outer set. The more non-dominated individu-
als are generated with the given type of operator, the more 
resources it gets. In this context “resources” means the 
number of individuals in the subpopulation corresponding 
to a certain crossover type. In each T-th generation one-
point, two-point and uniform recombinations are com-
pared according to their “fitness” in pairs. “Penalty” is a 
parameter which denotes the amount of resources which 
the genetic operator with lower “fitness” gives the genetic 
operator with higher “fitness”. Also decreasing of re-
sources must be limited with a parameter named “social 
card”. It is necessary to maintain genetic operators’ diver-
sity. Initially all types of genetic operators have equal 
amount of resources.  

The fitness value of the i-th crossover operator is de-
fined according to the following rule: 
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where T is the adaptation interval, k = 0 corresponds to 
the latest generation in the adaptation interval; k = 1 cor-
responds to the previous generation, etc.; bi is defined as 
following: 
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where pi is the number of individuals in the current 
“outer” set generated with the i-th type of crossover op-
erator; P  is the outer set size; ni is the number of indi-

viduals in the current population generated with the i-th 
type of crossover, N is the population size. 

The effectiveness of operators is compared in pairs in 
every T-th generation to redistribute resources on the ba-
sis of “fitness” values: 

0, _
_

int( ),  ( ) _ ,

, ,

i

i

i
i i

i

s

if n social card
n social card

if n h penalty social card
n

penalty otherwise

=

⎧ ≤
⎪ −⎪= − ⋅ ≤⎨
⎪
⎪⎩

 

where si is the size of a resource given by the i-th algo-
rithm to those which won; hi is the number of losses of 
the i-th algorithm in paired comparisons; a social_card is 
the minimum allowable size of the population, a penalty 
is a fee size for defeated algorithms. The parameter so-
cial_card is introduced to maintain the diversity of opera-
tors; penalty – for the redistribution of resources. 

Test problems [7] developed by the scientific commu-
nity for the comparison of evolutionary algorithms were 
used to explore the efficiency of a “standard” SPEA and 
its adaptive analog suggested in this study. Below are 
presented some results of testing carried out on a set of 
multi-criterion problems with two objective functions. 

The results of algorithms work were estimated with 
the IGD-metrics: 

**
*

( , )
( , ) P

d A
IGD A P

P
ν∈

ν

=
∑

, 

where P* is a set of points uniformly distributed along the 
PF, ν is the point of P*, d(ν, A) is the minimum Euclidean 
distance between ν and A, A is the approximate set  
of the PF.  

In SPEA we have nine combinations of genetic opera-
tors’ types and the testing was conducted for all of them. 
Results were averaged over thirty runs and estimated with 
the special IGD-metrics. The maximal number of function 
calculations was set to be 300 000 for every problem.  

The analysis of testing results showed that the effec-
tiveness of the adaptive SPEA was not lower than the 
effectiveness of the “average” SPEA. It means that on this 
set of test problems the maximal number of SPEA-
modification defeats was equal to three (versus nine vari-
ants of settings).  

Self-adaptation is an alternative to random choice of 
genetic operators or multiple runs of GA for each variant 
of settings.  

Below there is figure reflecting the self-configuration 
process of crossover for one of test problems which were 
discussed above: 
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и { }2 , 2J j j even j n= − ≤ ≤ , 
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The following parameters of GA were set: the size of 

population was equal to 500; the number of generations 
was equal to 600. The “penalty” was 10 and the «social 
card» was 50. 

The study of «standard» SPEA showed that the best vari-
ant of crossover for the given problem is a two-point one. 

Investigation of a self-configurable crossover operator 
demonstrated that after the competition in the first several 
generations the best type of recombination obtains more 
resources than others.  

But not always there is an undisputed leader among 
variants of genetic operators. One-point, two-point and 
uniform crossover or only some of them often compete 
during the algorithm execution. In some generations one 
type of crossover has the highest «fitness» but in other 
generations – another one. A specific feature of self-
configuration is the opportunity to apply more effective 
settings in the current generation. 

Application of adaptive GAs for the ANN-design. So 
realized adaptive single- and multi-objective genetic algo-
rithms were integrated into the program system used for 
neural networks design. As it was mentioned above an 
adaptive multi-objective GA was applied to find ANN-
models according to the theory of Pareto’s optimality. On 
the one hand it is important to determine the model with the 
required accuracy and in this case a root mean square or 
relative error may be used. And on the other hand for sav-
ing computational resources it is necessary to find compact 
structures for ANNs (e. g., the number of neurons and con-
nections between them). Therefore these two criteria were 

taken into account for ANN-modeling. An adaptive single-
objective GA was used to adjust weights for ANNs. 

In SPEA structures of ANNs are represented with bi-
nary code according to the following rule. Previously the 
maximal number of hidden layers and the maximal num-
ber of neurons in the each layer are set. Activation func-
tions of neurons are chosen from the finite set of functions 
(e. g., sinus, sigmoid, Heaviside function, linear function, 
hyperbolic tangent, triangular function and so on) which 
have index numbers. These index numbers are coded with 
the sequence of genes which compile a chromosome.  

Weights for every ANN-structure also have a binary 
representation: it is a sequence of binary codes which 
correspond to certain weights.  

The effectiveness of the realized approach was inves-
tigated on test problems called “German credits” and 
“Australian credits” (all samples were borrowed from the 
machine learning repository [8]). These credit data in-
clude the information about creditors: age, gender, marital 
status, credit history records, job, etc. on the basis of 
which the decision about credit approvals is made. The 
data include continuous and categorical variables.  

Involved samples contain 1000 and 690 examples respec-
tively. These data sets were randomly divided into learning 
and test samples with proportion 80 to 20 %. The program 
system was launched with the following values of parameters: 
an adaptive SPEA had 20 generations and 50 individuals, an 
adaptive single-objective GA had 20 generations and 20 indi-
viduals, in the last generation of SPEA execution a single-
objective GA had 100 generations and 100 individuals. After 
that the local search algorithm (Hooke-Jeeves search) was 
applied. The maximal number of hidden layers was 2 and the 
maximal number of neurons in the each layer was 10.  

As a result approximations of Pareto’s set and front 
were defined for each problem. Table 3 contains found 
points of Pareto’s front. 

 
Table 2 

The adaptive SPEA’s testing results 
 

Number of a test function A value of IGD-metrics The number of cases when the adaptive SPEA’s lost to 
a conventional SPEA 

1 0,10579 2 
2 0,04160 3 
3 0,0049 1 
4 0,04493 2 
5 0,34105 2 
6 0,0088 2 
7 0,11738 1 

 

 
Self-configurable crossover operator’s behavior for one of test problems 
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Table 3 
Approximations of the Pareto’s front for benchmark problems 

 
Australian Credits German Credits 

The number of neurons The number of neurons 

Layer 1 Layer 2 
Relative error 

Layer 1 Layer 2 
Relative error 

8 7 0,093525 8 4 0,2200 
7 6 0,107914 7 2 0,2250 
6 6 0,115108 5 3 0,2350 
4 6 0,129496 6 1 0,2550 
   5 1 0,3000 

 
Table 4 

Results of alternative approaches 
 

Method Australian Credits 
(relative error) 

German Credits (rela-
tive error) Method Australian Credits 

(relative error) 
German Credits (rela-

tive error) 

SCGP 0,0978 0,205 Bayesian 
approach 0,153 0,321 

MGP 0,1015 0,2125 Boosting 0,24 0,3 
2SGP 0,0973 0,1985 Bagging 0,153 0,316 
GP 0,1111 0,2166 RSM 0,148 0,323 
Fuzzy classi-
fier 0,109 0,206 CCEL 0,134 0,254 

C4.5 0,1014 0,2227 CART 0,1256 0,2435 
LR 0,1304 0,2163 MLP 0,1014 0,2382 

 

 
To estimate the found results we present the results of al-

ternative approaches [9; 10]: two-stage genetic programming 
algorithm (2SGP), conventional genetic programming (GP), 
multilayered perceptron (MLP), classification and regression 
tree (CART), C4.5 decision trees, k nearest neighbors  
(k-NN), linear regression (LR), Bayesian approach, boosting, 
bagging, random subspace method (RSM), cooperative co 
evolution ensemble learning (CCEL).  

But it should be understood that this comparison is ap-
proximate because of the absence of information about 
computational costs for the compared methods. Also the 
investigated approach allows finding several solutions 
taking into account some quality criteria and testing re-
sults of alternative approaches contain the information 
about only one solution (the best or average).  

Conclusions. In this study we have presented two 
self-adaptive GAs, one for the one-criterion optimization 
and another one for the multi-criterion optimization, as 
well as their cooperation in automated design of ANN-
based classifiers. Classifiers designed in this way are 
enough accurate and also have simple structures.      

Directions of the future research can be divided into three 
groups. The first of them is the improvement of GAs self-
adaptation abilities. The second direction is the modification 
of ANN-based models automated design through including 
different ANNs types (RBF, Hopfield-Tank, etc.). And the 
third is an expansion of adaptive GAs application areas, e.g., 
automated design of fuzzy systems, decision trees, etc.    
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