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Natural Language call routing remains a complex and challenging research area in machine intelligence and lan-

guage understanding. This paper is in the area of classifying user utterances into different categories. The focus is on 
design of algorithm that combines supervised and unsupervised learning models in order to improve classification qual-
ity. We have shown that the proposed approach is able to outperform existing methods on a large dataset and do not re-
quire morphological and stop-word filtering. In this paper we present a new formula for term relevance estimation, 
which is a modification of fuzzy rules relevance estimation for fuzzy classifier. We propose to split the classification task 
into two steps: 1) “garbage” class identification; 2) further classification into meaningful classes. The performance of 
the proposed algorithm is compared to several standard classification algorithms on the database without the “garbage” 
class and found to outperform them with the accuracy rate of 85,55 %. Combination of our approach with 9-NN algo-
rithm for two-stage classification problem definition provides the accuracy rate of 77,11 % for test sample at whole. 
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Маршрутизация вызовов, основанная на обработке естественного языка, представляет собой сложную и 

перспективную область исследований в интеллектуальных машинных методах и интерпретации языка. Рас-
смотрена категоризации пользовательских заявок. Сделан акцент на комбинировании технологий машинного 
обучения с учителем и без учителя в целях повышения точности классификации. Показано, что разработан-
ный подход способен превзойти существующие алгоритмы на больших базах данных и не требующих морфо-
логического анализа или фильтра в виде «стоп-слова». В предлагаемом подходе осуществляется декомпозиция 
задачи классификации, к которой сводится маршрутизация вызовов, на две стадии: обнаружение «мусорного» 
класса и отнесение объектов к значимым классам. Предлагается новая формула оценки релевантности тер-
мов при определении значимых классов, которая является модификацией оценки релевантности нечетких  
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правил в нечетком классификаторе. Используя эту формулу только для 300 наиболее часто встречающихся 
слов для каждого класса, мы достигли точности классификации 85,55 % при исключении элементов неинфор-
мативного класса. Комбинирование предлагаемого подхода с методом ближайших соседей в двухступенчатой 
постановке задачи обеспечивает точность классификации 77,11 % на всей тестовой выборке. 

 
Ключевые слова: классификация вызовов, оценка релевантности термов, обработка естественного языка. 
 
Natural language call routing can be treated as an in-

stance of topic categorization of documents (where the 
collection of labeled documents is used for training and 
the problem is to classify the remaining set of unlabeled 
test documents) but it also has some differences. For in-
stance, in document classification there are much more 
terms in one object than in single utterance from call rout-
ing task, where even one-word utterances are common. 

A number of works have recently been published on 
natural language call classification. B. Carpenter, J. Chu-
Carroll, C.-H. Lee and H.-K. Kuo [1; 2] proposed ap-
proaches using a vector-based information retrieval tech-
nique, the algorithms designed by A. L. Gorin, G. Ric-
cardi, and J. H. Wright [3] use a probabilistic model with 
salient phrases. R. E. Schapire and Y. Singer [4] focused 
on a boosting-based system for text categorization. 

The most similar work has been done by A. Albalate, 
D. Suendermann, R. Pieraccini, A. Suchindranath,  
S. Rhinow, J. Liscombe, K. Dayanidhi, and W. Minker 
[5–9]. They have worked on the data with the same struc-
ture: the focus was on the problem of big part of non-
labeled data and only few labeled utterances for each 
class, methods of matching the obtained clusters and the 
given classes have also been considered; they provided 
the comparison of several classification methods that are 
able to perform on the large scale data. 

The information retrieval approach for call routing  
is based on the training of the routing matrix, which  
is formed by statistics of appearances of words and 
phrases in a training set (usually after morphological and 
stop-word filtering). The new caller request is represented 
as a feature vector and is routed to the most similar desti-
nation vector. The most commonly used similarity crite-
rion is the cosine similarity. The performance of systems, 
based on this approach, often depends on the quality of 
the destination vectors.  

In this paper we propose a new term relevance estima-
tion approach based on fuzzy rules relevance for fuzzy 
classifier [10] to improve routing accuracy. We have also 
used a decision rule different from the cosine similarity. 
We assign relevancies to every destination (class), calcu-
late the sums of relevancies of words from the current 
utterance and choose the destination with the highest sum.  

The database for training and performance evaluation 
consists of about 300.000 user utterances recorded from 
caller interactions with commercial automated agents. 
The utterances were manually transcribed and classified 
into 20 classes (call reasons), such as appointments, op-
erator, bill, internet, phone or video. Calls that cannot be 
routed certainly to one reason of the list are classified to 
class _TE_NOMATCH.  

A significant part of the database (about 27 %) con-
sists of utterances from the “garbage” class 
(_TE_NOMATCH). Our proposed approach decomposes 

the routing task into two steps. On the first step we divide 
the “garbage” class into the set of subclasses by one of the 
clustering algorithms and on the second step we define 
the call reason considering the “garbage” subclasses as 
separate classes. We apply genetic algorithms with the 
whole numbers alphabet, vector quantization network and 
hierarchical agglomerative clustering in order to divide 
“garbage” class into subclasses. The reason to perform 
such a clustering is due to simplify the detection of the 
class with non-uniform structure. 

Our approach uses the concept of salient phrases: for 
each call reason (class) only 300 words with the highest 
term relevancies are chosen. It allows us to eliminate the 
need for the stop and ignore word filtering. The algo-
rithms are implemented in C++. 

As a baseline for results comparison we have tested 
some popular classifiers from RapidMiner, which we 
have applied to the whole database and the database with 
decomposition.  

This paper is organized as follows: In Section 2, we 
describe the problem and how we perform the preprocess-
ing. Section 3 describes in detail the way of the term rele-
vance calculating and the possible rules of choosing the 
call class. In Section 4 we present the clustering algo-
rithms which we apply to simplify the “garbage” class 
detection. Section 5 reports on the experimental results. 
Finally, we provide concluding remarks in Section 6. 

Problem description and data preprocessing. The 
data for testing and evaluation consists of about 300.000 
user utterances recorded from caller interactions with 
commercial automated agents. Utterances from this data-
base are manually labeled by experts and divided into 20 
classes (_TE_NOMATCH, appointments, operator, bill, 
internet, phone etc). Class _TE_NOMATCH includes ut-
terances that cannot be put into another class or can be put 
into more than one class. The database is also unbalanced, 
some classes include much more utterances than others 
(the largest class _TE_NOMATCH includes 6790 utter-
ances and the smallest one consists of only 48 utterances). 

The initial database has been preprocessed to be a bi-
nary matrix with rows representing utterances and col-
umns representing the words from the vocabulary. An 
element from this binary matrix, aij, equals to 1 if in utter-
ance i the word j appears and equals to 0 if it does not 
appear.  

Utterance duplicates were removed. The preprocessed 
database consisting of 24458 utterances was divided into 
train (22020 utterances, 90,032 %) and test set (2438 ut-
terances, 9,968 %) such that the percentage of classes 
remained the same in both sets. The size of the dictionary 
of the whole database is 3464 words, 3294 words appear 
in training set, 1124 words appear in test set, 170 words 
which appear only in test set and do not appear in training 
set (unknown words), 33 utterances consisted of only  
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unknown words, and 160 utterances included at least one 
unknown word. 

Term relevance estimation and decision rule. For 
each term we assign a real number term relevance that 
depends on the frequency in utterances. Term relevance is 
calculated using a modified formula of fuzzy rules rele-
vance estimation for fuzzy classifier. Membership func-
tion has been replaced by word frequency in the current 
class. The details of the procedure are:  

Let L be the number of classes; ni is the number of ut-
terances of the ith class; Nij is the number of jth word oc-
currence in all utterances of the ith class; Tji = Nji/ni is the 
relative frequency of jth word occurrence in the ith class. 

Rj = maxi Tji, Sj = arg(maxi Tji) is the number of class 
which we assign to jth word; 

The term relevance, Cj, is given by 
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Cj is higher if the word occurs often in few classes 
than if it appears in many classes.  

The learning phase consists of counting the C values 
for each term, it means that this algorithm uses the statis-
tical information obtained from train set. We have tested 
several different decision rules defined in table 1. 

The best obtained accuracies is achieved with the de-
cision rule C, where the destination is chosen that has the 
highest sum of word relevancies from the current utter-
ance. But we propose that only terms with highest value 
of RC (product of R and C) are contributed to the total 
sum. We have investigated the dependence of the new 
TRE approach on the frequent words number. The best 
accuracy rate was obtained with more than 300 frequent 

words. By using only limited set of words we eliminated 
the need of stop and ignore words filtering. This also 
shows that the method works better if utterance includes 
terms with high C values. This approach requires infor-
mative well-defined classes and enough data for statistical 
model. 
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For each class i we 
calculate Ai 
 
Then we find the num-
ber of class which 
achieves maximum of 
Ai 

 
Decomposition of classification problem. “Garbage” 

class (class TE_NOMATCH) contains 45 % words which 
do not appear in other classes and portion of “garbage” set 
is 27 % in the whole database. Furthermore, classification 
algorithms perform worse on it (it has the biggest classifi-
cation error). Thus we split the classification task into two 
problems:  

– Detect “garbage” class (class TE_NOMATCH); 
– Classify the utterance to meaningful class. 
The structure of whole process is given in figure. 

 

 
 

Two-stage classification problem 

Detect class “garbage” 

Preprocessed 
utterance 

Utterance belongs to 
class “garbage” 

If utterance belongs to 
“garbage”? 

true false 

Classify utterance to 
useful class 

Routed call 

arg(max )i
i

winner A=
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In this case we use special classification method at the 
first stage. It can be standard classification method or our 
TRE-approach. For “garbage” class identification we 
need to unite all informative classes into one class and to 
teach classification methods for two-class problem defini-
tion. For the second stage we need to use only utterances 
of informative classes from learning sample for classifica-
tion methods learning. 

Clustering methods. After the analysis of the perform-
ances of standard classification algorithms on the given da-
tabase, we can conclude that there exists one specific class 
(class _TE_NOMATCH) where all standard techniques 
perform worse. Due to the non-uniform structure of the 
“garbage” class it is difficult to detect the whole class by the 
proposed procedure. If we apply this procedure directly we 
achieve only 55 % of accuracy rate on the test data (61 % on 
the train data). We suggest to divide the “garbage” class into 
the set of subclasses using one of the clustering methods and 
then recount the values of Cj taking into account that there 
are 19 well defined classes and that the set of the “garbage” 
subclasses can be consider as separate classes.  

In this paper the following clustering methods are 
used: a genetic algorithm with integers, vector quantiza-
tion networks trained by a genetic algorithm, hierarchical 
agglomerative clustering with different metrics.  

Genetic Algorithm. The train set accuracy is used as a 
fitness function. Each individual is the sequence of non-
negative integer numbers (each number corresponds to 
the number of “garbage” subclass). The length of this 
sequence is the number of utterances from train set which 
belong to the “garbage” class. We apply this genetic algo-
rithm to find directly the optimal clustering using differ-

ent numbers of clusters and we can conclude that with 
increasing the clusters number (in the “garbage” class) we 
get better classification accuracy on the whole database. 
We have used the following parameters of GA: popula-
tion size = 50, number of generation = 50, weak mutation, 
tournament selection, uniform crossover, averaged by 50 
runs. Applying this method we achieve about 7 % im-
provement of accuracy rate on train data and about 5 % 
on test data.  

Vector Quantization Network. We have also imple-
mented vector quantization network. For a given number 
of subclasses we search for the set of code vectors (the 
number of code vectors is equal to the number of sub-
classes). These code vectors are optimized using genetic 
algorithm where as a fitness function we use the classifi-
cation quality on the train set. Each code vector corre-
sponds to a certain “garbage” subclass. The object be-
longs to the sub-class if the distance between it and the 
corresponding code vector is smaller than the distances 
between the object and all other code vectors. Applying 
this algorithm to the given database we obtain results 
similar to the results of the genetic algorithm.  

Hierarchical Agglomerative Clustering. In this work 
we consider hierarchical agglomerative binary clustering 
where we set each utterance to one subclass and then we 
consequently group classes into pairs until there is only 
one class containing all utterances or until we achieve a 
certain number of classes. The performance of hierarchi-
cal clustering algorithms depends on the metric (the way 
to calculate the distance between objects) and the criterion 
for clusters union. In this work we use Hamming metric 
and Ward criterion [11]. 

 
Table 2 

Results of numerical experiments (classification accuracy for test sample) 
 

Method Learning and classifica-
tion for all classes, % 

Learning and classifica-
tion only for informati-

ve classes, % 

Learning for all classes, 
classification only for 
informative classes, % 

1-NN 74,53 78,85 70,32 
2-NN 68,87 75,04 60,26 
3-NN 74,16 77,37 68,73 
4-NN 72,60 76,75 66,23 
5-NN 73,58 76,75 68,39 
6-NN 73,05 77,37 67,99 
7-NN 73,17 77,54 68,11 
8-NN 73,26 77,49 67,99 
9-NN 74,04 77,26 68,73 
10-NN 73,95 77,43 68,85 
15-NN 73,17 76,63 67,71 

Bayes with Laplace correction 72,03 76,21 73,62 
Bayes without Laplace correction 74,06 76.21 70,84 

Bayes (Kernel) 72.03 77,77 73,62 
Decision Stump 27,97 73.83 37,92 
Rule Induction 40,48 76.21 18,76 

Perceptron 21,74 73.83 32,45 
Two-stage classification (TRE with clustering + 

TRE) 76,52 85,50 78,17 

Two-stage classification (4-NN + TRE) 76,33 85,50 81,18 
Two-stage classification (9-NN + TRE) 77,11 85,50 78,51 
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Experimental results. The approach described above 
has been applied on the preprocessed corpus which has 
been provided by Speech Cycle company. 

We have tested standard classification algorithms (k-
nearest neighbors algorithms (k-NN), Bayes classifiers, 
Decision Stump, Rule Induction, perceptron) and the pro-
posed approach on the database with learning and classi-
fication for all classes, with learning and classification 
only for informative classes, and with learning for all 
classes and classification only for informative classes. We 
tested our TRE approach fir two-stage classification prob-
lem definition. We use TRE approach with agglomerative 
hierarchical clustering (it is the best one) for “garbage” 
class, 4-NN, and 9-NN as classification methods for the 
first stage or the classification problem. 

The results of numerical results you can see in table 2. 
In this table you can see that our new TRE-approach is 
the most effective for identification of informative 
classes. For “garbage” class identification it is better to 
use k-nearest neighbors algorithms. 

Conclusions. This paper reported on call classifica-
tion experiments on large corpora using a new term rele-
vance estimation approach. We propose to split the classi-
fication task into two steps: 1) “garbage” class identifica-
tion; 2) further classification into meaningful classes. The 
performance of the proposed algorithm is compared to 
several standard classification algorithms on the database 
without the “garbage” class and found to outperform them 
with the accuracy rate of 85,55 %. Combination of our 
approach with 9-NN algorithm for two-stage classifica-
tion problem definition provides the accuracy rate of 
77,11 % for test sample at whole. 

We can conclude that our approach is appropriate and 
effective for call routing problem. 
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In this paper we describe the method of automatic neural network design based on the modified evolutionary algo-

rithms. The main features of the modification proposed are self-configuration and the usage of distributed computing. 
Implemented algorithms have been tested on the set of classification tasks. The comparison of the genetic algorithm and 
the genetic programming algorithm’s efficiencies is presented.  
 

Keywords: genetic algorithm, genetic programming, self-configuration, distributed computing, artificial neural net-
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