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The performance of spoken dialogue systems (SDS) is not perfect yet, especially for some languages. Emotion rec-

ognition from speech (ER) is a technique which can improve the SDS behavior by finding critical points in the human-
machine interaction and changing a dialogue strategy. Inclusion of the speaker specific information, by conducting the 
speaker identification procedure (SI) at the set up of ER task could also be used in order to improve the dialogue qual-
ity. Choosing of both appropriate speech signal features and machine learning algorithms for the ER and SI remain a 
complex and challenging problem. More than 50 machine learning algorithms were applied in the study for ER and SI 
tasks, using 9 multi-language corpora (Russian, English, German, and Japanese) of both acted and non-acted emo-
tional utterance recordings. The study provides the results of evaluation as well as their analysis and future directions. 
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Производительность диалоговых систем, основанных на естественном языке, по-прежнему находится на 
достаточно низком уровне, особенно для некоторых языков. Распознавание эмоций на основе речевого сигнала 
представляет собой подход, способный улучшить качество работы таких систем посредством определения 
критических точек в диалоге между человеком и компьютером и последующей адаптации диалога. Использо-
вание процедуры идентификации улучшает качество распознавания эмоций на основе речевого сигнала пользо-
вателя, так как становится возможным построение моделей эмоций конкретного человека. Выбор подходя-
щих параметров речевых сигналов и алгоритма моделирования для задач идентификации говорящего и распо-
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знавания эмоций остаются важными проблемами. Более 50 алгоритмов машинного обучения были применены 
к задачам на 9 речевых корпусах различных языков (русского, английского, немецкого и японского). В исполь-
зуемых корпусах содержатся как реальные эмоции, так и постановочные диалоги актеров. Приведены резуль-
таты применения алгоритмов для обеих задач и их анализ. 

 
Ключевые слова: распознавание эмоций и идентификация говорящего по речевым сигналам, алгоритмы ма-

шинного обучения, адаптивная процедура распознавания эмоций по речевым сигналам. 
 
Nowadays, SDSs are included into car navigation sys-

tems, mobile devices and personal assistants and, thus, 
getting more and more popular. However, there are some 
problems which prevent the widespread using of such 
technologies. Firstly, one of the most important parts of 
SDSs is a speech recognition component, which provides 
the mapping between the speech signal and texts on the 
natural language, is not able to provide the ideal recogni-
tion accuracy. Secondly, some ambiguity is provided by 
the dialogue manager (DM) component. Therefore, the 
end-users are often disappointed or even angry while us-
ing such SDSs. 

We have suggested here to use the additional informa-
tion about the dialogue to improve its quality. Speaker 
specific information, through the speaker identification 
procedure, as well as gender specific information, through 
the gender identification from speech, and information 
about emotional state of a user, through emotion recogni-
tion from speech, could improve the performance of 
SDSs. 

The solid line blocks in Figure 1 shows the baseline 
cycle of SDSs execution. In each turn the user communi-
cates with the application. Recognized speech from a user 
comes to the DM block. The response of the system is 
sent back to user by a speech synthesis block The pro-
posed techniques are demonstrated with the dash lines in 
Figure 1. Emotion specific information comes to dialogue 
manager, which makes a decision about the user satisfac-
tion and adapts a dialogue strategy if needed.  

We have focused here on the speaker identification 
and the emotion recognition procedures. The solution to 

such problems depends completely on the machine learn-
ing algorithms used for the modeling. We have applied 
more than 50 algorithms for solving these problems in 
order to figure out which algorithms should be used in 
real world applications. All evaluations were conducted 
on 9 different speech corpora to obtain representative 
speech samples and more objective results. 

This paper is organized as follows: the used corpora 
and speech signal features are described in section 2; sec-
tion 3 briefly describes the used machine learning algo-
rithms; evaluation results as well as their analysis are 
shown in section 4; finally, there are some conclusion and 
direction for the future work in the 5th section. 

Corpora Description and Feature Extraction. All 
evaluations were conducted using several speech data-
bases. Here are their brief description and statistical char-
acteristics. 

Emotion recognition databases. Berlin emotional da-
tabase [1] was recorded at the Technical University of 
Berlin and consists of labeled emotional German utter-
ances which were spoken by 10 actors (5 f). Each utter-
ance has one of the following emotional labels: neutral, 
anger, fear, joy, sadness, boredom and disgust. 

Let’s Go emotional database [2–4] comprises non-
acted English (American) utterances which were extracted 
from the SDS based bus-stop navigational system. The 
utterances are requests to the system spoken by real users 
of this system. Each utterance has one of the following 
emotional labels: angry, slightly angry, very angry, neu-
tral, friendly and non-speech – critical noisy recordings or 
just silence. 

 

 
 

Fig. 1. SDSs execution cycle 
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SAVEE (Surrey Audio-Visual Expressed Emotion) 
corpus [5] was recorded as a part of an investigation into 
audio-visual emotion classification, from four native Eng-
lish male speakers. Emotional label for each utterance is 
one of the standard set of emotions (anger, disgust, fear, 
happiness, sadness, surprise and neutral). 

UUDB (The Utsunomiya University Spoken Dialogue 
Database for Paralinguistic Information Studies) database 
[6] consists of spontaneous Japanese speech through task-
oriented dialogue which was produced by 7 pairs of speak-
ers (12 f), 4737 utterances in total. Emotional labels for each 
utterance were created by 3 annotators on the 5-dimensional 
emotional basis (interest, credibility, dominance, arousal 
and pleasantness). To produce the labels for classification 
task we have used just pleasantness (or evaluation) and 
arousal axis. The corresponding quadrant (counterclock-
wise, starting in positive quadrant, assuming arousal as ab-
scissa) can also be assigned emotional labels: happy-
exciting, angry-anxious, sad-bored and relaxed-serene [7].  

VAM-Audio database [8] was created at the Karlsruhe 
University and consists of utterances extracted from the 
popular German talk-show “Vera am Mittag” (Vera at 
afternoon). The emotional labels of the first part of the 
corpus (speakers 1-19) were given by 17 human evalua-
tors and the rest of the utterances (speakers 20–47) were 
labeled by 6 annotators on the 3-dimensional emotional 
basis (valence, activation and dominance). The emotional 
labeling was done in a similar way to the UUDB corpora, 
using valence (or evaluation) and arousal axis. 

Emotions itself and their evaluations have subjective 
nature. That is why it is important to have at least several 
evaluators of emotional labels. Even for humans it is not 
always evident to make a decision about an emotional 
label. Each study, which proposed an emotional database, 
provides also an evaluators confusion matrix and statisti-
cal description of their decisions. 

Speaker identification databases. Domian database. 
Originally, it is a German radio talk-show [9] where peo-
ple talk to a moderator about their private troubles. We 
have prepared a database based on the utterance extrac-
tion from these talk-show recordings. The collection of 
the data is still ongoing and by now it contains the utter-
ances of 59 speakers. 

The ISABASE-2 corpus [10] used in our work is one of 
the largest high-quality speech database of Russian and is 
normally used for Russian speech recognition [11] but we 
have used it to evaluate the speaker identification models 
as well. It was created by the Institute of System Analysis 
of the Russian Academy of Science with the support of 
the Russian Foundation of Fundamental Research in col-
laboration with a speech group of the Philological Faculty 
of Moscow State University and consists of more than 34 
hours of clear, high-quality utterances spoken by 110 
speakers (55 f). 

The recording of the PDA Speech Database [12] was 
done at the Carnegie Mellon University using a PDA de-
vice. Each of 16 native speakers of American English 
reads about 50 sentences. 

VAM-Video Database is a part of VAM-Corpus [8] 
has no emotional labels but still can be used to evaluate a 
speaker identification approaches. The number of speak-
ers is 98. 

The statistical description of the databases is in the ta-
bles 1 and 2. 

Note, that the emotional databases were used for both 
ER and SI problems. 

Feature extraction. The choice of the appropriate 
speech signal features for both problems is still an open 
question [13], nevertheless in this study the most popular 
ones have been chosen.  

 
Table 1 

Speaker identification corpora 
 

File level Duration Speaker level Duration Database anguage Full length  
(min.) 

Number of 
speakers Mean 

(sec.) 
Std. (sec.) Mean (sec.) Std. (sec.) 

Berlin German 24,7 10 2,7 1,02 148,7 40,5 
Domian German 235,6 59 6,1 5,1 239,6 80,9 
Isabase Russian 2053,6 110 4,8 1,06 1120,1 278,3 
Let’s Go English 118,2 291 1,6 1,4 24,3 33,04 
PDA English 98,8 16 7,09 2,4 370,6 50,7 
SAVEE English 30,7 4 3,8 1,07 460,7 42,2 
UUDB Japanese 113,4 14 1,4 1,7 486,3 281,3 
VAM-Audio German 47,8 47 3,02 2,1 61,03 33,03 
VAM-Video German 75,7 98 3,1 2,2 46,3 35,6 

 
Table 2 

Emotion recognition corpora 
 

Emotion level Duration Database Number of emotions 
Mean (sec.) Std. (sec.) 

Notes 

Berlin 7 212,4 64,8 Acted 
Let’s Go 5 1419,5 2124,6 Non-acted 
SAVEE 7 263,2 76,3 Acted 
UUDB 4 1702,3 3219,7 Non-acted 
VAM-Audio 4 717,1 726,3 Non-acted 



Вестник СибГАУ.  № 4(50). 2013 
 

 142

Average values of the following speech signal features 
were included into the feature vector: power, mean, root 
mean square, jitter, shimmer, 12 MFCCs and 5 formants. 
Mean, minimum, maximum, range and deviation of the 
following features have also been used: pitch, intensity 
and harmonicity (37-dimentional feature vector for one 
speech signal file, in total). The Praat [14] system has 
been used in order to extract speech signal features from 
wave files. 

We have applied each algorithm in a static mode,  
i. e. each speech signal was parameterized by a single  
37-dimensional feature vector consisting of corresponding 
average values. 

Machine Learning Algorithms. A number of differ-
ent algorithms were applied for both tasks in order to fig-
ure out which ones should be used to produce appropriate 
results in real world applications. This section provides 
short description of the used algorithms. 

One may group the used algorithms into the following 
clusters: tree based modeling, artificial neural networks, 
Bayesian modeling, Gaussian modeling, instance based 
algorithms, rule based approaches, models based on the 
different fitting functions, support vector modeling and 
fuzzy rules. 

Decision tree based algorithms. Such kind of models 
is based on a tree-like graph structure. The main advan-
tages of such models are that they could be understand-
able for people and properly explained by Boolean logic. 
The majority types of decision trees based on recursive 
procedure, where on each iteration the entropy of every 
attribute using the data set is calculated; the data set is 
split into subsets using the attribute for which entropy is 
minimum; a decision tree node containing that attribute is 
created and recourse on subsets using remaining attrib-
utes. The standard ID3, C4.5 and M5 algorithms for deci-
sion tree building as well as the tree structure with logistic 
regression (LMT) and naïve Bayes classifiers (NBTree) at 
its leaves, in addition a random tree and a forest of ran-
dom trees model were applied for ER and SI problems. 

Rule based algorithms based on transformation from 
decision trees to rules. The most of such models grow the 
decision tree and produce logic rule from the best leaf. 
The baseline RIPPER algorithm for the growing rules, the 
hybrid algorithm of the decision table and Naïve Bayes 
classifier (DTNB) as well as the C4.5 and M5 rule grow-
ing algorithms were used in the study. 

Artificial Neural Networks is a class of algorithms 
based on structural and functional modeling of human 
brain. Such algorithms are capable to solve difficult tasks 
of modeling, prediction and recognition. The state-of-the-
art multi-layer perceptron (MLP) and neural networks 
designed by evolutionary algorithms (AutoMLP) were 
applied for the classification tasks. 

Bayesian modeling algorithms based on the Bayesian 
theorem. The simple Naïve Bayes classifier and Naïve 
Bayes classifier with a kernel function as well as Bayes 
Network were applied to the problems. 

Support Vector Machine (SVM) is a supervised learn-
ing algorithm based on a construction of a hyper plane or 
set of hyper planes in a high- or infinite- dimensional 

space. These models can be used for a classification, re-
gression and other tasks. 

Function fitting is a class of algorithms assumes that a 
model has some structure and the main task is to figure 
out the appropriate parameters of that structure. For in-
stance, the linear regression model assumes that a data set 
is linearly separable in the feature space. A multinomial 
logistic regression is also based on the logistic function 
and generalizes a simple logistic regression by allowing 
more than two discrete outcomes. These algorithms as 
well as the Pace regression were applied for the modeling. 
The PLS classifier is a wrapper classifier based on the 
PLS filters which is able to perform predictions. 

Lazy (or instance based) algorithms use only in-
stances from a training set to create a class hypothesis of 
unknown instances. Basically they use different types of 
distance metrics between already known and unknown 
samples to produce a class hypothesis. The well-known k-
Nearest Neighbors (kNN) algorithm uses the Euclidian 
metric, whereas the K-Star algorithm uses the Entropic 
based metric. 

Fuzzy rule algorithms based on fuzzy logic and lin-
guistic variables. This approach has a number of advan-
tages, because they could deal with uncertainty, noisy and 
subjective data. It also could take a subjective experience 
into account. In this study Mixed Fuzzy Rule Formation 
algorithm was used for numeric data labeling. 

Note, that some of the used algorithms can deal only 
with binary labels or could provide just regression pro-
cedure. Well-known one-against-all approach has been 
applied in the first case and classification by regression 
procedure (max of corresponding output) in the second 
one. 

In order to evaluate the performance of the described 
algorithms the following systems were exploited: Weka 
[15], RapidMiner [16] and KNIME. Some additional al-
gorithms were implemented in C++ and MATLAB pro-
gramming languages from scratch. 

Evaluation Results. This section demonstrates 
evaluation results. All data from each corpus had been 
parameterized before they were split into training and test 
partitions (0,7 vs. 0,3 correspondingly). The best algo-
rithm for the ER task was the Gaussian Process (the high-
est average recognition accuracy over all corpora) which 
slightly outperformed decision tree with logistic regres-
sion at its leaves. The logistic regression, PLS classifier, 
linear regression and multi-layer perceptron also achieved 
a high value of recognition accuracy (see fig. 2). 

The five best algorithms for the speaker identification 
task (see fig. 3) were multi-layer perceptron (the highest 
average identification accuracy over all corpora), decision 
trees with logistic regression at its leaves, functional trees, 
neural networks designed by evolutionary algorithm and 
k-nearest-neighbors algorithm. 

Conclusions and future work. The study has re-
vealed the most appropriate algorithms for emotion rec-
ognition and speaker identification tasks from speech. 
Evaluations have been conducted using cross-corporal 
and multi-language approach so the results can be as-
sumed to be representative. 
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It is evident that the classification accuracy strongly 
depends on the amount of speech data for each class. 
Therefore, a high level of accuracy was achieved for the 
PDA and SAVEE corpuses and the low one for the VAM-
Video and Let’s Go  databases (see Number of classes and 
Class level duration columns for the corresponding 
corpora in table 1 and table 2). 

In the study we have used one average feature vector 
for each speech signal (machine learning algorithm 
applications in the static mode). Such approach has some 
advantages and the main one is the execution time of a 
feature extraction procedure. Using this approach, such 
procedures like the ER and the SI can be deployed in real 
time. 
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Fig. 2. Emotion recognition accuracy over all corpora 
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Fig. 3. Speaker identification accuracy over all corpora 
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Our future direction is the investigation of the 
machine learning algorithm applications in the  dynamic 
mode. In this case the feature vectors are extracted 
consequently every short period of time (for example each 
0,01 sec.). Moreover, speaker specific and gender specific 
information should be used in order to improve the 
emotion recognition accuracy from speech. The emotion 
recognition accuracy (as well as a SDS’s performance in 
general) might be significantly improved by training of 
the speaker specific emotional models and using gender 
specific information as well. The next step is the 
exploitment of the best algorithms for emotion 
recognition and speaker identification from speech in 
order to build a speaker dependent emotion recognition 
systems. 
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In this paper we describe and investigate the two-steps system sorting out inappropriate words in searching of simi-
lar words in the lexicon for automatic concatenation of Russian sub-word units. This two-steps system consists of com-




