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Automatically deriving the quality of a Spoken Dialogue System is an important task for both assessing dialogue
systems and improving them. Work on automatic quality estimation for each system-user-exchange further holds the
opportunity of using this quality information for online-adaption of the dialogues. The Interaction Quality paradigm is
the first metric holding those features. Hence, this contribution gives an overview over the Interaction Quality para-
digm and reviews recent estimation approaches. Furthermore, it renders drawbacks of the current approaches and
proposes further directions in order to improve the estimation accuracy.
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Asmomamuueckoe usgneueHue Kauecmaa peuesoll OUAI02080l cucmema A8A8emcs 8ax}CHOU 3adayell KaxK 018 OYeHKU
0Uano208bIX cucmem, maxk u 018 ux yayuwenus. Paboma asmomamuyeckou oyeHKu Kawecmea OJid Kaxncoo2o obmenda
MedHcOy CUCMEMOUL U NONb308aAMeNeM OAém BO3MONCHOCHb UCNONb306AHUSL UH(OpMayuu 0 Kavecmee Osi a0anmayuu
ouanoza 8 pesicume peanvbho2o epemenu. Ilapaouema xavecmea 63aumoOelicmeuss — Mo nepeds. Mempukd, Komopas
MOdicem codepaicams maxue ceotcmea. Jfaemes 0630p napaduemvl Kauecmsa 63aumo0eiiCmaus i Cyujecmayiouux noo-
X0006 K oyeHKke Kavecmea. Janee paccmampuaromes HeOOCMamKu CyWecmeyouux nooxo008 U Npeoiazaromes Ha-
npasierus O1s OabHetule20 YIyYueHUs NPoYecca OYeHKU Kauecmed 63aumo0etiCmausl.

Knrouesvie crnosa: peueeas 0Uano208as cucmema, OYeHKa ouanoaa, MauwuHHoOe 06yueHue.

Spoken Dialogue Systems (SDSs) play a key role in de-  of Interaction Quality including a controverse discussion.
signing a human-machine interface to be natural as speech ~ Finally, Section 4 concludes by outlining important futur
is one of the major channels of human communication. directions.

Assessing the quality of such SDSs has been discussed Interaction Quality. Information about the quality
controversially in recent years. First work on deriving sub-  of the interaction between humans and an SDS may be
jective metrics automatically has been performed by used for several purposes. Besides using it to compare
Walker et al. [1] resulting in the PARADISE framework, different systems, it may also be used for improving the
which is the current quasi-standard in this field. Briefly dialogue design itself. PARADISE provides quality val-
explained, a linear dependency is assumed between dia- ues on the dialogue level which allows for general opti-
logue parameters and user satisfaction to estimate qualita- mization of the dialogue in an offline fashion. Unfortu-
tive performance on the dialogue level. nately, this paradigm is not usable for online dialogue

As PARDIES does not allow for exchange-level qual-  optimization where the dialogue system adapts to the
ity measures, Schmitt et al. introduced a new paradigm current quality of the dialogue. Ultes et al. [3] identified
called Interaction Quality (IQ) [2]. Based on interaction several requirements for a quality metric to be suitable
parameters, a statistical model is created to derive 1Q  for the task of automatically deriving the quality of an
automatically for each exchange. By that, it is possible to  ongoing dialogue using statistical classification ap-
use the quality information for automatic adaption in  proaches. Among those requirements are, e.g., exchange
spoken human-machine dialogues [3]. In this level quality measurement and automatically derivable
contribution, we will present an overview of work using features. The Interaction Quality (IQ) paradigm intro-
IQ recognition. Furthermore, we will discuss the different duced by Schmitt et al. [2] offers both. It is based on
approaches and propopse futer directions. features which are derived from the three dialogue sys-

In Section 2, the initial work by Schmitt et al. is tem modules Automatic Speech Recognition (ASR),
presented defining Interaction Quality. Following that, Natural Language Understanding (NLU), and Dialogue
Section 3 presents further work on automatic recognition = Management (DM).
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Fig. 1. The three different levels of interaction parameters
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Fig. 2. Process for Interaction Quality estimation according to Schmitt et al. [2]

Parameters from the ASR module are, e.g., the confi-
dence value, from the NLU module the semantic interpre-
tation of the user input, and from the DM module infor-
mation about the system action being a reprompts or an
attempt to elicit common ground.

Moreover, these interaction parameters are designed
on three levels: the exchange level, comprising informa-
tion about the current system-user-exchange, the dialogue
level, comprising information about the complete dia-
logue up to the current exchange, and the window level,
comprising information about the n last exchanges. This
is illustrated in Figure 1. A complete list of features can
be found in [4].

Schmitt et al. [2] tackled the problem of automatic es-
timation of the IQ using a Support Vector Machine
(SVM) [5] as statistical classification algorithm. Hence,
they regard the problem as estimating five independent
classes. The general process applied by Schmitt et al. for
1Q classification is illustrated in fig. 2.

Dialogues between users and a dialogue system are
recorded and logged. These logs are then analyzed by
experts who apply quality ratings manually for each sys-
tem user exchange on a scale from five (satisfied) to one
(extremely unsatisfied). Furthermore, each exchange is
annotated by three different raters. By following labeling
guidelines, a certain degree of consistency between the
raters is achieved still allowing enough freedom for indi-
vidual ratings. For each exchange, a final rating is calcu-
lated by taking the median of the three expert ratings. The
recordings, the logs of the dialogues and the correspond-
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ing labels have been published under the title LEGO cor-
pus [4].

Using the final quality rating as target variable for the
classifier and using the previously presented interaction
parameter as features, Schmitt et al. achieved an un-
weighted average recall (UAR) of 0.59. The UAR is de-
fined as the arithmetic average of all class-wise recalls
thus eliminating the effects of unbalanced data.

While it can be argued that user ratings should be pre-
ferred over expert ratings as only real users of the system
can truly give an opinion about its quality, asking user
directly holds some drawbacks as they can be considered
to be collected more expensively. Furthermore, expert and
user ratings are quite similar so that expert ratings can
easily function as a good replacement for user ratings, cf.
Ultes et al. [6].

Approaches on Interaction Quality Recognition.
Schmitt et al. are the first to achieve acceptable results for
quality estimation of SDSs on the exchange-level. Using
their ground work, further approaches have been investi-
gated analyzing more aspects of IQ recognition and pur-
suing an improvement of interaction quality.

Markovian Approaches. The approach by Schmitt et
al. has a major drawback: there, all exchanges are consid-
ered to be independent of each other. However, there is a
temporal link between the exchanges of one dialogue. To
overcome this, Ultes et al. [7] replaced the SVM with two
classification models inherently taking into account tem-
poral dependencies.
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Fig. 3. Two-stage IQ classification using error correction

They applied a Hidden Markov Model (HMM) and a
Conditioned Hidden Markov Model (CHMM) for estimat-
ing the target variable Interaction Quality based on interac-
tion parameters. For applying a multi-class problem for the
HMM, a model was instantiated consisting of five hidden
states where each state was statically linked to one of the
five quality classes. As the CHMM inherently provides
class probabilities, no linking was necessary. Optimizing
the state number resulted in a CHMM with nine hidden
states. Both models used GMMs for modeling the observa-
tion probability. Unfortunately, both algorithms could not
outperform the SVM baseline achieving only an UAR of
0.44 for the HMM and 0.39 for the CHMM.

A further approach by Ultes et al. exploiting the tem-
poral character of the exchanges resulted in the Hybrid
HMM approach. Here, they used static classifiers like an
SVM or a Rule Learner trained in accordance to Schmitt
et al. However, along with the classification results, also a
confidence score for each quality class was computed.
Adopting the HMM approach mentioned above, they used
these confidence scores as observation probability achiev-
ing an improvement compared to plain static classifica-
tion of up to 5% relative improvement.

Hierarchical approaches.

A total different approach to Interaction Quality Rec-
ognition has been presented by Ultes et al. rendering IQ
recognition in two stages (figure 3).. In stage one, regular
IQ recondition is performed. The resulting hypotheses are
then compared with the reference 1Q values and an error
is calculated. A second classification model is then used
in stage two targeting the error. There, the hypothesis of
stage one is used as additional feature. They achieved
relative improvement of SVM classification of 4.1 % in
UAR and 0.5 % for Rule Induction. Again, the absolute
performance for Rule Induction was much better than for
SVM classification. Discussion. It is notable that for all
tested approaches, Rule Induction performs best. Superfi-
cially, this might indicate that the problem is not very
hard and therefore simple rule defining is sufficient. If we
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take a deeper look, the situation is different though. Rule
Induction results in a big number of rules: In an example
applying 6-flod cross-validation, 311 rules cover 5312
exchanges averaged per fold. This results in an average of
17 samples handled with one rule. Moreover, only 22
rules per fold cover more than or equal to 30 exchanges
while 289 cover less than 30 exchanges. This shows that
there are a high number of rules which cover outliers. One
reason why this is not covered by the SVM might be that
during SVM training, those are “pruned” for generaliza-
tion reasons.

Analyzing the rules in order to get a better view on IQ
itself does not reveal any new information. The only two
conclusions which can be drawn are, first, that exchanges
at the end of the dialogue (long dialogue duration) and
exchanges with a lot of preceding reprompts have gener-
ally a low IQ value. Second, exchanges belonging to the
beginning of a dialogue, which have little preceding re-
prompts, or which have a high ASR confidence have a
good IQ value in general.

An important issue regarding the Interaction Quality
paradigm lies in the data. Until now, only one dataset has
been analyzed based on Let’s Go. Furthermore, it consists
of many domain-specific parameters. While some of the
more recent approaches removed parameters which
strongly depend on the domain, the resulting set is still
not completely domain independent. In order to be able to
establish 1Q as a general tool for evaluating and adapting
Spoken Dialogue Systems, it is imperative to extend its
analysis to other dialogue domains.

Conclusion. In this paper, we presented a review of
the Interaction Quality metric for assessing Spoken Dia-
logue Systems on the exchange-level. While several ap-
proaches have already been tried, still some shortcomings
exist. First of all, the selection of parameter is very do-
main-specific. While recent work removed most of those
parameters, it still has to be shown that the IQ metric also
works for other domains. Furthermore, while previous
work regarded the problem as a classification task, the
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suitability of applying regression methods for IQ estima-
tion may be analyzed regarding it as estimating a continu-
ous mathematical function. Finally, Conditioned Random
Fields have shown to work well for sequence tagging. As
this is related applying an 1Q value to each exchange of a
sequence of exchanges, those may also increase 1Q rec-
ognition performance.
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ON THE CONCEALMENT OF TRANSMISSION ERRORS FOR DISTRIBUTED
SPEECH RECOGNITION SYSTEMS
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The client-server speech recognition systems face the challenge to provide consistent performance over diverse
channel conditions. It is therefore necessary to develop methods which could anticipate the effect of the transmission
errors. In this paper we consider an error mitigation approach which does not modify the original data, instead it tries
to reconstruct lost information at the receiver via interpolation of successfully transmitted features. Using the packet
identification number the DSR server is able to decide unambiguously which packets were lost and which were closest
packets received without error. With correctly received packets before and after the burst, error mitigation module can
interpolate missing features.

Keywords: distributed speech recognition, transmission error mitigation, interpolation.

O COI'VIACOBAHMMU OIIUBOK MMEPEJAYHA B PACIIPEJEJTEHHBIX CUCTEMAX
PACIIO3HABAHUS PEUN
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B knuenm-cepgepruix cucmemax pacno3HA8aHus peyu cmoum 3a0aia obecneuums nocie008amenvhyo pabomy 6
PA3TUYHBIX YCIOBUAX KAHANA nepedadu Oannvix. Takum obpasom, HeobXooumo paspabomams memoobl, Komopuie no-
3601151 CHU3UMb 3hexm owubox npu nepedaye OanHvlx. B dannou pabome paccmampusaemcesi nooxoo Osi canadicu-
8aHUA OUWIUOKU, KOMOPbIU He USMEHAem UCXOOHble OAHHbIE, BMECINO dM020 OH CMAPAemcs 80CCO30AMb NOMEPAHHYIO
uHghopmayuio 6 npuemMHuKe ¢ NOMOWbIO UHMEPNOTAYUU YCHeWHO nepedannvix @yukyuil. Mcnonw3ys nomep nakema
udenmuuxayuu cepgepa DSR, ModcHo 00HO3HAUHO peuiumb, Kakue nakemsl OblIU NOMePAHbL, U Kakue Oaudice K noJy-
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