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An informative attribute selection problem is considered. The problem is solved with the hybrid self-adjusted
evolutionary algorithm. The algorithm is used as an optimization method of bandwidth parameters in kernel regression.
The algorithm is experimented on the test function with various dimensions. Reliability depends on the dimension
function which is also presented. The results of the hybrid self-adjusted algorithm are presented too.
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OTBOP UHOOPMATHUBHBIX NPU3HAKOB C IOMOIIBIO T'NBPUJTHOI'O
CAMOHACTPAUBAIOHIEI OCS1 9BOJIOHUOHHOTI O AJITOPUTMA OITUMHU3AIIMNA
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Cubupckuii rocy1apcTBEHHBIH a9pOKOCMUYECKUN YHUBEPCUTET UMEHH akajeMuka M. @. PemeTneBa
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Paccmampusaemcs 3a0ava ombopa ungopmamusHvlx npusHaKos. 3adava peuaemcs ¢ nomMowbio 2ubpUOHo2o ca-
MOHACMPAUBAIOWE2OCS IBOTIOYUOHHO20 ANROPUMMA, UCTIONL3YEMO20 6 Kayecmee Memooa Onmumu3ayuy Ons onpeoe-
JIeHUs. ONMUMATLHBIX 3HAYEHUL NapamMempos pasmblmus Henapamempuieckoll oyenku peepeccuu. Ilpedcmasnensi uc-
C1e006aHUs P PHEKMUEHOCU NPUMEHEHUA PACCMAMPUBAEMO20 AN2OPUMMA HA MECHOBbIX 3A0a4ax pasiudyHou pas-
mepuocmu. Ilokazamvl noyyeHHvle 3a6UCUMOCU IPDEKMUBHOCTNU NPUMEHEHUS PACCMAPUBAEMO20 Memodd Om
pasmeprHocmu 3aday. I[Ipodemoncmpuposana 3¢pexmuenocms npeonazaemozo nooxooa K CamoHaAcmpolKe 38010YU-

OHHbIX AJI2OPUMMOE.

Kniouegvie cnosa: ombop ungopmamusHbvix npusHaAKos, HenapamempuiecKkdsi OYyeHKa peepeccu, 2eHemuyeckutl a-
20pumm, SUOPUOHDLLI CAMOHACMPAUBAIOWULICS 2EHEMUYECKULL ACOPUMM.

1. Introduction

Processes in technical and organization systems are
described with many attributes. But using of non-
informative attributes in model is negative for research.
And so processing with real data should start with
selection of informative attributes.

The informative attribute selection problem is well-
known. There are many classical methods for solving this
problem (Factor analysis methods, Principal component
analysis) [1]. But these methods usually have limitations
in practice, i. e. principal component analysis can be not
appropriate for processes with strong nonlinear relations
among variables. And now new methods are investigated.

Informative attribute selection problem is solved by
regression models in this paper. They base on Nadaraya-
Watson nonparametric estimation (kernel regression) [2].
This estimation has advantages: the method does not need
to search a structure of a mathematical model of the
process and it can be applied for processes with nonlinear
relations among variables.

Nonparametric regression estimation (Nadaraya-
Watson kernel regression) depends on parameter
“bandwidth” (see section 2). And so successful at using of
kernel regression comes to optimization problem. If
kernel regression is used for multivariable function, it is
necessary to select bandwidth for each variable. Using of
classical optimization methods is difficult. This problem
has non-analytical form and high dimension. One of the
possible methods for this optimization problem may be
evolutionary algorithm [3]. In paper it is proposed to use
genetic algorithm. In this case individuals are binary code
representation of the vector of bandwidth parameters at
nonparametric regression estimation. Fitness function is
average error of the nonparametric regression estimation
for test sample.

Idea of informative attribute selection bases on one of
the properties of non-parametric evaluation. Bandwidths
of non-informative attributes trend to high values (see
section 2). And so high optimal (suboptimal) value of

bandwidth means low information content of the relevant
attribute.

It is necessary to notice that genetic algorithm has
disadvantage because reliability of genetic algorithm
greatly depends on algorithm settings. And experienced
researcher need to spend a lot of time to select effective
settings, so it is necessary to use self-adjusted algorithm.
In paper it is proposed to use hybrid self-adjusted genetic
algorithm.

This work is outlined as follows: Information about
kernel regression is presented in section 2. Information
about genetic algorithm and algorithm setting is
introduced in section 3. Experiments are described in
section 4; results of algorithm running are discussed in
section 4 too.

2. Kernel regression

Let’s us consider Nadaraya-Watson kernel regression.
The kernel regression is a non-parametric technique in
statistics to estimate the conditional expectation of a
random variable.

Let (xy, x5, ..., x,) be a vector of variable values, y be a
regression value, N be a training sample size. Non-
parametric regression estimation for variable vector
(1, x2, ..., x, ) looks like (1):

Zyi-lilq)(xjc_,xj
- j : (1)

n i=1 j=1
yx)=——

S [1o|

i=l =1
here ¢; is bandwidth parameter, @(...) is kernel function
(weighting function). Quality of regression estimation
does not depend on selection of kernel function
significantly. This choice is determined by requirements
of estimation differentiability. Triangular is one of the
common types of kernel functions:
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Quality criterion is used for assessment regression
estimation. In paper quality criterion is mean-square error

@)

1 &, 2
W= 2.00-n), @
t =l
here N, is an exam sample, y; is regression value (from
exam sample), ), is estimation of regression value

(calculated by kernel regression).

Problem of non-parametric regression estimation
construction comes to selection of the best values of
bandwidth parameters c¢;, i. e. to minimize quality
criterion I with bandwidth parameters c;.

It is necessary to notice optimal bandwidth parameter
¢; is increasing for non-informative attributes [4]. If ¢;
trends to infinity (¢; —o0), argument of kernel function
@(x;) trends to zero, and ®(0) = 1. In this situation kernel
regression (1) does not depend on variable value x;.

3. Hybrid self-adjusted genetic algorithm
for optimization of bandwidth parameter

Optimization of the bandwidth parameters is
complicated problem because the problem has non-
analytical form and dimension can be high. So an
appropriate tool for such problem solving can be genetic
algorithm.

Genetic algorithm is a stochastic optimization method
of direct search. And so this algorithm is wide
applicability. And genetic algorithm can process with
complex discontinuous implicitly defined function. This
optimization method copies evolution processes and uses
idea of collective learning. Population is a set of
individuals. Each individual is point of search space and
takes part in collective learning. Individual has fitness
calculated with value of criterion function (quality
criterion). Genetic algorithm has stages such as generation
formation, selection, crossover, and mutation. Individuals
compete with other individuals in the population for
transmission of its genetic information to the next
population (selection stage). Selected individuals are
parents for creating new offspring-individuals (crossover
stage). In our case individuals are binary code
representation of the vector of bandwidth parameters at
nonparametric regression estimation. Fitness function is
average error of the nonparametric regression estimation
for train sample.

There are various selection types (proportional, rank,
tournament), various crossover types (two-point, one-point,
uniform), and various mutation types (week, average,
strong). It means there are many combinations of
algorithm settings.

Genetic algorithm greatly depends on algorithm
settings. There are no universal settings because genetic
algorithm realizes two strategies. First strategy is
exploration. Aim is search of new solution areas. It is the
most valid on initial stages of search. Second strategy is
execution. It needed for improving of existing decision. It
is the most valid on final stages of optimization
algorithm. In genetic algorithm mutation realizes

exploration strategy, crossover realizes execution
strategy. Also the most effective algorithm settings
depend on function topology. And so it is necessary to
implement algorithm with self-adjusted settings during
optimization process.

Self-adjusted method is based on hybrid self-adjusted
evolutionary Gomez algorithm. This algorithm combines
genetic algorithm and evolutionary strategies [5]. So it
names hybrid method. The idea of the algorithm is as
follows: every individual has personal probability of
using each type of genetic operators. The algorithm
randomly selects combination of settings (proportional
selection) and runs with each individual in population
with personal settings. In the end of generation the
offspring is compared with its parent. If fitness function
value of the offspring is better than fitness function value
of the parent, then probability of selected operator types
are increased. Otherwise probabilities of selected operator
types are decreased. Probability of using selected operator
is evaluated with (3):

p=(1+8) p.k=1, 12,3,

if (fitness(offspring) = fitness(ind.)); 3)

Pr :(1_6)'pkak:1a 2a 3;

if ( fitness(offspring) < fitness(ind,)),
here k is sequence number of operator (selection,
crossover, mutation); p; is probability of using selected
type operator; O is a training parameter that is generated
with equally probable distribution distribution on interval
[0, 1]; offspring is new individual ind; is parent-
individual;
fitness(ind) is fitness function value of individual ind.

After that probabilities of all types of all genetic
operators are normalized. It is necessary to notice in first
population the probability of using various genetic
operators is the same.

So we wuse hybrid self-adjusted evolutionary
optimization algorithm for bandwidth parameters
optimization at nonparametric estimation regression.

4. Experiments and Result

Linear combinations of input attributes are taken as
test functions for our method:

D y(x)=0,01-x,+7-x, +5-x5;

2) ¥(x)=0,01-x, +7-x, +5-x3 +12- x4 + 8- x5 ;
y(x)=0,01-x,+7-x, +5-x3+
+12-x, +8-x5+15-x5+3-x,
y(x)=0,01-x,+7-x, +5-x; +12-x, +
+8- x5 +15- x5 +3-x7+9-xg +13,5-x,

Functions with various dimensions are examined. And
all functions have non-informative attribute (with low
weight coefficient). The aim of research is to identify
non-informative attributes.

Training sample (100 points) is generated randomly
from the interval [0, 3] with equally probable distribution
for each attributes. Test sample (100 points) is generated
randomly too for the same interval. Algorithm is tested

without noise and with noise (10 %). We use centered
noise with mean equals zero and we add it randomly with
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with equally probable distribution. Algorithm has 50
individuals for 50 generations. We tested each setting of
the genetic algorithm for each problem for 100 times.
After that we calculated reliability of the algorithm. It
means percentage of the successful runs of the algorithms.
Successful run means that algorithm found the least
important variable with the highest value of the
bandwidth parameter. We have got values of reliability
for 10 times for statistical significance of our numerical
experiments and corresponding conclusions.

Experiments were conducted at the same algorithm
resource on function with various dimensions because it
is necessary to estimate effectiveness of self-adjusted
genetic algorithm in the same conditions and fall of
algorithm reliability with increasing dimensions.

Implemented genetic algorithm runs 20 times for each
combination of settings. After that bandwidth parameters
are averaged for each attributes. In each runs the
algorithm finds non-informative attributes, mean-square
error of kernel regression with all attributes and without
each attribute is calculated. Obtained statistical data is
processed; results are presented in tables and graphs.

Previously numerical research was investigated with
all combinations of algorithm settings. Genetic algorithms
with different settings have various reliabilities on test
functions [6]. Results were averaged like expectation
value, if researcher does not know the best algorithm
settings. The most effective algorithm settings were found
with exhaustive search, and result on these settings was
saved. Fig. 1 and 2 display averaged results and result on
the best settings and with self-adjusted result.

Without Noise
1,2
1 4 |
z08 ~— ‘\_
% 0.6 \\
S04
0,2
i) T T T |

3 5 7 9

Dimension of the test function

—4—Averaged of all settings
Self-adjusted

=#—The best settings

Fig. 1. Algorithm reliability dependence
of test function dimension without noise

Obviously reliability of hybrid self-adjusted genetic
algorithm above averaged results and little below result
on the best settings. And so if researcher does not know
the most effective algorithm settings, he should use self-
adjusted algorithm. Hybrid self-adjusted genetic
algorithm does not increase running time compared with
the standard algorithm because much time is required to
calculate the fitness function and these algorithms have
the same number of fitness function calculations on the
generation.
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Fig. 2. Algorithm reliability dependence of test function
dimension with 10 % noise on training sample
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Fig. 3. Bandwidth parameter values for test function 4

You should pay attention to research result like result
of informative attribute selection problem with kernel
regression [6]. Fig. 3 and table present results of genetic
algorithm on test function 4. Fig. 3 shows the values of
bandwidth parameters. It is necessary to notice bandwidth
parameter values are increased with reducing of weight of
corresponding attribute in criterion function value. That is
to say if you make decreasing sequence of bandwidth
value, attributes is located mainly in order of increasing
attribute weight. Only mean-square error of kernel
regression without non-informative attribute may
compare with mean-square error with all attributes (see
table).

Fig. 3 and table show the final results for the different
features with the conclusion that features 1 and 7 are the
least important ones.
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Mean-square error of kernel regression
on test function 4

Without 10 %

noise noise

Mean-square error without attribute 1 96,7 128,38
Mean-square error without attribute 2 | 136,43 148,63
Mean-square error without attribute 3 | 107,71 144,03
Mean-square error without attribute 4 | 185,31 221,83
Mean-square error without attribute 5 | 128,82 152,7
Mean-square error without attribute 6 | 261,45 261,23
Mean-square error without attribute 7 98,91 129,77
Mean-square error without attribute 8 | 144,75 179,09
Mean-square error without attribute 9 | 190,72 228,52
Mean-square error with all attributes 98,07 127,98

In addition we tested parallel version of our method
for multiprocessor based on the parallelization of the
genetic algorithm (fitness function calculation). We used
multiprocessor with 2, 4, and 6 cores. And we got
following values of the computing speed-up coefficients:

1) Configuration with 2 cores: 1,81-1,85;

2) Configuration with 4 cores: 3,20-3,76;

3) Configuration with 6 cores: 3,63—4,14.

So we can conclude that our method is appropriate for
parallelization and using for multiprocessors.

5. Conclusions

So hybrid self-adjusted evolutionary algorithm is
implemented for informative attribute selection.
Reliability of its algorithm was experimented.

Genetic algorithm effectively solves optimization
problem with bandwidth parameters in kernel regression.

YK 004.6

Hybrid self-adjusted algorithm solves
algorithm setting.

So hybrid self-adjusted genetic algorithm solves
informative attribute selection problem on test functions
effectively. Also this algorithm gives some data for
analysis of information content of the attributes. The

method is appropriate for parallelization.

problem of
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PA3BUTHUE METOJIOB SKBUBAJIEHTHOI'O IIPEOEPA3OBAHMSI T'EPT-CETEM
AJISA AHAJIM3A MYJBTUBEPCUOHHOI'O TIPOI'PAMMHOI'O OBECIIEYEHUSA

. . Kosanes, M. B. Capamyz, M. B. Kapacesa, 10. A. Hypraneesa
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B Hacmoswee spems npaxmuuecku éce 6onvuiUe RPOSPAMMHbBLE CUCTEMbL AGIAIOMCS PACHpedeNeHHbIMU. AHamu3
MYTBIMUBEPCUOHHO2O NPOSPAMMHO20 obecneuenus (I10) MocHO npoooums, 0CHOBBIBASCL HA PACHPEOeTeHHbIX CUC-
memax obpabomxu ungopmayuu. Ha npumepe I'EPT-cemu, modenupyroweii nogederue cucmemsl Condor npu pacueme
3a0auu ¢ QUKCUPOBAHHOU NPOOOIICUMETLHOCTBIO 8 DENCUMAX 0e3 Pe3epeHO20 KONUPOBAHUS U MUspayuu (pexcum
Vanilla), nokazanvl sKeueanienmmuoie nPeodOPA308aHUs, NO3GONAIOUUE CYUWECMEEHHO YAPOCMUMb Cemb U 0baeSUUms
nouck nemenw. Ilpusedenvt pacuemsi, n03801A10WUE NOLYHUND BEPOSIMHOCHIHBIE XAPAKMEPUCMUKU RPUCCOCHHOU Cemu.
Onucviearomes paziudnvie pescumvl pabomolr cucmemvr Condor, npeumywjecmsa pacnpeoeieHHbix 2emepoceHHbIX

cucmem o6pabomxu uHgopmayuu.

Kniouesvie cnosa: mynsmusepcuonnoe npocpammuoe obecneuenue, I EPT-cemu, 6epoamuocmmule XapakmepucmuKu.





