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categories. For example, the word traurig (sad) refers to  relation between them was not found. For our algorithm
the categories «Affecty, «Negative emotion» and we used a small data set that also influenced the results.
«Sadness». We analyzed all the monologues, calculated  Also, these emotional words may be a subcategory of
the number of words for each category and divided them another category which was not analyzed. For example,
by the total amount of words in each monologue. By this  they may create a group of frequently-used words, or they
way we got 64 characteristics of 56 monologues. Our task ~ are formed from abstract words which show the level of
was to investigate the dependency between these intelligence in spoken utterances. This research and the
64 features and the results of the subtest «Information»,  results are preliminary; in our future work we are going to
and to find several informative features out of 64 charac-  further investigate this phenomenon, to find other
teristics. linguistic features which reflect verbal intelligence and to
We combined 4 or 5 features together, trained the non-  collect more data for more precise estimations.
parametric model and applied our method. As a result, the
category «Affection» had the largest value of the first-
order partial derivative and was estimated as a more 1. Zablotskaya K., Walter S., Minker W. Speech data
informative feature. «Positive emotions» and «Negative  corpus for verbal intelligence estimation. In Proceedings

emotions» are subcategories of «Affection» and are also of International Conference on Language Resources
relevant according to our algorithm. However, «Anger»  (LREC) 2010.
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ESTIMATION OF RADIO SIGNAL QUALITY DEGRADATION BY MEANS
OF NEURAL NETWORK AND NON-PARAMETRIC REGRESSION MODEL

In this paper we present an approach which allows us to avoid expansive and time consuming subjective assess-
ments of audio quality degradation caused by different nature distortions while transmitting and receiving of stereo au-
dio signal through the radio channel. This approach is based on the basic version of PEAQ (Perceptual Evaluation of
Audio Quality) originally developed mainly for audio codec estimation. The MOV (Model Output Variables) vector of
the PEAQ method is mapped to the audio quality degradation scale using two different models: neural networks and
non-parametric regression. The results of two independent approaches are compared.

Keywords: PEAQ, audio quality degradation, neural network, non-parametric regression.

The manufacturers of radio receivers and other radio  any high-quality reliable subjective assessments are very
equipment have to estimate the quality of the new product  expensive and time consuming it is strongly desired to
comparing to the existent equipment. Among other things have a tool for automatic perceptual evaluation of the
the common listening comprehension of the perceived audio quality degradation. This is a fundamental idea
degradation with respect to the original (reference) audio  behind the PEAQ method, as specified in ITU-R BS.1387
signal has to be taken into consideration because humans recommendation [1]. According to this recommendation
with their own listening comprehension are supposed to  the PEAQ measurement method is applicable to the most
be the main end-users of the designed equipment. Since types of audio signal processing equipment, both digital
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and analog. However, it is expected that many
applications will focus on audio codecs. Test results
obtained with the help of the PQevalAudio software,
compliant with the basic model of PEAQ [2], disagree
with the Mean Opinion Score (MOS) of the test persons.
The Objective Difference Grade (ODG) of this software
after appropriate linear rescaling is always significantly
smaller than MOS. This implies that the PQevalAudio
estimates the quality of the received (degraded) audio
signal to be permanently lower than it seems to be for
subjects from a test group. One of the obvious reasons is
that the human requirements for audio files (signals)
degraded by audio coding (recoding) are significantly
higher than the requirements for files degraded by the
entire radio transmitting-receiving process.

The output of the software is not only the final ODG
value, but also 10-dimensional Model Output Variables
(MOV's) combined using a neural network to give the
ODG value [2]. Our goal is to create a new model having
MOV’s as the input variables and to train it on the basis
of our test group subjective estimations to be able to use
the whole algorithm for automatic perceptual evaluation
of transmitted through the radio channel audio quality
degradation. We have chosen two different approaches for
MOS approximation: neural network [3] and non-
parametric regression model [4]. The performance of both
algorithms on the test set is compared and the conclusions
are presented in the corresponding section.

Alignment of Reference and Received Audio
Signals. All test audio files are divided into two unequal
parts. The smaller one consists of artificially simulated
audio signals degraded by the additionally applied noise
signals of different types, which sound more or less real
comparing to the radio noise. The second part of the test
audio material was obtained under conditions maximally
close to the real situation — the reference short audio files
were captured from various Internet radio stations with
acceptable quality which were aired at the same time
(with a small time delay) in our local area. Degraded
audio files were captured from the corresponding radio
stations in different conditions: inside the buildings and
outside, in the driving car.

PQevalAudio software assumes two input audio
signals (reference and degraded) to be time and gain
aligned. Therefore, all the files are aligned even before
the subjective assessment stage to be more accurate, when
finding the dependency between MOS and MOV's.

Variable Delay Compensation. The reference and
degraded files transmitted through the radio channel have
not only a constant delay between each other, but also a
variable delay changing through the entire audio signal.
The constant delay is calculated as a maximum value of
the cross-correlation function. The wvariable delay
compensation is an increasingly complex process. Both
reference and degraded stereo files are first converted into
monaural ones and then divided into blocks of chosen
length. For each pair of blocks the mean delay is found.
This vector is then digitally filtered by the use of the
normalized symmetric Hanning window. The result delay
vector is then linearly interpolated for each sample and
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the final dynamic shift is performed by the cubic
interpolation.

Usually the variable delay seems to have close to
linear dependency from the time. However, sometimes
due to the strong sudden noise or other distortions there
are areas of the variable delay graph, where the curve
seems to be almost randomly changing. In this case it is
recommended to approximate linearly such «unreliable»
areas using the left «trustful» data (see Fig. 1).
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Fig. 1. Variable delay between reference and degraded
files with and without approximation

In some specific cases the graph of the variable delay
seems to change randomly. It is statistically estimated that
in this case it is preferable to ignore the variable delay
vector. The recognition of such case is automatically
performed according to the acceptance threshold 0.1,
i. e. the number of «reliable» data should not be less than
10 % of all block delays data. The smaller threshold
would lead to the increasing of the average difference
between files.

Gain Alignment. As a first step the reference and
degraded stereo audio signals are converted into the
monaural files. This should take into account, that the
most of the receivers switch the audio to mono in the case
of poor radio signal. Therefore, processing on the stereo
signal may lead to a wrong gain calculation because of the
reference and degraded files difference, caused even only
by the switching to monaural signal, which can be quite
pure itself.

The gain itself is calculated as the absolute value
average of all samples of the monaural files. The sample
values of the file yielding a higher gain are linearly
reduced according to the gain difference. Then, the
proportional normalization is applied for both files.

Subjective Assessments. Aligned files have to be
estimated by the candidates from our test group. They
should listen at first the reference and corresponding
degraded audio files and then estimate the degradation of
the second file with respect to the reference one. In our
case each candidate has estimated 58 pairs of files, giving
for every pair one value from the interval [0, 10] accord-
ing to Table.

All pairs of files and appropriate MOS values are di-
vided into two sets: training set used for model creation
and the test set (10 pairs from 58). The data from the test
set are not used for modeling to be honest in evaluating of
approximation results.
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Subjective estimation scale

Grade Subjective impression

0 Program content is not/almost not understandable

2 Program content is in common understandable,
irritative noise

4 Program content is mostly good understandable, es-
pecially when concentrating

6 Noise is (always) audible, also at the usual loudness

8 Reception distortion is audible when concentrating
or at the high loudness

10 Reception distortion is inaudible even concentrating
or at the high loudness

Neural Network Training. The modified approach
for neural network training [5] by means of the genetic
algorithm [6] is used. Genetic algorithms are global
optimization stochastic algorithms which do not need the
knowledge about the function and its derivatives. Only
the values of the optimized function in the generated
points are required for optimization [7; 8].

In our approach the genetic algorithm is applied two
times within each iteration. Firstly it is used to optimize
the weights of all neural nets in the current generation.
The optimum in our case is the minimal value of the mean
squared error (MSE) between the neural network output
and the corresponding MOS values from a training set.
Secondly the genetic algorithm is used to determine the
new generation of the neural nets. In order to apply the
optimization algorithm to a network structure its binary
representation is used. The training is iterated until the
stop conditions are satisfied or the break is performed
manually.

Non-parametric regression model. Non-parametric
kernel regression of a static object allows us to build a
model of this object without any knowledge about the
structure of the dependency between input (MOV’s) and
output (MOS) variables. This model can be presented in
the form of a next function:

Zy[z]ch
®(-) is a kernel function;

p=1

y(x)=

where smoothness

¢

parameters, p=1,_n; X[i],y[i{] — input and output
variables from the training set, i = I,_S

The kernel function should satisfy certain
requirements [9] and in our case is chosen to be the

following function:

3/H1-20), iflz<1;
={( )(1=2%), if | o

0, if |Z| >1.
The only unknown parameters of the algorithm are
smoothness parameters ¢, which should be trained on the

base of the available data, minimizing Mean Square Error
(MSE):
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To minimize this error one could use any optimization
methods, especially stochastic methods aiming to find a
global minimum, e. g. genetic algorithm. It is also
possible to chose one single value of ¢ and calculate all
the smoothness parameters in the form of
¢, =c(mljclxxp[i]—ml_inxp[i]). The parameter ¢ should
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be decreased from a fixed value (for instance, ¢=0,5)
with a fixed small step until the value of the MSE starts to
increase. To get a better result the found values of
c,should be adapted. We did a post-adaptation in our

work manually; however, one could prefer a certain
optimization method.

Experimental results. As it was previously men-
tioned, linearly mapped ODG value to the interval [0,
10] tends to be significantly smaller than MOS of the
candidates from a test group (the MSE = 5,428).

The MSE of the difference between the output of the
found neural network and MOS values calculated on the
training data set is equal to MSE = 1,040 and calculated
on the test data set is even smaller MSE = 0,971. The
result approximation is at least much closer to the MOS,
than linearly rescaled ODG software output.

Non-parametric kernel regression model on the same
training data has achieved a little bit worse results
MSE = 1,091 comparing to neural network. However, on
the not-overlapping test data set the non-parametric model
performed even better (MSE = 0,910) than our neural
network. Moreover, it was found out that 6 out of the
10 sub-optimal smoothness parameters (according to
10-dimensional MOV’s) are much larger than the scale of
the data in the corresponding dimensions. This means that
these 6 input variables do not play any role in the non-
parametric model and therefore could be omitted. We
created a new non-parametric model on the base of the
reduced data size (6 variables were ignored) with the
same left smoothness parameters values (re-training of the
parameters did not bring any improvement). The result
model achieved MSE = 1,092 on the training set and
MSE = 0,906 on the test set that is the smallest achieved
error on this test set.

The results of both algorithms, rescaled ODG value
and the perceptual estimations of the candidates (MOS)
for 10 values from a test set are presented in Fig. 2. The
closer the approximation to MOS is, the better the model
is. Non-parametric regression presented on the graph uses
only 4-dimensional input data.

Conclusion and Future Directions. Either the neural
network or non-parametric regression model in
combination with the PQevalAudio software can be used
for the perceptual evaluation of the audio quality
degradation, transmitted through the radio channel. The
both approaches are obviously not as precise as the
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subjective assessments. However, they could be used for
the mean opinion score approximation.
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Fig. 2. The algorithms comparison

The non-parametric model has achieved slightly better
results on the test set. The main advantage of this model is
that we were able to exclude the insignificant features out
of the model due to the huge values of the smoothness pa-
rameters. The input parameters left in the model are:
«average block distortion», «distortion loudness», «noise-
to-mask ratio» and «windowed modulation difference».
The input parameters which were excluded from a model:
«average modulation differences», «bandwidths of the
reference and test signal», «harmonic structure of the
error» and «relatively disturbed frames». The accuracy of
the MOS approximation can be improved by the use of

YIK 681.513.5; 517.977

described algorithms trained on the considerably greater
amount of data and estimated by a higher number of
people.
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A. B. Ky3nenos, A. 1. Pyban

AJITOPUTMBI METOJA YCPEJHEHUSA KOOPJINHAT ITPU TIOUCKE
IJIABHBIX MUHUMYMOB MHOI'O3KCTPEMAJIBHBIX ®YHKIIUI

Hocmpoenvl ancopummvl HOUCKA 3A0AHHO20 KOIUYECMBA 2ABHLIX MUHUMYMOS MHO20IKCIMPEMANbHbIX (DYHKYULL
MHO2UX HENPEPLIGHLIX NEPEMEHHBIX NPU AKMUBHOM YyYeme OSPaHUYEeHUll Hepasencms. B 0CHOge aneopummos nexcum
pazbuenue 3a0aHHOU 001ACMU NOUCKA HA NOJ0OIACMU, msa2omelowue K mpedyemMbiM IA6HbIM MUHUMYMAM, U HOCIe-
OyIowull NOUCK 8 Kaxcooll HAUOeHHOU NO00OIACU YCI08HO20 2L0DAILHO20 IKCMPEMYMA HA OCHO8E AI2OPUMMOE Me-
mooa ycpeonenusi Koopounam. Pazbuenue na nodobracmu npouzeo0umcs makyice Ha OCHO8e aN20PUmMMO8 yCPeOHeHUs
KOOPOUHAM NymeMm Ux nocie008amenbHblX 3anyCcKo8 U UCKIIOUEHUEeM Yoice HAUOEHHbIX No0odaacmell ¢ NOMOWbIo 00-
NOTHUMENbHBIX O2panudeHull Hepasencms. Ha uuciennvix npumepax npooemoncmpuposana 3¢@pexmuerHocms pabomoi
aAneoOpUMMOS.

Knrouesvie crnosa: enobanvras onmumu3ayusl, ei1aervle MUHUMYMbL.

IIpu pemennn mpobIEeMBI MHOTOKPHTEPHATBHON OTI-
TUMH3AIMX 9aCTO OCHOBBIBAIOTCS HA OJJHOM M3 ITOKa3aTe-
neit 53 PEeKTUBHOCTH U MUHUMHU3HPYIOT (FUTH MaKCHMH3H-
PYIOT) €ro, a ocTajJbHbIE IOKA3aTeNU BBLICPIKUBAIOT HE
XYK€ 3aJlaHHBIX (TaK HOABJIAIOTCA OOMNOJHUTCIBHBIC OI-
paHHuYeHUs HepaBeHCTBa). B orpaHuyeHHUs HepaBEeHCTBA
BXOJAT TaKXKe PECYpPCHBIE M KOHCTPYKTHBHBIE OTpaHUYe-
Hust. [Ipy Takolf onTUMHU3aNMK HCCIeI0BaTeNsl HHTEpeCy-
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€T HE TOJIBKO IOJIOXKEHHE ITI00aJbHOT0 MHHHUMYMa BbI-
OpanHOTO TOKa3aTenss APPEKTHBHOCTH, HO M MOJIOKEHHE
Ommznexamux (0 BENWYMHE MUHHMH3HPYeMOon (yHK-
IMM) MHHUMYMOB. YKa3aHHble MHHHMYMBI Ha30BEM
TJIaBHBIMHU.

B pabote [1] npeanoskeH alroput™ MOUCKa TJIaBHBIX MH-
HMMYMOB 0€3 OrpaHMYEHHI HepaBeHCTB, B [2, c. 139-143]
ObUTM TIPOBE/IEHBI HCIIBITAHUS aJrOPUTMa Ha MPOCTEHIINX





