Becmuux Cubupcroeo 20cy0apcmeenno2o aspoKocmuiecko2o ynueepcumema umenu axaoemuxa M. @. Pewemnesa

VK 681.3

M. V. Karaseva

MULTILINGUALTECHNOLOGY. SYSTEM ASPECTS
OFITS ORGANIZATION AND USAGE

System aspects of multilingual adaptive-training technology organization and usage to train multilingual vocabulary
are considered. Information vocabulary support of the technology is presented. Its realization is directed at the architectural
layer of rules primary, corresponded to the functions of adaptive-training model and multilingual term basis.
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Adaptive-training technology is developed as a model
approach of the training problem, proposed and developed
by professor L. Rastrigin [1]. The relation between a teacher
and a learner is considered as the relation between a
controlled and controlling units. It permits to use the control
theory methods. It’s difficult to construct the precise model,
that is why it is necessary to construct the approximate model
and to adapt its parameters corresponding to a real unit (a
learner). This approach, realized for multilingual adaptive-
training technology is considered. The main applied aspect
of the technology is a practical problem solution of the foreign
vocabulary study and intensive store of the profession-
oriented vocabulary for specialists, students, working with
foreign literature or listening to lectures in foreign languages.

Multilingual adaptive-training technology. One of the
ways of foreign profession-oriented vocabulary study is to
use the algorithm of training, operated on the basis of the
adaptive model of a learner, taking into account the individual
peculiarities of memory and forgetting [2].

Formally one can present memory as a totality of a great
number of cells. Let the cell number of the native words be

K, =1tk,....k},

N
where each cell contains a native word.
When one studies the first foreign language (e. g.
English), a new number of cell to memorize new English words
is generalized as a result of the supplement of new words:

K= t{k,...k},

E
Further, associations of an i-native word (e. g. Russian)
appear with its English equivalent

When one studies the second foreign language (e. g.
German) in a period of time, new cells appear to memorize
German words.

Let’s denote a number of cells as

KG :{kl, ey kG} .

A set K, is a bit higher then a set of memorized English
words, as a number of elements K reduces depending on
the time passed after the previous memorizing.

One can see the dependence of time and memory capacity
in fig. 1. Newly memorized German words take up former
«English cellsy, which are empty by the time. The information
is transformed from short-term into long-term memory.

New associations of native words with their German
equivalents appear as well:
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ANS, i=1,..,N.

The degree of their relation varies depending on the time

of memorizing and forgetting.
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Fig. 1. Variation of the total learned information capacity while
memorizing and forgetting

Using the information multilingual adaptive-training
technology word meanings of all simultaneously learned
languages store in the same cell and fixed there at the same
time. And the time passed after memorizing is the same.
Forgetting rates could be a bit different because of the
subjective personal peculiarities, but all the rest factors will
be identical for both words [2].

So called multiple associations appear. Let’s take as an
example tripartite associations with English and German
equivalents:

The call process to a set of cells happens only once and
associations don’t conflict.

The associated parameter expressing the constraint
degree of an i-native word with its two foreign equivalents
can be presented as:

F(AVEG) 1 —e70n, (1)
where n—number of seances; v, — information perception rate:

M @)

— n
AT,

where M —memorizing capacity U ; T, —n-seance duration;

0<1<1 —loss information coefficient while memorizing.
The main components of the information-algorithmic

support of the multilingual training technology are computer

systems, realizing adaptive training algorithm and electron

frequency term dictionaries.
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The main advantages of this computer system are
mentioned below:

— word frequency is taken into account (to memorize
words more frequently used in the text);

—individual peculiarities of memorizing are granting;

— seance intervals are unrestricted;

— information amount in comparison with the total
information amount is taken into account;

— multilingual approach provides associative field
generation round memorized terms;

—forgetting rate reduction of the memorized information
while repetition is taken into account.

System aspects of multilingual technology organization.
The basis of any methodology is a system architecture as
well as certain strategies, analysis and design methods. The
architecture of modern systems is three-layered and it has
the following characteristics:

— strictly defined layers;

— formal and explicit interfaces between layers;

—invisible and protected details inside a layer.

According to the mentioned requirements system
architecture of the multilingual adaptive-training technology
is presented in fig. 2.
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Fig. 2. System architecture of multilingual technology

The three layers (data base, rules, a seance) reflect the
increase of the abstraction level of the system architecture.
The most detailed level is data base, more elevated
abstraction level is a level of rules and the most elevated
abstraction level is a level of sitances [3]. This architecture

contains a layer of rules which is a relatively new concept
directed toward a multilingual approach and corresponded
to adaptive-training model functions.

The table 1 present three-layer system architecture of
the multilingual technology according to the modern
structure methodology and its steps of development
(requirement analysis, design, realization).

So multilingual adaptive-training technology is
regulated by structural system methodology and adapted
for three-components architecture owing to the priority
of the rule layer, corresponding to the functions of
adaptive-training technology within the bounds of
multilingual term basis.

Information — term support of the multilingual technology.
To form information-term basis of the multilingual-training
technology it is necessary first of all to develop electronic
frequency multilingual dictionaries for different fields. These
dictionaries are the term basis for the developing computer
system to study foreign vocabulary. Term selection and term
frequency effect the training system. The pointed
characteristics are included into the training model and
influence the quality of training process.

So, term set, corresponding to the basis information
component of the multilingual training technology can be
described the following way:

Multilingual component = {language term 1, language term
2, ..., language term N, language frequency 1, language
frequency 2, ..., language frequency N}/

DSSD uses an analogous notation (fig. 3).

term 1

term 2
MULTILINGUAL term N
COMPONENT

frequency 1
frequency 2

frequency N

Fig. 3. Description of the basis information
component using DSSD notations

Constructs of Varnie—Orra diagrams are obvious from
the example (fig. 4). Two basis constructs of Varne—Orra
diagrams are given: hierarchy and sequence [2]. They can
be interpreted the following way: the first stage of the
multilingual technology is a seance structure selection of
multilingual components; the second stage is determination
of characteristics and requirements; the third stage is
training.

Table 1
System stages of three-layered architecture of the multilingual technology
Layers Analysis Design Realization
Seance of training Stream of seances Stream of interactive Dialogue
interaction «user-systemy

Rules Stream of processes Model of components Program
Data base Data model Data base scheme Multilingual term tables,
electronic dictionaries etc.
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Logic of data processing for multilingual technology,
defined by Varnie—Orra diagrams and supported by program
and algorithmic means is described below.

Multilingual technology usage while developing the
system of vocabulary training. We modified the approach,
proposed by professor Z. A. Rastrigin. In this case a learner
is an object of control, and a teacher or trained device is a
source of control [1].

Look at the training process scheme (fig. 5). Yis a trainer’s
state, measured by data unit; ¥’ —information about trainer’s
state got by a teacher in answer to questions U, besides U
includes the portion of training information. Purpose of
training Z* and resources R are given to the teacher.

We describe a trainer state at the n-th seance by an
ignorance probability vector:

Y =P=(p.p,", s\
where p" —ignorance probability of the i-th element a moment .
Using data of psychology in the field of memory research
we choose exponential dependency as a model:

ot
pl=pn=l-ee’, €)
where o, — rate of forgetting the i-th element at the n-th
seance; ¢ — time after last learning the i-th TI element. The
forgetting rate of each element is reduced, if this element is
given to the trainer to learn, and it is not changed otherwise:
of ifieU,,

vl F,NC ifie U, and 1 =1,
ol = 4
’ vl F,NC if ieU, and 1" =0,5, @

np- NEG .o n
y"a; F, ,ifieU,and r;” =0, n=1,2, ...,

where o' - initial value of the rate of forgetting, estimated by
the maximal probability method according to the expression

~ M —
(6),0<0'<1,(i=1,2,..,N); a=-In 1"’/[

n

X
, X—anumber

of elements unremembered from M ;y',v",y"" —parameters
defining the individual features of trainer memory, estimated

a seance structure
selection of multilingual

components
o at logical level
characteristics
and ]
requirementsts at physical level
alternative term
o row formationl
tramning —

model adaptation

by the maximal probability method, 0 <y’ <1,0<y"” <1,
0<y" <1.

An answer to tests R = (7", ") can be written as:

.
1, if there is no answer,
n

V=

i

0,5, if there is no answer at least in one language, (5)

0, if answer at right.

The effectiveness criterion O should define a level of
training. For the foreign language learning problem the level
oftraining is defined by ignorance probability of any TI element:

N
Qn = Zpl (tln )ql - mina
i=l
where p(¢") — probability of i-th TI element ignorance; g,—
a relative frequency of the element appearance in the text,
0<g<L

(6)

1 V >

where g™ =max ¢{q,, 9, q,,} — an absolute frequency of
the element appearance in the text, g, , ¢,,, ¢, — frequencies
of English, German and Russian word from the corresponding
multilingual frequency dictionary; V — text volume for

frequency dictionary.

s

Fig. 5. Training process scheme
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Fig. 4. Varne—Orra diagram for the main stages of multilingual technology.
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Tominimize Q itis necessary to include the elements of
the greatest meaning of multiplication p(#)g, because their
memorizing causes multiplication vanishing and decreases
the meaning QO essentially.

Therefore it is required to find M, maximal members of
sum in the criterion, whose indexes define TI portion. They
can be found by the rule:

n max
u =argmax p;(t; )g;
I<isN

max

uy =arg max Npi(ti”)qi ,

1<i<N, i#

()

n max
uy, =arg max p;(4;)q;
I<i<N

i=u; (j=1,2,..M,-1),

where arg max {a,} =i"is index i"O Uis index of maximal a,, it
means @, =max a, and {u,, ...,u,, } — TIportion given to the
trainer at the n-th seance.

Let 7' be the duration of the n-th seance or time for learning
aportion. We assume that time of learning the i-th element is
directly proportional to its ignorance probability. Then

2

ie{u] seems UL }
where k — average learning time of TI element at its first
presentation to the trainer; u, ..., u, —numbers of TI elements.
Parameter £ is unknown a priori and should be adapted:
kns1 =k +0 (T =T, )

where m is unmeasured coefficient of adaptation rate; T is
time spent by the trainer to learn U

The training is completed when Q is of the required level
of training 5. A number of seances # determines a duration of
training, when O <.

So, one can distinguish the following stages of the
training algorithm:

1. Check knowledge of portion TI and as a result construct
a set of answers to the test according to the expression (5).

2. Realize parameter adaptation of the model according
to the rule (5) taking into account expressions (1) and (2).

3. Correct the ignorance probability vector of TI elements,
i. e. form P + 1 according to the expressions (3) u (4) and
taking into account forgetting time after last learning tin:

o _ {Atn, ecmieU,,

' +At,,ecmigU,,n=0,1,...

M, = max

M:T,>2k
1ISM<N

bi (tl'n) s (8)

4. Calculate Q ., according to the expression (6).

(7), and present this portion to the learner taking into account
rules (8) and (9).

The authors compared proposal training modal with
already known training models. The experiment of comparison
is in the following:

—to make a plan of the experiment, sufficient to all models;

—toreceive an experimental curve which points determine
a part of incorrect answers at each stage of training;

— to estimate model’s parameters by experimental data
and theoretical training curve construction for each model;

— to estimate the proximity of the theoretical and
experimental curves by the chosen criterion;

— choice of the model, describing the training process
best.

For the experiment training models of Rastrigin, Bush—
Mosteller, Miller—McHill, Terstone, Restle and Krichevski
were chosen [1]. Theoretical training curves were constructed
for all models and collected in one diagram. The proximity
level of the theoretical training curve by the experimental
one was estimated as:

pi= % |0(n)-me) (n),
n=0
where i —model number, i=1,2, ..., 7; K=8; ©(n)— points of
the experimental curve; A @) (n) — points of theoretical
training curve, received with a help of the i-th model.

The receive results (table 2) show that multilingual-
adaptive model coincide rather well with experimental data,
so points of the theoretical training curve are closed to the
points of the experimental curve.

The training algorithm and information support has been
realized in the multilingual computer system to train profession
vocabulary «Virtual Teacher 1.0» (fig. 6), working under
Windows 9x/2000.

The system is aimed at intensive accumulation of the
foreign vocabulary and is an advanced tool for it. With a
help of «Virtual Teacher 1.0» the first version of which is
used in a practice the vocabulary of three languages can be
learnt simultaneously.

The way of the work with the system «Virtual Teacher
1.0» isin fig. 7. It is possible to use frequency dictionaries of
different fields, done according to the system format.

The system provides the opportunity to store user’s data
and to come back to an interrupted seance of training. A
training coefficient is done in real time. Having achieved the
required level a user is recommended to take the following
seance of training.

One can update dictionaries, attach new dictionaries, form

5.1f O ,, <3, then the training process is terminated; ~one’s own dictionaries. It is possible to use simultaneously
otherwise you should define TI portion U . by expression ~ a separate program module with concordance functions.
Table 2
Results of the experiment
Model number Model p

1 Multilingual-adaptive 0,124

2 Adaptive 0,135

3 Bush—Mostller 0,406

4 Miller—Mchill 0,893

5 Terstone 0,458

6 Restle 0,160

7 Krichevski 0,697
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So, a thoroughly selected complex of training programs
(e. g. a text editor, Internet browser, trivial electronic dictionaries
and encyclopedias) provides an opportunity to create
computer training environment, as an integrated mean of
foreign language study on the basis of the described system.

This paper mainly studies system aspects of a new
multilingual adaptive-training system technology. The approach
usage let use information basis, model and training algorithms
more effectively. The approach enlarges professional vocabulary
of a few foreign languages simultaneously.

The authors presented modification of training model
and algorithm, using associative parameter, which shows

the relation of a native word with its foreign equivalents.
The training algorithm has been realized in the multilingual
computer system «Virtual Teacher 1.0» to memorize
professional vocabulary. A lexical basis is a special English-
German-Russian frequency dictionary of System Analysis
for students of this specialization as well as interpreters,
specialists who deals with system analysis problems.
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M. B. Kapacesa

MVYJIbTUJIMHI'BUCTUYECKASA TEXHOJIOI'US.
CUCTEMHBIE ACIIEKTbBI OPTAHU3ALIMU U ITIPUMEHEHUSA

Paccmompenvi cucmemmule acnekmoi Opeanusayuy MyabmMUIUHSGUCMUYECKOU A0anmusHo-00yuaroujetl mexHor02uu
U ee npumeHeHue OJisl U3yUeHUsI MHOL0A3bIUHOU MEPMUHON02UYeCKOl iekcuku. [Ipedcmagieno uH@popmMayuoHHO-mepmuro-
Jlo2uueckoe obecneyerue 3motl MexHON02UU, Peanru308aHHOE C Y4emom OpUeHMAayUU Ha NEPEULHOCIb APXUMEKMYPHO20
CNLOSL NPABUT, COOMBEMCMBYIOUe20 HYHKYUIM A0ANMUGHOU MOOEIU 00YHEeHUSL U MHO20S3bIYHOM) MEPMUHONOSULECKOMY
basucy.

Knrouessie crosa: MyﬂbmuﬂuHZ@uCWlu'—teCKuuy I’lOdXIOO, aoanmuenast Man‘Jlb, cucmemuas apxumexkmypa, 4acmomHolil
mepMuHOﬂOZu'—teCKuuy cjoeape, adanmu6H0—06yuai0u4a}z MEXHON02UA.

VK 519.688
M. II. Bapsiruna, 1. B. Kupees, O. B. Cagosckas, B. M. CagoBckuit

PO PAMMHOE OBECITEYEHUE JIJISI AHAJIN3A BOJTHOBBIX IBHKEHU
B MOMEHTHBIX CPEJAX HA MHOTI'OITPOLECCOPHBIX
BbIYUCJIIUTEJIBHBIX CUCTEMAX!

st yucnennoeo uccnedoganusi OUHAMUYECKUX 3a0ad MOMeHmHOU meopuu ynpyzocmu Koccepa na mHozonpoyeccopHuix
BLIYUCTIUMETbHBIX CUCTIEMAX PA3pAOOmansl NApaiiesibHble al20pUmmbl, NPOSPAMMHASL Peanu3ayus KOMopblX GbINOIHEHA
no mexuonoeuu SPMD na sizvike Fortran-95 ¢ ucnonvsosanuem dubnuomexu nepedauu cooouwenuit MPI. TIpoecpammubiii
KOMNIEKC OCHAWEH CPeOCMBAMU CHCAMUSL OONbULUX MACCUB0E OAHHBIX C KOHMPOIUPYeMOT nomepell UHGOpMayuu, no3eos-
FOWUMU MHO2OKPAMHO CHU3UNL CEMeBO MpauK npu KONUpOSaHu (aiiios — pe3yibmamos cuema ¢ YOaIeHHO20 Kiacme-

pau caysrcawiumu 07151 KOMNAKMHO20 XPaHeHus ttuczzeHHblxpemeHuL? 6 NOCMOSIHHOU NAMSMU Komnbiomepa.

Knrouesvie cnosa: momenmmolii KOHMUHYYM, ynpycue 60.JiHbl, 6blCOK0npOu3’600um€Jlebl€ 6blUUCTIeHUA.

MowmentHas Teopus ynpyroctu Koccepa [1; 2] cnyxur
JUTSL OTIMcaHus AehopMaly MaTepHaIoB ¢ MUKPOCTPYKTY-
PO¥i: KOMITIO3UTOB, IPaHYTHPOBAHHBIX, IIOPOILIKOOOPA3HBIX,
MHUKpPOpPa3pyIHIEHHBIX 1 MUKPOIIOJSIPHBIX cpell. B oTinuune
OT OOBIYHOM TEOPHH YIIPYTOCTH B HEH HESIBHO IPUCYTCTBY-
€T MaJIBIi ITapaMeTp Cpebl — XapaKTepHbIH pa3Mep YacTHIL
MHUKPOCTPYKTYPHI, IO3TOMY MPH YUCICHHOM PEIICHUH 3a-
Jlad pacueThl HEOOXOAMMO BBITIONHSATH Ha CETKax, pasmep
s’YeeK KOTOPBIX MeHbIIIe 3Toro napamerpa. [lpu pemennn
JTMHAMHYECKHX 33/1a4 B IPOCTPAHCTBEHHOM MIOCTaHOBKeE (-
(DeKTHBHBIMHM OKAa3bIBAIOTCSl MApaUICIbHBIC aITOPUTMBI,
MIOCKOJIbKY OHH ITO3BOJISIIOT PACHpPENesTh BHIYUCIUTETb-
HYIO Harpy3Ky Me1y OOJIBIINM YUCIIOM Y3JIOB KJIacTepa,
YTO Ia€T BO3MOXKHOCTH CYILIECTBEHHO M3MEJIbUaTh PacueT-
HBIE CETKH, MOBBIIIAs TEM CAMBIM TOYHOCTH YHCIEHHOTO
peleHusI.

MaremaTn4eckas Moaesb. B Mozeni MOMEHTHO cperbl,
KpoMe MOCTYNATENbHOTO JBIKEHHUs], KOTOPOEe XapaKTepu3yeT-
Csl BEKTOPOM CKOPOCTH V, PacCMaTpUBAIOTCSI HE3aBHCHMBIE
TIOBOPOTHI YACTHI] C BEKTOPOM YITIOBOM CKOPOCTH 111, U HApSy
C TEH30pOM HAIPSLKEHUH Y, KOMIIOHEHTHI KOTOPOr0 HECUMMET-
PHYHBI, BBOJUTCS HECHMMETPUYHBIN TEH30p MOMEHTHBIX Ha-
npspkeHuit m. [ToHyro cucTeMy ypaBHEHHI MOIEIH 00pasy-
10T YpaBHEHHUS JBM)KEHUS], KUHEMATHYECKHE COOTHOILIECHUS U
00001IIEHHBIN 3aKOH JIMHEHHOHW TEOPHH YIIPYTOCTH:

pv=V-o+pg,

Jjo=V-m-2c"+ jq,

A=Vv+o, M=Vo, (1)
6 =AMJ:A)d+2uA% +2aAY,
m=B0: M)s+2yM* +2eM?,

! PaGota BeInonHeHa MpU (HHUHAHCOBOW moanepke Poccuiickoro GpoHna GpyHaaMeHTaabHbIX HccieqoBanuii (kox npoekta 08—01—

00148), KommiekcHol nmporpamMmsbl GyHAaMEeHTaNbHBIX UccaenoBanuii [Ipe3nauyma Poccuiickoit akagemun Hayk Ne 2 «HTeIUIeKTYyallb-

HBIC PIH(i)OpMaHI/IOHHBIe TEXHOJIOI'MH, MAaTEMAaTUYCCKOE MOJICTIMPOBAHUE, CHUCTEMHBIN aHAJIU3 U aBTOMaTu3anusa» u Menc;mcummvmapHoro

HHTErpaloHHoro npoekra Cudupckoro otnenenus Poccuiickoit akanemuu Hayk Ne 40.
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