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The possibility of factorial analysis application in theestimation of the state of information systems security is 

considered. The procedure of selection and classification of factors as well as calculation of factors influence on the 
resultant indicator size are described. 
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Factorial analysis is one of the possible methods of 

automated systems security analysis. This method of 
analysis allows both to establish cause-and-effect 
relations between negative events and to characterize 
them quantitatively. 

Let’s consider the application peculiarities of a 
security estimation factorial model (further a factorial 
model) in the problem of security estimation of electronic 
document management system (EDMS). At the same time 
we will introduce universality elements into the offered 
model which will allow to use it for the estimation of 
various elements of both EDMS and other automated 
systems. We will especially note the applicability of the 
offered model and the solutions found on its basis for a 
human factor estimation. 

The model description. Let there be an information 
system IS which consists of N numbers of E elements, 
each of which in its turn consists of K components. A 
component of each element in a certain period of time can 
accept х of states s with probability r: 
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where  
l ∈ [1…N].                                     (1) 

 

Let x be the quantity of degrees of a component 
freedom. It is obvious that in using a similar model of the 
system it is possible to use the method of a morphological 
box of Zwicky [1, p. 196] in various variants. At the same 
time it is possible to calculate the quantity of cause-and-
effect relations between the states of information system 
elements if we calculate them as a number of placings 
with repetitions: 
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where m is the quantity of interlinks between system 
elements components. During such calculation a number 
of assumptions was made which is necessary to mention 
as these assumptions restrict the model application range:  

– it is necessary to reduce the quantity of freedom 
degrees to some uniform value which assumes a standard 
set of states of system elements components; 

– it is necessary to provide the completeness of an 
initial set of freedom degrees of each system element 
component which assumes a certain approach to the 
choice of indicators defining freedom degrees; 

– the private function of utility should be calculated 
for each system element separately, thus resorting to 
simplification of calculations; 

– it is necessary to possess the information about 
internal connections of analyzed system elements. 
Without updating such approach is inapplicable for a 
system with incomplete information about internal 
connections. 

Let’s consider basic elements of an applied factorial 
model: 

– the private function of element E utility for 
performing the main task of IS system (further – private 
function of utility): 
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where ri
(j)(t) = pi

(j)(t)*wi
(j)(t), for i-th component in j state 

according to [2], i ∈ [1…K], j ∈ [1…x]. 
– here pi

(j)(t) characterizes the probability of unfitness 
of an element component in a certain degree of freedom 
in a certain period of time for performance of the set 
function; wi

(j)(t) is the probability of influence of the 
established security facilities on suitability of an element 
component in a certain degree of freedom in a certain 
period of time; as a whole u*(t), hence, characterizes the 
ability of a concrete element to resist the influence. The 
function f(E) essence is the calculation of an average 
factor allowing to use value u* for the security estimation 
of a system element as a whole, instead of the security 
estimation of its components characterized by values 
ri

(j)(t). At the same time it is possible to additionally prove 
the decomposition of a system element, considering it as a 
set of interconnected components, at the same time 
keeping the possibility of an inverse operation of 
decomposition into components, as it will be shown 
further in an example of use of the offered model;  

– directed graph G(V, E), representing the system 
model. Nodes of the graph–system elements – are 
characterized by pair u*(t) and Be  (average cost of 
security facilities of an element), and tree edges are 
characterized by value Δu*, which shows a utility 
correlation of the related elements; 

– the integrated function of utility of a system as a 
whole:  

  
1
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=
= ,                            (4) 

 
where N is the quantity of investigated components;            
H = {*,+, max} is a set of operations of interconnection. 
The choice of a concrete operation is defined by a kind of 
interconnection (or absence of that) of investigated 
system elements [2]. 

The following correlation can be used as a criterion 
function of risk: 
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Thereby, the utility of work in a certain period of time 
[а; b] will be equal to (according to Neumann–
Morgenshtern function [3]): 
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Taking into account (5) for an optimum configuration: 
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where, T is a set of all analyzed periods of time. 
Obviously, the offered approach can be supplemented 

with the criterion of elements connectivity for the choice 
of the system optimum structure [4] taking into account a 
prior indicator of elements pairs contents. The considered 
factorial model together with the offered function of 
utility allows to solve the problem of optimum 
distribution of resources. 

Then we will consider separate aspects of the offered 
approach. 

Selection and classification of factors. The 
functioning of any information system occurs in the 
conditions of complicated interaction of a complex of 
internal and external factors. A factor is a reason, motive 
power of any process or phenomenon, defining its 
character or one of the basic characteristics. 

There are various principles of factorial analysis [5]. 
Deterministic multiple analysis is used to perform the set 
task. 

To solve the problem of the account of all set of 
factors influencing the information, circulating in EDMS, 
we suggest breaking it into the basic components. First of 
all, for each element we will define possible states which 
it can accept, then we will consider combinations of these 
states, creating a basic model of all possible private 
functions of utility and modelling a risk function in the 
dynamics of system development on the basis of a 
minimum set of initial data. 

Usable model of an element. Let’s start with 
distinguishing the system elements components. Taking 
into account the fact that the object of this research is to 
estimate the security of EDMS whose structure can be 
rather easily described organizationally, technically and 
by means of functional-logic models, the description of 
element components becomes the primary goal which 
defines the efficiency of integrated estimation. Taking 
into account (2), we will specify the problem as the 
development of a morphological box of Zwicky satisfying 
the chosen conditions. So, in view of the definition: an 
automated system (AS) is a system realizing information 
technology of performance of the established functions 
[6] and consisting of personnel and a complex of means 
automating its activity.  

On the basis of the definition, we can distinguish four 
basic components of each AS element, namely: hardware 
(HW (fig. 1 and table, 1–ТС)), the software (SW                 
(fig. 1 and table, 1–ПО)), the personnel (P(fig. 1 and 
table, 1–Ч)) and organizational measures of information 
processing and protection (various kinds of instructions, 
regulations and orders (the OM)). 

Taking into account model restrictions let the ability 
of AS element to carry out the set functions be described 
by a static set of states: 

1. Up state (U(fig. 1 and table, 1–Р)) – a state of AS 
element component when values of all parameters 
characterizing the ability to carry out set functions 
correspond to requirements of the specifications and 
technical documentation and (or) design (project) 
documentation [7]; 

2. Down state – a state of AS element component 
when the value of at least one parameter characterizing 
the ability to carry out set functions does not correspond 
to requirements of specifications and technical 
documentation and (or) design (project) documentation. 
Let’s divide down states of AS element components into 
three categories: 

– failure (F (fig. 1 and table, 1–Отк)) – an event 
consisting in malfunction of an upstate condition of AS 
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element component after which a component of AS 
element stops functioning and demands extraneous 
intervention for restoration of normal work; 

– malfunction (M (fig. 1 and table, 1–С)) – a transient 
fault or a single fault eliminated by slight intervention of 
an operator [7]; 

– error (E (fig. 1 and table, 1–О)) – incorrect or 
incomplete performance of separate tasks of a component 
of AS element without loss of its functionality. 

Let’s set a way of a morphological box formation as 
investigation of combinations of the listed set of AS 
element components states. To estimate security it is 
necessary to define combinations which can negatively 
influence the change of a productive indicator, i. e. the 
change of an information system security state. At the 
same time to exclude the combinations which are of no 
interest for further research and don’t influence the 
change of an integrated indicator of risk or element utility 
private function we will introduce some conditions. We 
will exclude: 

– interrelations between the states of one AS element 
component as we accept that AS element component can 
be only in one state in some concrete period of time; 

– interrelation between up states of various groups of 
elements as it does not influence the element utility 
private function negatively. 

Let’s take into account the dependence on AS element 
generating state which defines technically impossible 
combinations of a morphological box states: 

– change of a state of organizational measures (OM) 
can be caused only by personnel’s (P(fig. 1, Ч and table)) 
actions; 

– “Failure” (fig. 1 and table, 1–Отк) state of hardware 
can become a cause of refusal in personnel and/or 
software, but not simultaneously; 

– if hardware is in the state of “Failure” (fig. 1                 
and table, 1–Отк) the software cannot be in “Upstate” 
(fig. 1, 1–Р) condition; 

– “Failure” (fig. 1 and table, 1–Отк) in personnel’s 
work cannot become a reason of change in the states of 
other AS elements. 

On the basis of introduced restrictions it is possible to 
define all combinations of AS elements states whose 
change can lead to the change of AS security state (fig. 1). 
The total number of such connections can be presented if 
we exclude some of them according to the conditions set 
above. 

So, we receive 128 combinations with which it is 
possible to describe all set of influences on AS element, 
using minimum initial data, that is, failure rate of AS 
element separate components. Completeness and 
reliability of the revealed connections between states of 
AS elements influencing or able to influence the 
information is reached by way of considering a set of 
states of all AS element components and, as a 
consequence, of all factors influencing all AS elements at 
all stages of information processing [2]. 

Calculation of the probability of states combination. If 
the probabilities of occurrence of each state for all 
components of AS element Psx(Ei) are known to us, then it 

is possible to represent the probability of occurrence of 
connected event Ps, as the mutual one, thus applying the 
following expression, considering (1): 

 
   s si sjP r r= , here i, j ∈ [1…x].                      (8) 

 
 

 
 

Fig. 1. The morphological box of AS element  
components states 

 
By means of (8) it is possible to calculate probabilities 

of occurrence of all 128 connections between AS element 
components states, presented in fig. 1. 

Definition of dependences between AS element 
components states. Connections between AS element 
components states can be presented in the form of 
directed graph GE, whose nodes are states of AS element 
sEi components, edges of the graph are dependences 
between them (fig. 2): 

 
 

 
 
 
 
 
 
 
 
 

Fig. 2. The graph of dependences between element  
components of an information system 

 
Having investigated the dependences of the chosen 

states on each other (fig. 2), we form a private function of 
an element utility on the basis on factors (average 
probabilities of sets of the states generated by a concrete 
component of AS element): 
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where u*Еi is a private function of utility of AS element; 
F1, F2, …, F10 are factors influencing the change of AS 
state; ∩  is a symbol of intersection if there is dependence 
between factors; ∪  is a symbol of association if there is 
no obvious dependence between factors. 
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Using methods of mathematical logic, it is possible to 
present (9) as: 

 

  *
1 2 3 4 5 6 7 8 9 10iEu F F F F F F F F F F= + + + .          (10) 

 

Modelling of investigated AS element security. To 
carry out the information risks factorial analysis it is 
necessary to present the object of research – an automated 
system – as a set of constituent elements. The better the 
model of research object is studied, the more exactly an 
integrated function of utility can be defined. Some 
standard methods of reliability theory, for example, an 
exhaustive method of states [8] can be used in this 
process. However it is necessary to remember that 
modelling the research object should be made from the 
position of integrity and systematicness, excluding 
redundant parameters which do not give any useful 
information for realization of the analysis purposes. The 
object of research should be considered from the point of 
view of logic, technical and structural schemes of 
information processing in an organization. In factorial 
analysis one can use both each scheme separately and all 
of them together, which can give fuller information for 
calculation of a resultant indicator, i. e. the risk level of 
each element of research object. Thus the risk level of 
each element of research object is represented from the 
point of view of factorial indicators (with possible 
decomposition to separate states of AS element 
components). On the basis on these data it is possible to 
draw a conclusion not only about most vulnerable 
elements, but also to point the concrete reason reducing 
the level of information safety. 

Numerical modelling of security change. Using the 
offered approach, it is possible to carry out factorial 
modelling and estimation of security of both separate AS 
elements and the integrated indicator of security and risk 
for all research object. Taking (6), (7) and the 
consequences of the specified correlations into account, it 

is possible to operate information security of an object, 
using minimum initial data. 

For example, we will consider numerical modelling of 
security level of the centre of collective access for 
organization ESDM (that is an AS element in terms of the 
model) (table), in brackets there is a final state after 
reaction of an element to introduction of the offered 
protection measures, nearby there is an initial state of an 
indicator.  

The failure rate was considered for a certain period of 
time (one operational month, that is 30 days) which was 
agreed in the course of carrying out of the analysis; 
intensity calculation was done in terms of 1 day of 
operational time of the centre of collective access on the 
basis of reports of technical support services in the 
organization. Obviously, methods of information 
protection of ESDM element, applied in this case, have 
not influenced ESDM as a whole significantly though 
they were preliminary estimated by an organization 
management (judging by their influence on concrete 
components of system elements) as effective ones. You 
can see from the example that the offered approach allows 
to specify the complex problems of ESDM element, but 
does not allow to predict sharp changes and individual 
security infringements of research object. At the same 
time the value of the offered approach is obvious both for 
the solution of operative, short-term problems of 
information security management and for modelling the 
systems of protection without taking into account the 
influence of the information security infringer 
(preliminary calculation and choice of security facilities 
and configurations which are optimal form the point of 
view of cost).  

The application of the offered approach takes into 
account cause-effect relations of processes of information 
processing which influence the level of information 
resources security. The use of factorial analysis is a step 
towards reception of objective quantitative results in 
information security management. 

 
An example of numerical modelling of AS element security 

 

Sx Рsx F1 F2  u* 
Р(ТС) 0.84(0.94) 
О(ТС) 0.06(0.03) 
С(ТС) 0.1 (0) 
Отк(ТС) 0 (0.03) 

0.0328 (0.302) 0.0567 (0.512)  

  F3 F4  
Р(ПО) 0.68(0.79) 
О(ПО) 0.23(0.09) 
С(ПО) 0.06(0.09) 
Отк(ПО) 0.03(0.03) 

0.0286 (0.0224) 0.0595 (0.0560)  

  F5 F6 F7 
Р(ОМ) 0.91(0.97) 
О(ОМ) 0.06(0.03) 
С(ОМ) 0 (0) 
Отк(ОМ) 0.03 (0) 

0.0157 (0.0123) 0.0254 (0.0227) 0.0436 (0.0421) 

  F8 F9 F10 
Р(Ч) 0.38(0.51) 
О(Ч) 0.5 (0.4) 
С(Ч) 0.06(0.09) 
Отк(Ч) 0.06 (0) 

0.0564 (0.0520) 0.0620 (0.0594) 0.0540 (0.0487) 

0.0038 (0.0030) 
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TECHNOLOGY OF PRODUCING FIBROUS STRUCTURE WIRE FROM CHIPS 

OF ALUMINUM–MAGNESIUM–SILICON ALLOYS 
 
A technological scheme for processing the scrap of aluminum–magnesium–silicon alloy in the form of friable chips 

into rods and wire is introduced. This scheme is based on the powder metallurgy methods. The characteristic structure 
and the level of mechanical properties of the produced wire are denoted. 

 
Keywords: friable chips, briquetting, combination of rolling and pressing, drawing, fibrous material, structure, 

mechanical properties. 
 
A complex composite material is implied in cases 

when wire is not made of compacted metal material. This 
material has a metal coating consisting of a hard plastic 
body and a powder core, which is a friable mixture of 
heterogeneous particles [1]. During mechanical 
processing, the metal coating is in a complex interaction 
with the powder core; this causes complex movement of 
the powder particles and their elastic-plastic interaction 
under external load. 

According to the suggested technology, making wire 
from friable fine chips (filing) of aluminum alloy АД31 
and putting it into the metal coating is not accomplished. 
The process of making the final product can be divided 
into two parts: 

– the technological scheme of producing an 
intermediate workpiece for drawing, which includes the 
preparation of chips for compacting, briquetting, briquette 
heating for extrusion, and hot extrusion for the rod of a 
specified diameter; 

– the technological process of making wire consisting 
of multiple repeated operations of drawing the workpiece 
through dies and other auxiliary operations. 

The method of chip processing in which the quantity 
of secondary raw material is quite high provides a higher 
yield ratio of metal chips in comparison with molting. 
Besides, energy consumption and harmful environmental 
impact are being reduced, which is a key issue for any 
type of industry. 

It is well known that the suitability of metal chips for 
making press-items and wire depends on the 
compressibility during briquetting. The traditional scheme 
of pressing in rigid molds for making lengthened 
briquettes of cuboids form with height to width ratio 1 
and length to width ratio 10 is not effective (such a ratio is 
determined by specific character of the equipment and the 
combination of rolling and pressing). Due to 
comparatively low briquettes density and cohesion of 
chips particles there is high probability of fillets rupture 
(breaking) during the pressing-out. 

Briquetting of chips 2 is made in molds (fig. 1) 
consisting of upper 1 and lower 4 plugs, split matrix 3 and 
chase 5 with sloping contact surfaces. The experiment 
shows that briquetting pressures for providing integrated 
briquette density of 70–80 % must not be lower than            
80–100 МPа. 

 

 
Fig. 1. The scheme of the briquette making mold  

for combined rolling and pressing 




