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Investigation of effectiveness of Particle Swarm Op-  set. Results that were obtained by using both standard and
timization algorithm was conducted by solving test con-  binary PSO were almost the same.
strained and unconstrained multi-criterion problems. The After all the investigations conducted, two real-world
maximum number of particles, which could be stored in  problems were solved: problem of formation of optimal
the archive of non-dominated solutions, was set up for investment portfolio of the enterprise and problem of
algorithm’s work. Number of particles in the archive was  formation of optimal loan portfolio of the bank. Besides,
different for all problems. For solving constrained optimi-  first problem was solved as in one-criterion definition so
zation problems was used method of the dynamic penal-  in the multi-criterion definition.
ties. When finding solutions for problems archive filled

partially. Researches showed that increasing of number of Rreferences
criterions leads increasing of algorithms’ effectiveness. ) o
So, for example, archive of the non-dominated solutions 1. Kennedy J., Eberhart R. Particle Swarm Optimiza-

was filled on the average on 20-30 % when constrained ~ tion // Proceedings of IEEE Intern. Conf. on Neural Net-
problems were solved by using standard PSO and also by ~ Works. IV. 1995. P. 1942-1948.

using binary PSO. Advantage of the standard PSO was 2. Kennedy J., Eberhart R. C. A discrete binary ver-
only in time that was spent for one program run. And sion of the particle swarm algorithm // Proceedings of the
again algorithms’ results didn’t differ significantly. Num- ~ World Multiconf. on Systemics, Cybernetics and Infor-
ber of particles and generations was about the same as it ~ matics 1997. Piscataway, NJ. 1997. P. 4104-4109.

was when unconstrained problems were solved. Solving 3. Eiben A. E., Smith J. E. Introduction to evolution-
one constrained problem, feature of which was that, there ~ ary computation. Springer, Berlin, 2003. .
was no point from Pareto set in the feasible region, re- 4. Electronic resource. URL: hitp://www-optima.

quired notable increase in population size. And in the end ~ amp.i.kyoto-u.ac.jp/member/student/hedar/Hedar_files/
points, that was obtained, were on the part of the bound- TestGO_files/Page422.htm.
ary of feasible region, which was the closest to the Pareto

III. A. AxmemoBa
PA3BPABOTKA U UCCIIEJOBAHUE DOOEKTUBHOCTHU CTAWHOI'O AJITOPUTMA OIITUMU3AIIUN

Ilposedenvt uccnedosanus r¢pgpexmusnocmu cmaiinozo areopumma onmumuzayuu (PSO) ¢ eewecmeennvimu u oOu-
HAPHBIMU YaACUYAMU NPU peuenuu 3a0ad YCl08HOU U 6e3YCI08HOU 00HO- U MHOLOKPUMEPUATbHOU onmumuzayuu. Pas-
pabomarnvl maxoice NApAIenbHble MOOUDUKAYUU 0O0UX ACOPUMMOS U PEUUEeHbl 08¢ Pealbible NPAKMUYECKUe 3a0adu.

Kniouesvie crosa: cmaH()apmHaﬂ u 6uHapHaﬂ, napajiienausm, MHO2OKpumepuaibHoCmso.
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EVOLUTIONARY ALGORITHM FOR AUTOMATIC GENERATION
OF NEURAL NETWORK BASED NOISE SUPPRESSION SYSTEMS*

We propose using neural network technology to noise suppress in information signals. Neural networks are
automatically generated and adjusted with an evolutionary algorithm. It is shown that the evolutionary algorithm
provides a reliable noise suppress system.

Keywords: genetic algorithm, genetic programming algorithm, neural network, noise suppress system.

In the modern world, there are many sources and The noise filters theoretical foundation is a spectral
receivers of information signals, such as wired and analysis, algorithmic basis is the fast Fourier transformation.
wireless Internet, different access points, a huge range of ~ Application of spectral analysis and classical filters requires
radio waves, mobile sources, etc. All these sources are  careful adjustment of the parameters set, which makes it very
sensitive to various kinds of noises and disturbances that  difficult to implement the design automation of noise
are associated with the signals mutual influence and the  reduction systems. It results into necessity of finding new
external factors influence that contributes to the approaches. One of such approaches might be the use of
mismatch of the transmission line, resonance intelligent information technologies intensively developing
phenomena, etc. [1]. the last twenty years [2].

*The study was supported by The Ministry of education and science of Russian Federation, project Ne 16.740.11.0742,
14.740.12.1341 and 11.519.11.4002.
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To date, there are several methods for noise reduction:
shielding, grounding, signal filtration, noise reduction
with adaptive filters, the signal wavelet analysis method,
etc. All of them have limitations and some disadvantages
(the requirement of a priori information about the signal
or noise, the complex technology structure, expensive
equipment, complex mathematical tools, the developers’
high qualification, etc.).

Noise reduction system should be created to relax
these restrictions and eliminate disadvantages, so that they
will not require changes in the environment, a priori
information about the signal or noise, expensive
equipment, highly qualified developers and could be
designed in an automated mode.

Evolutionary methods (EM) are able to search in a
complex space where the solution is a hierarchical
structure or a combinatorial circuit. It does not use a priori
information about the optimized function that
significantly expands the application field of such
methods. Neural network models are another famous
method of data mining. Neural networks (ANN) are able
to process large data sets, are resistant to noise, adapting
to the changing problem conditions. In this paper, we
propose the use an evolutionary algorithm for
automatically generating the neural network based noise
suppression system.

The  evolutionary  algorithm  automatically
generating neural network based noise suppression
system. The process of ANN models implementing and
preparing for work consists of two main steps: neural
networks structure selection (including activation
functions threshold values adjustment) and tuning the
neurons connections weight values. Moreover, neural
network model can be adapted by adjusting the weights
when new data would be received or problem conditions

would be changed.
Researchers seek to implement minimal neural
networks architecture. In this case, the network

generalizing properties are higher, the result obtained is
more predictable and less time is required for signal
processing. We propose to use evolutionary algorithm to
generate such neural networks, in which the structure of
the neural network is configured by a genetic
programming algorithm (GP), and the weights and
activation functions thresholds are adjusted by genetic
algorithm (GA) followed by a hill climbing method [3].

Neural network structure configuring. The terminal
and functional sets should be defined to generate the
neural network structure using genetic programming
algorithm (GP). Neurons or neuron blocks interconnected
in a certain way can be chosen as the terminal set in the
problem of generating the neural network structure. Then
the operators that combine these neurons and their blocks
in the network will be included in a functional set. The
chosen encoding method must satisfy two conditions:
insularity and sufficiency.

The insularity condition requires that the admissible
solutions would be obtained for any combination of
functional and terminal elements. Two operators can be
included in a functional set to satisfy these requirements,
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operators such as the installation of the terminal elements
in a single layer and link layers.

Sufficiency condition requires that the terminal and
functional elements are sufficient for the task. A number
of different activation functions and their combinations
are included in the terminal set to satisfy this condition.

Weights and activation function threshold values
optimization. In this paper, we use a genetic algorithm
followed by local search method for weights optimization.
Studies show that the GA focuses individuals in attraction
areas of local extremum points on the first iterations.
Local search is easier to produce with help of the
conjugate gradient algorithm. This algorithm is
comparable to the effectiveness of second-order methods
while using the first order derivative. The derivative
numerical  calculation extends this coefficients
optimization method application on the neural networks
with arbitrary structure.

Results of the study. A complete investigation of all
types of noise filtering problems formulations is not
possible in one paper, therefore studies were carried out
under following restrictions:

— the test signals are periodic harmonic signals;

— the test noise is a constant broadband noise (white
noise);

— the signal spectral analysis method is taken as a
basis for the implemented model.

After preliminary examination of existing intellectual
information technologies, it has been established that the
most appropriate technology for the initial research are
artificial neural networks because of their ability to be
automatically trained for solving the problem and to adapt
to the external influences changes.

The software environment MATLAB ® Neural
Network Toolbox™ was used for pre-adaptation neural
network technology to the noise suppression problem.

Input data for training the neural network is a noisy
harmonic spectrum of a periodic test signal. Test signal
is a sine wave with 100 Hz frequency and amplitude
of 1. Noise is broadband constant noise with average
power equal to 4.

Four neural network structures available in the Matlab
were chosen for the comparative analysis based on the
specific solved problem. The following structure neural
networks have been the chosen: a cascading direct
propagation network, an Elman network, a feedforward
network with error back propagation; an autoregressive
dynamically trained neural network.

The hidden layers number, number of neurons in the
hidden layer, training function and the neurons activation
function are varied for each structure. The comparison
results are presented in Table 1. The most effective
structures were selected on the basis of the analysis. They
are shown in bold in Table 1. Elman network and the
feedforward network with back error propagation can be
regarded as the best performance options. At the same
time the latter network has only half the training time and
a simpler structure that is significantly in terms of
practical implementation.
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Neural networks performance comparison

Network Hidden Neurons Average Average Average signal/ False positives
layers number training time, variance noise ratio, dB alarms number
number second

Cascading direct 3 10 1 0,0226 15,4 107
distribution network 2 10 1 0,0231 15,4 109

1 10 1 0,0235 15,2 116

3 15 1 0,0214 15,4 89
Elman network 3 10 13 0,0263 16 112

2 10 4 0,0223 14,8 92

1 10 2 0,0191 15,6 51

1 10 3 0,0179 16,3 53
Feedforward network 3 10 1 0,5007 -0.02 1000
with back 2 10 1 0,0221 154 91
propagation error 1 10 1 0,0226 154 94

1 5 1 0,0176 16,3 55
Autoregressive 3 5 2 0,1821 9,2 451
dynamically trained 2 5 1 0,2285 9,3 449
neural network 1 5 1 0,0555 9,9 446

1 8 1 0,0193 15,9 62

1.376 F1(S) 1.99849
X
5 Y
0.00174843~  F2(S) 1 00807

The typical network structure

Therefore, we can assume that in our case direct
distribution network with back propagation error must be
considered as the best neural network that solves the noise
suppression problem. Best Network has the following
characteristics: 1 hidden layer, 5 neurons in the layer,
bipolar sigmoid as activation function, the average
training time is equal to one second, training error is equal
to 0.01, the average signal/noise ratio is equal to 9,2 dB
before training and 16,3 dB after training, the average
variance of the processed signal is equal to 0.0179, the
number of false positives alarms is equal to 55.

The following settings were chosen for the program
system [4] generating neural networks with arbitrary
structure using the genetic programming algorithm:

1. The running time was equal to 4 generations with
20 individuals.

2. Tournament selection with three individuals was
selected.

3. The initial depth of the tree is equal three. The trees
are growing with full growth method.

The experiments established that an efficient neural
network successfully solving the noise suppression
problem can be obtained after every run. The typical
obtained structure is shown in Figure 1.

The neural network has the following characteristics:
average signal/noise ratio is 9,2 dB (before processing),
19,8 dB (after processing), the processed signal average
variance with respect to the standard is equal to 0.0163,
the false positives alarms number (signal/noise ratio is
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less than 10dB) reached 20. It can be concluded that the
automatically generated network is the most effective
because it has a very simple structure and the best results
of signal processing.

3 Conclusions

In this paper we proposed an approach to solving the
noise suppression problem based on the ANN, presented
the neural network structure automatically generated with
the help of the genetic programming algorithm, conducted
the statistical analysis of the results and substantiated the
practical application possibility of the noise suppression
neural network based method in digital communication
systems.
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3BO.JIIOIII/IOHMHI>II71 AJITOPATM JIJIA ABTOMATHYECKOM T'EHEPAIIAA
HEUPOCETEBBIX CUCTEM INOJABJIEHUSA IITYMA

Hpedﬂaeaemc;z npUMeHiAms HeﬁpOHHble cemu 6 Kauecmee cucmem nooaeieHus uyma 6 qubOpMab]uOHHblx CucHalax.
HeuvPOHHble cemu co30alomcst u Hacmpauearomcs asmomamudecKu npu nomowu 360JII0YUOHHbIX A1cOpUmmoe. Tloxa-
3dHo, 4Ymo HeﬁpOHHble cemu AGNSIOMCS HAOCHCHBIM cpedcmsozw 0J151 nOOAGIeHUs wyma.
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ABOUT MULTIAGENT SYSTEM APPLICATIONS FOR SPEECH RECOGNITION PROBLEM*

In this paper we suggest two different multi agent systems for speech recognition problem. The multi agent systems
(MAS) are becoming very popular because of their flexibility and applicability to complex problems. The system
is based on functioning of different agents that forms the system and interacts with each other. The main profit of using
multi agent approach is that every agent can be described as a simple subsystem and the whole initial task can
be solved with automatic and autonomous agent actions, interactions and decision making. So the main problem can

be reduced to behavior rule base tuning.

Keywords: multi agent systems, speech recognition, intelligent agents.

Due to the increasing tasks complexity nowadays it is
a common task to choose and modify the one from the
variety of classification, modeling and control cybernetic
techniques. Since the problems are related to new applied
fields with uncommon properties the modifications of
methods for every distinct task or even seeking a new way
to solve the problem become the main problem for the
researcher. The speech recognition itself touches upon
classification, optimization, modeling problems and many
others; it means that success can be achieved via using the
complex recognition system that deals with all the proper-
ties of every task and the main problem. There are some
different ways to define the problem of speech recogni-
tion, different paradigms and theories already exist. Since
the speech recognition problem complexity and depend-
ence of the current language it was designed for there are
still no any complete solutions for the general problem.
Though there are plenty of different techniques to solve
every occurred task that is related with speech recognition
problem, the speech recognition system, actually, is not
able to achieve the desired goals. The complex system
consists of different parts and every on them requires a
great amount of calculation resources to solve its own
task with given accuracy. If the accuracy of the current
step is not achieved, the error is going to increase with
every following step and the output becomes far from the
one it should be. The dependence of processing quality
for every element in the system of the previous one’s out-

put requires a lot of resources for every current task and
the special modifications for every distinct technique for
appearing task and every distinct properties of the prob-
lem. But also there is another way to solve the complex
problem: to create the interaction between the different
elements with different goals and make their real time
communication be possible. The system that is based on
interaction of different components with different goals in
some cases can be the multi agent system.

That is why the MAS can satisfy the needs of the com-
plex system since its agents can be intelligent, they can
communicate and their goals are to find the solution of
recognition task. The benefit of MAS usage consists of
three aspects. Firstly, the interacting intelligent agents can
be simple, rather simpler than the task they are to deal with.
Only because of the interaction, the group of simple agents
can automatically solve complex tasks. Secondly, if within
the time new better techniques appear or problem definition
changes we do not need to rebuild the system, we just need
to change the related agent or build new agents for the new
goals. Thirdly, no matter what approach of recognition we
use, there would always be the task similar to every ap-
proach: noise suppressing, wave representation or model-
ing, classification and etc. In this paper we suggest to use
MAS as a decision support system.

The using of MAS in speech recognition problem was
described in general at [1] and [2], and for some specific
tasks at [3].

*The study was supported by The Ministry of education and science of Russian Federation, project Ne 16.740.11.0742,

14.740.12.1341 and 11.519.11.4002.
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