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IMPOEKTUPOBAHUE AHCAMBJIEN MHTEJJIEKTYAJIbHBIX HH®OPMAIIMOHHBIX
TEXHOJIOTUA CAMOKOH®UT'YPUPYEMBIM AJITOPUTMOM
IF'EHETHYECKOI'O IPOT'PAMMMWPOBAHUA

CamokoHnguzypupyemvlii aneopumm 2eHemuuecko20 npoepamMmuposaniis ¢ MOOUGUYUPOSAHHBIM ONepamopom pas-
HOMEPHO20 CKPeWU8aHUs, UCNONb3YIOWUM CETeKMUBHOe OdelleHIe Ha Smane peKOMOUHayuy, npuUMeHsemcs Oiia agmo-
MAMUYecKo2o hopmMuposarus ancamobnell UHMeNIeKMYaIbHbIX UHPOPMAYUOHHBIX mexHonocull. CumMeoabHble 8bIpadice-
HUsl, HeUpOHHble cemu Ul ux KOMOUHAYUY AGTAIOMCA YNeHAMU aHCamMOnell, KOmopble 2eHepUPYIOMCca maxice agmoma-
mu4ecky npu NOMOWU CAMOKOHDUSYPUPYEMO20 aNeOPUMMA 2eHemu4ecko2o npozpammuposatus. CpagHumenvHbwiil
ananuz s¢hpexmusHocmu no0xooa vl NPoseder Ha MeCMOBLIX U PeANbHbIX NPAKMUYECKUX 3a0aUaX.

Kniouesvie cnosa: eenemuueckoe npocpammuposanue, caMo-KOquuzypauuﬂ, Hel]pOHHble cemu, CUMBOJIbHAsl pecpec-
cus, aHC‘aM6./lu, asmomamuvecKoe npoekmuposanue, 3a0a4u maccud)ukauuu.
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EFFECTIVENESS COMPARISON OF ANT COLONY AND GENETIC ALGORITHMS
FOR SOLVING COMBINATORIAL OPTIMIZATION PROBLEMS*

This paper considers ant colony optimization, genetic algorithm and parallel versions of these methods for solving
traveling salesman problem.

Keywords: Genetic algorithm, Ant colony optimization, Traveling Salesman Problem, Parallelization.

One of the most interesting and topical methods for  permutation of n cities and ants chose next city using ta-
optimization problems solving are stochastic algorithms  boo-list and pheromone matrix at every stage. The same to
working with many current solutions at the same time. = GA, ACO have rather adjustable parameters: ant colony size
This paper considers ant colony optimization (ACO) [1]  (m), number of iteration, evaporation rate (p), relatively im-
and genetic algorithm (GA) [2] and also parallel versions  portance of previous search experience (o) and relatively
of these methods. These algorithms can be very useful for  importance of the distance between cities ().
finding approximate solutions of complex optimization At first efficiency of each algorithm on a test task was
problems. Both algorithms are nature-inspired optimiza-  investigated (a grid 5 on 5 cities) and regularities in de-
tion metaheuristics, where ACO is based on the behavior pendence of algorithms efficiency on its settings were
and organization of ant colonies in their search for food revealed. ACO algorithm shows the best results at the
whereas GA is based on some principals of evolution. following settings: o = 1, B = 10, pe[0.5, 0.7] and quantity

Investigation of effectiveness of ACO and GA was of ants approximately equals to number of the cities. The
conducted by solving well-known problem of combinato-  best settings for GA are tournament selection with small
rial optimization namely Traveling Salesman Problem tournament size and low or very low mutation rate. This
(TSP). Software implementation of these algorithms was ~ test task solution ACO showed better results than the GA

programmed in C++ and the library MPICH2 was used because ACO rely on distance between the cities at ini-
for parallelization. tialization and begins to work with rather a quite good

In the genetic algorithm for the TSP a chromosome is ~ route while GA begins with an absolutely random popula-
represented as permutation of the n numbers (numbers of ~ tion. Therefore, ACO requires considerably less computa-
cities). That is why some standard operations have a few tional resources on the problem with a lot of decisions.

changes, but many adjustable parameters in GA remains Therefore reliability of a}lgorithms was inves.t@gated on
such as mutation probability, the type of selection — tour- ~ ™0r¢ complex test tE.ISk with a number of the cities equals
nament selection (parameter is the size of the tourna- to 30 and called Oliver30. After the completion of algo-

ment), proportional and rank selection (linear rithms work local search was applied to the best solutions.

. . . . For both algorithms identical number of calculations,
or exponential ranking), population size and number

of generations. Solutions in ACO are also represented as namely 30 1nd!v1duals (ants) and 10000 generations (it-
erations) was given.

*The study was supported by The Ministry of education and science of Russian Federation, project Ne 16.740.11.0742,
14.740.12.1341 and 11.519.11.4002.
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Reliability was calculated by averaging on 30 runs of
algorithms. GA found the shortest route at least once for
all variants of the settings whereas ACO didn't find the
best route in all cases. The average length of a route for
genetic algorithm varied in an interval from 429.172 to
459.028 whereas for ant algorithm it is in an interval from
423.8171 to 490.5966. It means that ACO has a wide
scatter of reliability and more strongly depends on a
choice of settings. In comparison with genetic algorithm
ACO can find both considerably the best route and essen-
tially the worst at an unsuccessful choice of parameters.
Thus it is possible to say that for this task the GA works
better, than ACO because it is more constant and predict-
able for its various settings.

GA and ACO show good reliability at enough amount
of resources, but this amount and, therefore, the operating
time of algorithms grows quickly with the dimension in-
crease of the task. One of this problem solution is paral-
lelization.

Many different variants of parallelization do exist, but
this paper considers the most interesting type — Coarse-
Grained evolutionary algorithms [3]. In this case there are
some independent populations on every core of processor.
They periodically exchange a few individuals, and this
process is called migration. That is why two additional
parameters are necessary — interval of exchange and num-
ber of migrating individuals. Parallel evolutionary algo-
rithms of this type are very popular, but hard enough to
understand because the effects of migration are not fully
investigated. In this research clique topology of individu-
als exchange was chosen.

Reliability of algorithms was investigated at various
settings of parameters and at various quantities of
cores, and respectively populations. The interval between
exchanges of individuals was established on
10 generations and in each population one best individual
migrated. At increase in quantity of cores, i. e. separate
populations, reliability of algorithms didn't change essen-
tially, though some changes of reliability for various set-
tings were observed besides operating time
of algorithms was essentially reduced. Using one core
for GA takes about 30 seconds for one run, using
two cores it takes about 16 seconds, and using four ones —

about 8 seconds. For ACO these values are 0.55, 0.27 and
0.16 seconds respectively. That is parallelized algorithm
can significantly reduce the running time without reliabil-
ity loss. Thus, it is possible to say that if the migration
rate is sufficient, the parallelization of algorithms at least
doesn't reduce efficiency of algorithms. However it is
necessary to find more precisely migration rate at which
algorithms work best of all.

For a grid 5 on 5 cities with fixed quantity of re-
sources efficiency of both algorithms on 4 cores for their
various settings and the various intervals sizes of ex-
change of one best individual was considered. At increase
in an interval between migrations, reliability increased to
a certain limit, and then started to decrease. It can be ex-
plained by several facts. At low migration rate population
on the cores become almost isolated from each other and
work independently. At the same time if the migration
rate is high, there is no essential difference with one big
population. Besides there is a known principle in genetics:
favorable signs extend quicker when communities are
small, than when they are big. Thus it is possible to draw
a conclusion that parallelization essentially reduces oper-
ating time of algorithms without reducing reliability and
even increasing it if settings is right.

As a part of future plans, may be proposed search for
more effective methods of parallelization to accelerate the
work of the algorithm due to the effective interaction of
diverse populations, developing on different cores and
different topologies sharing individuals, and various to-
pologies sharing individuals.
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CPABHEHHUE YOPEKTUBHOCTH MYPABBUHOT'O U TEHETHYECKOI'O AJITOPUTMOB
ITPU PEHIEHUU 3AJAY KOMBUHATOPHOU OIITUMHU3AIIMN

Pacczwampuea%omcz anzeopumm mypaebUuHblx KOJIOHUI, 2eHemuyecKutl anreopumm u napaijliiejivHvle 6epcuu Smux me-

MOo008 071 peuterus 3a0auu KOMMUBOSIICEPA.

Krnrouesvie cnosa: cenemuueckuil ajeopumm, aicopumm mMypaebUHblx KO]ZOHLHZ, 3a0aua Kommueosdicepa, napaijieiiu-

3ayus.
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