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P. b. Cepruenko

INPUMEHEHUE METOJA ®OPMHUPOBAHUSA HEHETKOI'O KITIACCH®PUKATOPA
CAMOHACTPAUBAIOIIMMHUCSH KO3BOJJIIOIIUMOHHBIMU AJITOPUTMAMMU
B 3AJJAYE PACIIO3HABAHMUSA I'OBOPAIIET'O

Paccmampusaemces 3adaua pacnosnasanus 206opawe2o. B kawecmee ucxoonvix dannvix e3sma saoaua «Anonckue
enacuviey us UCI penosumopus. Oma 3a0aua 6ulia peuleHa ¢ UChoIb308AHUCM HEUemK020 KIACCUDUKamopa Kax me-
mooa Kiaccupurayuu, cnocobHo20 U3eNeKams NPULUHHO-CIEOCMEEHHbIE 3AKOHOMEPHOCIU U3 UCXOOHBIX OaHHbIX. Bbin
NPUMEHEH HOBbIIL MEMOO POPMUPOBAHUSL HEHEMKO20 KIACCUDUKAMOPA, CAMOHACTPAUBAIOWUMUCS KOIBOTIOYUOHHBLMU
aAneoOpuUMMamu, a UMEHHO MHO2OULA208bLIL MEMOO (POPMUPOBAHUS HEUEMKO20 KIACCUDUKAMOPA, OCHOBAHHBII HA MHO-
20KPAMHOM NOBMOPEHUU PaHee pazpabomanHo20 Memooa opmMuposaniis Heuemko2o Kiaccuguxkamopa. Bouiu npoge-
OeHbl YUCTIeHHbIE UCCIeO08AHUL MemOOad POPMUPOBAHUS HEUEMKO20 KIACCUPUKAMOPA OISl PA3TUYHO20 YUCIA 206051
WUX U PA3TUYHOO YUCILA UCNOTIb3YEMbIX HeuemKux npasuil. Memoo noxasan npuemiemyio 3ghpexmueHocms Ha mecmo-
6ot gvrbopke.: om 0,985 ons dgyx eogopawux do 0,786 0nst Oegamu.

Kniouegvie cnosa: neuemxuii Kiaccugpukamop, K0I60MOYUOHHbIU ANOPUMM, KIACCUPUKAYUSL, PACNOZHABAHUE 2080-
paweco.

© Sergienko R. B., 2012
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APPLICATION OF NEURO-FUZZY SYSTEMS IN BANK SCORING PROBLEMS*

As the generation of a neuro-fuzzy model from scratch by hand is complex and time consuming process, evolution-
ary computations are used for this. By virtue of genetic algorithms, the development of neuro-fuzzy systems is simplified
and becomes automatic. The proposed scheme is applied to well-known Australian and German Credit Approval prob-
lems. Comparison of different algorithms is given.

Keywords: neuro-fuzzy modeling, evolutionary calculations, fuzzy systems, neural networks.

Neuro-fuzzy modeling is applied to soft computing  with fuzzy rules and membership functions where neural
paradigm. It combines the advantages of neural networks  network algorithms such are used for parameters learning.
and fuzzy rule based systems. Typically, the learning phase of neuro-fuzzy modeling

While fuzzy systems implement effective approximate  consists of two stages. The first one is an unsupervised
reasoning in uncertain environment, neural networks pro- mode where any clustering algorithm could by applied for
vide efficient learning algorithms from data. Meanwhile, determination of initial size of rule base, i. e. number of
neuro-fuzzy systems chiefly represent a knowledge base  rules.

**The study was supported by The Ministry of education and science of Russian Federation, project Ne 16.740.11.0742,
14.740.12.1341, 11.519.11.4002 and the Grant of the President of the Russian Federation MK-2835.2012.9.
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Fig. 1. Chromosome coding schemes
Comparison with different algorithms
lep‘.’s}fd LR Bayesian RSM k-NN CART
Australian [ gorithm
Data Set 0.8696 0.8696 0.8470 0.8660 0.8744 0.8986
C4.5 CCEL 2SGP GP+SRF Boosting Bagging
0.8986 0.7150 0.9027 0.8889 0.7600 0.8470
Proposed LR Bayesian RSM k-NN CART
German algorithm
Data Set 0.8700 0.7837 0.6790 0.7460 0.7565 0.7618
C4.5 CCEL 2SGP GP+SRF Boosting Bagging
0.7773 0.7151 0.8015 0.7834 0.7000 0.6840

Here a competitive learning with rival penalized
mechanism is used. In comparison with other clustering
techniques (such as k-mean, fuzzy k-means, conventional
competitive learning) where a specific number of clusters
is to be set, competitive learning with rival penalized
mechanism requires a maximum number of clusters. Dur-
ing the learning procedure it will eliminate extra clusters
that are beyond the universe of discourse. After such a
stage the “rough” fuzzy rule base is established. The sec-
ond stage (supervised mode) consists in tuning of parame-
ters of membership functions. At this stage the learning
capabilities of neural networks are applied. As a rule, a
modified version of steepest descent method is used. The
drawbacks of gradient based techniques are well known.
They could be trapped in a local extremum due to a com-
plex shape of objective function, go to stagnation or, oth-
erwise, pulse. Under these considerations it is rational to
apply evolutionary algorithms as well-established tech-
nique in global multiextremal optimization. Genetic algo-
rithms are robust stochastic search procedure based
on principles of natural evolution. It possesses flexible
coding structure making it applicable to problems in dif-
ferent areas of human life. The next paragraph presents
the proposed coding schemes of bit strings in genetics
algorithms for automatic adjustment of membership func-
tion parameters.

Coding structure of neuro-fuzzy model parame-
ters. There are three main evolutionary coding structures
of fuzzy rule base while designing a system. In our case
the Pittsburgh approach was implemented where each
individual in population represents single rule base. The
developed algorithmic scheme requires only settings pa-
rameters of a genetic algorithm to be set. As for member-
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ship function, Gaussian membership functions were used.
The coding schemes are given below (Fig. 1).

Application to bank credit assignment problems.
There are two data sets concerning customer credit card
applications. The first one (Australian data set) contains
690 instances and 14 attributes and the second one (Ger-
man data set) — 1000 instances and 24 attributes. The sets
are to be classified into two classes. 10 % of instances in
every set were randomly picked out for test sample. In
Table 1 the results obtained and comparison with other
techniques are given. The results of other algorithms were
found in [1] and [2].

As it can be seen from the table our proposed algo-
rithm is comparable with well-known techniques and can
be applied to many real-world applications in different
areas of human life.

In this paper evolutionary tuning technique of a neuro-
fuzzy system is described. The method proposed was ap-
plied to Australian and German Credit Approval problems
and showed comparable results in comparison with other
algorithms found in the literature. Future work of investi-
gation is aimed at conducting additional numeric experi-
ments and solving other real-world problems.
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INPUMEHEHUE HEWMPO-HEYETKHX CUCTEM B 3AJIAYAX ITOJICUETA
KPEJUTHOI'O BAJIJIA BAHKOBCKOI'O CEKTOPA

B 8uody cnosjcnocmu u 3HAUUMENbHBIX BPEMEHHbIX 3ampam NpOeKMUpOSaHus Heupo-HeyemKux Mooenel epyuHylo
C HYNIA 8 paccMompeHue 66005mcs 3601I0YUOHHbLe anzopummbl. C HOMOWBIO 2eHeMUYEeCKUX aneopummos paspabomxa
Helpo-HeuemKux cucmem YNpowjaemca u CmaHosumcs: agmomamuyeckoi. Ilpeonoscennas cxema npumeHsaemes K us-
secmubiM 3a0auam o kpeoumax 8 Aecmpanuu u I'epmanuu. Ilpusooumcs cpasnerue ¢ opyaumu nooxooamu.

Kniouesvie cnosa: Hedpo-Heuemkoe Modeﬂupoeanue, 360JIIOYUOHHbLE 8bIUUCTIEHUS, HeYenlKue CUCmemasl, HeﬁpOHHble
cemu.
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EVOLUTIONARY DESIGN OF NEURAL NETWORKS FOR FORECASTING
OF FINANCIAL TIME SERIES

The problem of forecasting in various technical, economic, and other systems is an important problem of nowadays.
The methods of artificial intelligence and machine learning analyze very effectively various data including financial
ones. The main problem of such techniques is the choice of model structure and the configuration of its parameters. In
this paper we propose an evolutionary method for the neural network designing that does not require any expert knowl-
edge in the area of neural networks and optimization theory from the user. This algorithm has been applied to the
FOREX forecasting task of 13 different currency pairs based on the historical data for 12,5 years. The performance of
the proposed algorithm has been compared to the forecasting results of other 6 algorithms. The proposed algorithm has
shown the best performance on more than half of the tasks. On remaining tasks the algorithm yields slightly to the
multi-layer perceptron trained by the particle swarm optimization algorithm. However, the predominance of the pro-
posed algorithm is more significant.

Keywords: neural networks, evolutionary algorithms, particle swarm optimization, FOREX forecasting.

One of the expressive and pragmatic applications of for example, the type of neural network, the learning al-
artificial intelligence and machine learning is the predic-  gorithm, the number of hidden layers and neurons, activa-
tion of financial time series in various markets. The tion functions, etc.

FOREX market is the largest (about $4 trillion daily turn- In addition, the most of modern artificial neural net-
over) international currency market. According to the works have a fixed structure with the predefined types of
positive market theory there is a deterministic component  activation functions. What if the neural network with a
in the stochastic price fluctuations on the FOREX market. more flexible structure will be able to solve a problem
Therefore, using a fairly accurate predictor it is possible — more accurately?

to achieve some speculative success. In this paper we propose a method for evolutionary

Recently, an increasing number of papers present the  forming of neural networks, which on the one hand does
advantage of artificial intelligence methods and machine  not require any expert knowledge in the fields of informa-
learning algorithms over the standard econometric meth-  tion technology and artificial intelligence from the user
ods for solving the problem of financial time series pre- and on the other hand creates the neural network with the
diction. In particular, neural networks successfully cope flexible architecture that could potentially increase the
with the challenges of the financial forecasting. Thus, the  prediction quality.
most popular econometric technology for the problem of The structure of this article is as follows. Section
time series forecasting is called ARIMA [1]. However, in 2 describes the source data and its statistical characteris-
[2] it was shown that the multi-layer perceptron trained by  tics. Section 3 provides the description of the proposed
different algorithms outperforms the ARIMA (1, 0, 1) method. Section 4 describes others methods for solving
model for the problem of FOREX forecasting. the forecasting problem. The experimental setup is de-

The main problem of artificial neural networks which  scribed in Section 5. Section 6 presents the forecasting
prevents their widespread exploiting is the challenge of results of the proposed neural network technology, as well
choosing their optimal parameters for a particular prob- as the comparison to the other forecasting models. The
lem. There are many parameters to be set up by the user, conclusions are done at the end of the paper.
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