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3BOJIOIIMOHHOE ®OPMUPOBAHUE HEHPOCETEBBIX TEXHOJIOT A
IMPOTHO3MPOBAHUSA ®PUHAHCOBBIX BPEMEHHBIX PSI1I0B

Ipoeroszuposarnue 6 paznuuHblx MEXHUYECKUX, IKOHOMUUECKUX U Op. CUCMEMAX s6I51emcsl 6adicHeuuLeli 3a0ayell co-
spemennocmu. Memoovl UCKYCCMBEHHO20 UHMENNEKMA U MAWUHHO2O 00YYEeHUs. AGNAOMC dPPEeKMUSHbBIMU CPeOC-
6aMU AHATU3A 8 MOM YUce U hunancosvlx danHblx. OCHOBHOU NPOOIEMOT UCHOIB308AHUSL MAKUX MENOO08 OCMAEmCsl
CILOJICHOCMb HACMPOUKU napamempos mooenell. [Ipedrazaemcs 36010YUOHHBIL CROCOO POPMUPOBAHUSL HEUPOCEMEEbIX
MexHoNo2Ull, He MpedYIoWULL IKCNEPMHBIX 3HAHUL 8 00ACMU HEeUPOHHBIX cemell U meopuu ONMUMUIAYUY OM KOHEYHO-
20 noavzogameins. Ilpouzseden cpasHUmMenbHbIL AHAU3 NOKA3AMeNel Kaiecmed NPOSHO3UPOBAHUS NPeOTIONHCEHHOU MO-
denu ¢ OpysuMu Memooamu UCKYCCMBEHHO20 UHMEIEKMd HA UCMOpudeckux Oanuuix 13 eantommuvlx nap puluka
FOREX, 6onee uem 3a 12 nem. Ilpeonosicennulil aneopumm noKa3al HAULYHWYIO Pe3yibmMamusHoCms 0ojlee 4eM Ha
nonosune 3aday. Ha ocmanvnvix 3a0auax, aneopumm He3HAUUMENbHO YCMYNUL MHO2OCIOUHOMY NEPUERMpPOHY, 00yUeH-
HOMY CIAUHbIM AN20PUMMOM.

Knroueswvie cnosa: netiponnvie cemu, 360110YUOHHbIE ANOPUMMbL, CIMAUNBIL AICOPUMM ONMUMUZAYULU, NPOSHOSUPO-
eanue na FOREX.
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MODIFICATION OF FUZZY C-MEANS ALGORITHM WITH AUTOMATIC SELECTION
OF THE NUMBER OF CLUSTERS FOR SPEECH UTTERANCE CATEGORIZATION

In this paper we propose a fuzzy clustering algorithm, which is able to find the clusters in a data set without the
number of clusters as a user input parameter. The algorithm is based on the standard fuzzy c-means method and con-

sists of two parts: 1) detecting the number of clusters ;2 calculating the cluster partition with the obtained ¢ We
apply this method to the preprocessed database which was provided by Speech Cycle Company. The proposed algo-
rithm has been tested with optimal parameters which we have calculated on the test data.

Keywords: unsupervised fuzzy classification.

Cluster analysis consists of methods used to find the metrics for automatically determining this value. The
group structure in a certain data set. These algorithms can  general approach is to evaluate the quality of solutions
be applied to many different problems, such as image which were obtained with the different number of clusters
segmentation, data mining, the analysis of genomic and and select the value of number of clusters that originates
sensorial data, among others. A lot of different clustering  the optimum partition according to a quality criterion.
techniques have been appeared in the last few years. Clus- In this work we considered the fuzzy c-means cluster-
tering algorithms do not need knowledge about the ob- ing algorithm and developed its modification which is
ject’s group labels, thus they use unsupervised machine able to discover the number of clusters automatically. In
learning models. contrast to hard clustering methods where each object can

However, many clustering algorithms require parame-  be unequivocally assigned to only one cluster, in soft
ters which should be selected by user, i. e., the obtained  clustering (fuzzy clustering), objects are associated to all
clustering depends on some user input parameters which  possible clusters. There is a so-called membership matrix,
should be chosen for the certain dataset. The target num-  whose elements are degrees of certain object’s member-
ber of clusters or equivalents of it (such as density indica-  ship to each cluster. Fuzzy approaches are more appropri-
tors in density models) are usually required. In this re- ate to deal with the existence of polysemous words and
spect, we should consider and develop approaches, which  phrases.

can automatically detect the true number of clusters in a We have chosen fuzzy c-means algorithm and devel-
given database with no prior information about the struc-  oped its modification in order to solve the clustering prob-
ture and group labels. lem on the database provided by Speech Cycle. This data-

With the appearance of the classical clustering ap-  base consists of utterances in text form and some phrases
proaches in the 1970s, researchers like J. A. Hartigan (k- and words have different meaning in another context.
means) were very conscious about the problem of detect- This paper is organized as follows: Section 2 and Sec-
ing the correct number of clusters and proposed some tion 3 introduce the standard fuzzy c-means algorithm and
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its modification with automated choice of cluster’s num-
ber, respectively. The value of fuzzyfier parameter is de-
scribed in Section 4. We present the corpus employed in
this study in Section 5. Results are summarized and dis-
cussed in Section 6. Finally, in Section 7, we draw con-
clusions and discuss the future directions.

Standard algorithm fuzzy-c-means. In the work [1]
fuzzy-c-means algorithm has been proposed. The algo-
rithm computes the fuzzy membership matrix starting
from an initial choice of cluster medoids. The elements of

the membership matrix ;,Lﬁ denote the degree of member-
ship of each object x; to each cluster medoid 7. The
objective function Q(P) of fuzzy-c-means is
O(P) =2 2 ()" d(x;, 7).

I=1 i=1
where ¢ is the number of clusters; m is the quantity of

()

objects; d (x,-,rl ) is the dissimilarity between the object

x; and the medoid ' v is a fuzzyfier factor denoting

the smoothness of the clustering solution.

The algorithm of fuzzy-c-means consists of an itera-
tive repetition of two steps [1; 2]: (i) (re)computation of
the cluster medoids; (ii) (re)calculation of objects mem-
bership to the classes. The main procedure is iterated until
either the updated medoids remain the same or the maxi-
mum number of iteration is reached. The final solution is
obtained when the deviation of objects from the medoids
reaches the minimum.

Modified version of algorithm. The main disadvan-
tage of the standard fuzzy-c-means algorithm is that the
number of clusters must be necessarily known in advance.
In this work we present the modification of fuzzy-c-
means algorithm which automates the choice of the num-
ber of clusters. Modified algorithm must select the most
“natural” number of clusters ¢  from some range [cn,ck].
This range is defined by the user. An algorithm for solving
this problem consists of two parts. In the first part, the data-
base is partitioned into an integer number of fuzzy clusters
from range [cn,ck]. The data partitioning is carried out us-
ing the iterative procedure of the standard fuzzy-c-means
algorithm. For each partition the value of the additional func-
tional Q(x,c) for determining the number of clusters is es-

timated. ¢ is taken to be the value of ¢ that maximizes the
functional Q(x,c).

The number of clusters ¢ when the functional
reaches an extreme value is taken as the “most natural”
number of fuzzy clusters. In the second part of the algo-

rithm, the database is partitioned on ¢ fuzzy clusters
using the iterative procedure of the standard fuzzy-c-
means algorithm.

The functional for determining the number of fuzzy

clusters ¢ is constructed using the compactness hypothe-
sis [3]. The algorithm for calculating the functional value
consists of three steps:

1) Computation of the index of “closeness”, S, of ob-
jects within a cluster:
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2) Computation of the index of “remoteness”, D, of
clusters from each other:
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where d(rv,rl') is the dissimilarity between the medoid
' and the medoid ', 1 £/ .
3) Computation of the value of functional [4]:

Da
O(x,c)=1In
s° +0

“

where a, b, ¢ are the parameters that define the impor-
tance of the appropriate indices. The number of clusters

>

¢ corresponds to the partition when the functional
reaches a maximum value.
The fuzzyfier parameter. The parameter y controls

the influence of the membership matrix on the clustering.
The parameter value y can be selected in the range

1<y< o [5]. There are no recommendations about the
selection of this parameter. Many researches use y =2 in

their works.

In this work the criterion for a quantitative estimation
of the degree of partition smoothness is offered. The ini-
tial information for the estimation of smoothness is given
by the membership matrix. The algorithm for computing
the estimation consists of the following steps: (1) to de-
fine the maximum degree of membership, k;, to clusters

for all objects; (2) to determine how many objects are
assigned to each cluster on the basis of £;; (3) to calcu-

late for each cluster its fuzzy weight, w;, which is the

sum of the membership degrees of all objects to this clus-
ter; (4) to calculate the estimation of the smoothness parti-
tion using

1 c
W==>|k-w|. 3)
€=l

Figure 1 show 3 examples of the partitioning of a test
set obtained by using different values of the fuzzyfier
parameter (3 clusters, 20 binary objects in each cluster,
the dimension of attributes space is 100). For the graphi-
cal presentation of the fuzzy classification results in a
multidimensional attributes space the linear diagram is
used [5]. On figure 1, a the “very fuzzy” partition is
presented. Each object is assigned to all clusters with the
equal membership degree. A result of this classification is
unsatisfactory because there is very high level of
uncertainty associated with the assignment an object to a
cluster. The fuzzyfier parameter is equal to 3.
The estimation of smoothness partition # =11.333. On
figure 1, b the fuzzy partition is presented. Some objects
with high membership degree are assigned to only one
cluster. Some objects with the equal membership degree
are assigned to more than one cluster. Level of
uncertainty of this classification is medium. The fuzzyfier
parameter is equal to 2. The estimation of smoothness
partition W =0.542. On figure 1, ¢ the unambiguous
partition is presented. All objects are assigned to its
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cluster with a high membership degree. In results of this
classification the level of uncertainty is smallest. The fuz-
zyfier parameter is equal to 1.1. The estimation of
smoothness partition W =0.026.

The value of the estimation # depends on the fuzzy-
fier parameter y . In the process of solving fuzzy classifi-
cation problem the value of parameter y we recommend
to select in the rangel <y <1.2. In this case the value

estimation W <1. This means that each object has a high
membership degree to only one cluster.

Corpus Description. For the experiments we used
corpora data set collected from spoken language dialogue

system (SLDSs). SLDS is an important form of human-
machine communication [6].

The initial database consists of utterances gathered
from user interactions of a commercial troubleshooting
agent of the Cable TV domains.

The initial database was preprocessed (the details of
preprocessing of the initial database are described in the
work [7]). The preprocessing module consists of part-of-
speech (POS) tagging, morphological analysis, stop-word
filtering, and bag-of-words representation.

As an intermediate result they obtained the vocabulary
which is used in all utterances.
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Fig. 1:
a — the very fuzzy partition of test objects; b — the fuzzy partition of test objects;
¢ — the unambiguous partition of test objects
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Fig. 2. The values of functional for determining the number of fuzzy clusters after
implementation the algorithm on corpora data base

The processed data was then collected in an mxn
dimensional matrix of binary elements. Each row of the
matrix is an n -dimensional vector that represents an ut-
terance form one corpora caller. The elements of the vec-
tor represent the presence or absence of the respective
vocabulary elements. The quantity of utterances was
m = 2940 and the vocabulary dimension was n = 554.

In order to find the optimal parameters of the pro-
posed algorithm we have generated the binary test data-
sets. The objects of test data were chosen to be similar to
the initial database. We use the vector of words distribu-
tion through all utterances to do this. At first is necessary
to choose the values of parameters for procedure of gen-
erating test objects, such as cw is the number of new
clusters; s is the number of objects in each cluster; v is
the threshold value of the words appearance probability,
where O0<v<l1; ok 1is the threshold value of the
neighborhood objects.

The procedure of generating the test objects consists
of the following steps: (i) computation the vector of dis-
tribution words as the sum of the appropriate words
among the all utterances of the initial database; (ii) for-
mation the binary matrix of the centers of cw new clus-
ters with using the vector of distribution words and the
random number generator by following rule: if the ran-
dom number is less than the appropriate value of the vec-
tor of distribution words then appropriate element of ma-
trix is equal to 1, otherwise the element is equal to 0; (iii)
verification that the equivalent centers not were gener-
ated. If the matches are found then is necessary go back
and repeat step (ii), otherwise go to following step; (iiii)
creation the test object with using the random number
generator on the basis of the center of new cluster by fol-
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lowing rule: if the random number is more than value of
parameter vthen the current value of binary object is
equal to appropriate value of center on the basis of which
the given object is generated, otherwise the value of bi-

putation the neighborhood of test object and comparison
its value with the threshold value ok (the neighborhood
of object is the sum of discrepancies between the appro-
priate values of generated object and the center of cluster
on the basis of which the given object was created). If the
value of neighborhood test object is more than the thresh-
old value than is necessary go back and repeat step (iiii),
otherwise the given object is saved in new database. The
the stest objects with the given neighborhood will be
generated.

As a result of generating process the researcher has in-
formation about a number of clusters and object member-
ships. This information is necessary for choosing the ap-
propriate algorithm parameters.

The modified algorithm was applied on corpora data
base. The following values of algorithm parameters are
chosen: the boundaries range cn =1, ck = 80; the fuzzy-
fier parameter y=1.1; the stop parameter of algorithm

procedure €=0.0001. The values of functional for
determining the number of clusters are presented on
figure 2.

The number of fuzzy clusters ¢ =60 because when
the initial data base partitioned on sixty fuzzy clusters the
maximum value of the criterion (1.223) on the entire
range is obtained. The value of criterion W for the esti-
mation of smoothness partition is equal to 0.193. The big-
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gest fuzzy cluster consists of 160 utterances. The smallest
fuzzy cluster includes 7 utterances.

There is labeled data which were manually marked
by experts. They partitioned the initial utterances base
into 77 clusters. However, in their partition there are
22 clusters which consist of less than 20 utterances. The
17 smallest clusters are jointed with the biggest clusters
on the basis of the maximum similarity. This clusters are
compared with the 60 clusters which obtained by the pro-
posed algorithm. For the estimation of algorithm’s results
the following index is computed

Ry )

where (uf )" are results obtained by proposed algorithm,

>

(6)

(uf )° are results labeled by experts manually. For exam-

ple, the Euclidean distance can be used as a norm. The
results obtained by the proposed algorithm agree with the
manually labeled data by 60 %.

Conclusion and Future Directions. In this paper we
proposed a modification of fuzzy c-means clustering algo-
rithm which does not need a number of clusters as an in-
put parameter. This approach represents the way of an
automated detecting the number of clusters. The algo-
rithm is designed for solving the clustering task in the
database which was provided by Speech Cycle company.
This approach was also tested on specially created data to
find optimal parameters of the algorithm (such as the fuz-
zyfier parameter y and the estimation of smoothness par-

tition W ). With those parameters, we show that the initial
data should be divided into 60 clusters. Furthermore, this
method does not require the same sizes of clusters and can
detect very small or very big groups of objects. The pro-
posed approach can be extended not only to the given
database but to any other clustering problem

as well. Although for the better results parameters of ap-
proach should be given using the a priori information of
the data structure (if there is such information). Other-
wise, the observed parameters can be applied.

These results will be used in an ensemble of unsuper-
vised classifiers as one of algorithms. For the future work,
we will also apply the proposed approach to other data-
bases of Speech Cycle.

Acknowledgements. We would like to thank Speech
Cycle company for providing the TV Cable database.
This work was supported by Leonhard-Euler-Programm
which is funded by Deutscher Akademischer Austausch
Dienst (DAAD).

References

1. Bezdek J. C. Pattern Recognition with Fuzzy Ob-
jective Function Algorithms. New York : Plenum Press,
1981.

2. Oliveira J. V., Pedrycz W. Advances in Fuzzy clus-
tering and its Applications. England, West Sussex, John
Wiley & Sons Inc. Pub, 1 edition, 2007.

3. Zagoruyko N. G. Application Methods of Data
Analysis and Knowledges. Novosibirsk : Mathematic
institute, 1999.

4. Zagoruyko N. G. Recognition Methods and its Ap-
plication. Moscow : The Soviet Radio, 1972.

5. Everitt B. S., Landau S., Leese M., Stahl D. Opti-
mization Clustering Techniques in Cluster Analysis.
Chichester, UK, John Wiley & Sons Ltd., 2011.

6. Minker W., Albalate A., B'uhle D., Pittermann A.,
Pittermann J., Strauss P., Zaykovskiy D. Recent Trends in
Spoken Language Dialogue Systems. Egypt, Cairo, In
Proc. of the ICIT, 2006.

7. Amparo G. New Strategies on Semi-Supervised and
Unsupervised Machine Learning. Germany, Ulm, Ph.D.
Thesis, 2010.

10. B. Cmeniko, T. O. I'acanosa

MOINPUKAIUA AJITOPUTMA HEYETKHUX C-CPEJJHUX C ABTOMATUYECKUM BBIBOPOM
KOJINYECTBA KJIACCOB JJIA 3AJAYH KJIACTEPU3AIIMU BA3bI 3AITPOCOB

Ilpeonosicen anzopumm Heyemxoll Kiacmepuzayuu ¢ 803MONCHOCMbIO ABMOMAMUYECKO20 8blOOpA Koaudecmsd
KIAcmepos, Ha KOmopoe modicem Ovimsb pazoeiien Habop UcxooHvlx oanuwlx. Paspabomannuiii ancopumm ocnoean na
cmanoapmuou npoyedype aneopumma Hevemxux C-cpednux u cocmoum u3 08yx wacmeii: 1) evloupaemcs «naubonee

* *
nooxoosuee» KOIUYeCmseo HeuemKux Kiacmepos ¢ ; 2) Habop OaHHbIX pazousaemcs HA ¢ HeYemkux Kiacmepos. An-
2opumm npumeneH K obpabomartol baze OaHHvIX, Komopas npedocmaesiena komnauuetl Speech Cycle. 3nauenus na-
pamempos anzopumma nooo6paHsl Ha MecmosbIxX 3a0a4ax.

Kniouesvie cnosa: neuemas Kiacmepusayusl ¢ caM006yquueM.
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