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TU3UPOBAHHAS CHCTEMa MOHUTOPUHTA TI03BOJISICT HEHTpaITH-
30BaTh 3TO Bo3jelicTBHe. Ha MaccuBe NaHHBIX, HAKATUIMBAE-
MBIX CHCTEMOM, CTAHOBHTCSI 1IEJIECOO0PA3HBIM ITPOBEICHHE
OLAP-aHanmu3a, Jaroliero HarsIHy o OlepaTHBHYIO HHGOP-
MAITHIO B paMKaX MearornaeCcKkoro MOHUTOPUHTa KaK B MPO-
Iecce OYHOr0 OOYUCHHUS, TaK M IPH 00YICHHH TUCTAHIHOH-
HBIMH METOJIaMHU.
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OLAP TECHNOLOGY IN EDUCATIONAL PROCESS MONITORING

The detailed estimation of student s progress is impossible without educational process monitoring at University. The
technology of multidimentional data analysis in OLAP is offered to be used. The paper considers the example of using
OLAP technology in educational process in disciplines limitation.
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INFORMATION TRAINING TECHNOLOGY:
LEARNER’S MEMORY STATE MODEL

This paper mainly studies the foreign language training problem concerned with the application of the learners
memory state model in the informational-training technology. One of the approaches to intellectual technologies synthesis
in training, developing new methods of training, proposed by professor L. A. Rastrigin was used. An exponential dependency
of ignorance probability of a lexical unit upon the forgetting rate and time was taken as a trainer model.

Keywords: IT-technology, learner s memory state model, training process, information portion, training algorithm.

The training process is one of the oldest ones in the
world. Everybody played the role of learner and teacher, and
everyone knows that it is rather difficult in both cases. For
the problem oftraining foreign language we consider it is of
greater importance. In contrast to other fields the process of
training foreign language is based on the properties of human
memory which is different amongst people.

The information computer systems are the main tool of
modern training technique. This choice is absolutely clear:
as a matter of fact the training process is a transfer of
information, and information searching systems should do
it. But it is one of possible approaches to training as
information process. There exist fields where it is very
effective, but this approach should not be considered
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absolutely right, because it does not try to individualize the
training process.

In recent years another approach is developed when
training can be considered as control [1]. The relations
between teacher and learner can be interpreted as relations
between the control object and the control device. This
approach allows to use the methods of control theory. For
effective training it is necessary to have a trainer model.
Surely it is an approximated model and we should adapt its
parameters and structure to provide its adequacy to real
object.

This approach is rather advanced for the problem of
training foreign language because the trainer capability to
master lexical units is connected with his (her) memory [2].
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We modified the approach of professor L. A. Rastrigin in
order to solve this problem in a multilingual sense. We will
take a result of psychological memory research as a trainer
model, namely exponential dependency of ignorance
probability of a lexical unit upon forgetting rate and time.
Further we are going to consider it in detail.

Training as control. The standard training problem
usually consists in that a learner should memorize determined
information portions, and this problem can be formulated as
the control problem.

In this case the learner is an object of control, and a
teacher or trained device is a source of control. Obviously,
this is a complex object and we can use all known principles
of control by a complex object [1].

Look at the training process scheme (fig. 1). The control
object is an object of training (called a “trainer”), the control
device is a trained unit (called a “teacher”). Y'is a trainer’s
state, measured by data unit Dy; Y — information about
trainer‘s state got by a teacher in answer to questions U,
besides U includes the portions of training information.
Purposes of training Z* and resources R are given to the
teacher.

* | Trainer
Y
U D,
Yy’
Teacher | | «——
Pl
/ R

Fig. 1. Training process scheme

The problem is to organize the training U, changing
trainers state Y to achieve the formulated purposes Z*:

U=o(Y,Z,R),
where @ is an algorithm of training .

As a rule the training process in computer training
systems is realized in the next way. A trainer gets an
information portion, which should be learnt. Then he is tested
to determine a level of training quality. Answers of the trainer
are checked and he gets the new information portion. The
information portion sequence is determined by the training
program [3]. The linear and branched training programs are
widely spread. Besides the branched programs are divided
in two types: outer and inner regulating ones.

New statement of the training problem. We should
formulate new statements of the training problem [4]. We
formalize:

— training purpose Z°;

—training information ;

—trainer model;

—algorithm of training .
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We present the training process as sequence of seances
(Iessons) beginning at time moments ¢, ¢ , ..., £ . To determine
the effectiveness we take a function of training quality
0, = O(Y), where Y — state of object at moment ¢ . The
purpose is to minimize Q by training:

o) — min

uelU *

Since a level of absolute training Q* can not be achieved
because of real properties of the human memory the training
process should be terminated, when the criterion of quality
reaches some given quantity d:

Qn < 8’

where 8 > Q" is quantity, close to 0"
Purpose Z* can be formalized as

Z&?W}S&
T(Y ) =min,
where 7(Y") — time, necessary to reach the state Y™

We formalize training information (TT). We consider such
process, where TI can be presented as a finite state of
enumerated elementary portions: U= {1, 2, ..., N}. At every
seance with help of the training algorithm the following
subset is constructed:

(]n: {ul’ u2’ oo uMn
This subset contains M, elementary portions of TI with the
corresponding numbers.
We consider the trainer model. We describe a trainer state
at the n-th seance by an ignorance probability vector:

Y= P = (/)
where p — ignorance probability of the i-th element at
moment 7 .

Using data of psychology in the field of memory research
we choose exponential dependency as a model:

pl’” :pi(tiﬂ) = 1 —€ 7(1;’7’;7 )
where a” — rate of forgetting the i-th element at the n-th
seance; ¢ — time after last learning the i-th TI element. The
forgetting rate of each element is reduced, if this element is
given to the trainer to learn, and it is not changed otherwise:

}ou# WIPH i# ], U, € U.

o ,ifieU,,
ort=17'a;, ifieU, andr" =0,
y'a!,ifieU, andr" =1, n=1,2, ..,
where ¥, v, o' (i = 1, 2, ..., N) — parameters defining the

individual features of trainer memory; 0 <y’ <y" <1, a,'>0.
Answers to tests can be written as:

r»” ={
i

The effectiveness criterion Q should define a level of
training. For the foreign language learning problem the level
oftraining is defined by ignorance probability of any TI element:

0, if answer is right,

1, otherwise.

N
Qn = Zpi (t;7)qimax U, >min = Uns
i=1

where 0 <g,< 1 is a frequency of the element appearance in
the given text, S¢.= 15 ¢ =max ¢ {q,. 4, 4} 9> 9 9,5~
frequencies of English, German and Russian word from the
corresponding multilingual frequency dictionary [5].
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A result of the problem solution is an optimal TI portion
U given at the n-th seance.

Tominimize Q itis necessary to include the elements of
the greatest meaning of multiplication p (¢")g, in U," because
their memorizing causes multiplication vanishing and
decreases the meaning Q essentially.

Therefore it is required to find M maximal members of
sum in the criterion, whose indexes define TI portion. They
can be found by the rule:

u, =arg max p, (1 )g,"™",
I<isN

, =arg max p(t )g,™

I<i<N,i

cee (1)
Uy, =arg max p, g™
izu, (j=1,2,.., M, 1),

where arg max {a,} =" is index i"e U of maximal a,, it means

a/=maxa,and {u, ..., u, } = U —TIportion given to the

trainer at the n-th seance.

Let 7' be the duration of the n-th seance or time for learning

the portion. We assume that time of learning the i-th element
is directly proportional to its ignorance probability. Then

> »p (t”)}

i€ {tty ety }

)

" 1<M<N

M =max{M:TnZl<

where k — average learning time of TI element at its first
presentation to the trainer; u , ..., u, —numbers of TI elements.
Parameter k is unknown a priori and should be adapted:

T), €)

where v is unmeasured coefficient of adaptation rate, 7", is
time spent by the trainer to learn U

Training Algorithm. Thus the tramm g algorithm [6] can
be can be presented in the following way.

1. Check knowledge of portion U, and construct the set

— r_
Kn+l _Kn +v (7-:7

R

2. Realize parameter adaptation:
o ,ifieU,,

(. LAl n __
o =qv'e;, ifieU, andr" =0,

y'a!, ifieU, andr" =1, n=1,2, ..,

3. Correct the ignorance probability vector, i. e. form P |
according to our exponential dependency, using previous
rule and taking into account forgetting time of information
after last learning ¢

oA, itiel,,
t,”+=
l t'+A,ifieU, ,n=0,1,.

4. Calculate O |

5.If O , <& then the training process is terminated,
otherwise you should define portion U, _ | by (1), and present
this portion to the learner taking into account rules (2) and
(3). The points 1...5 are repeated again and so on.

Model Parameter Estimate. When exploring the trainer
model the problem of estimate of unknown parameters is
appeared. We should estimate parameters of correction of
forgetting rates y’ and y" and initial meaning of these rates
a'=(a, ..., a,)). These parameters describe individual
features of the trainer memory.

60

o' can be estimated by maximal likelihood method. We
can show it [3]. The likelihood function is constructed:

P:px(l _p)K,,ixa
where x = ZFI." is a number of elements unremembered
ieU,
from K . The set U = {u, ..., u,,} contains the elements

given to the trainer for the first time. Changing P for InP, we
have
OlnP _ xe™t
oo l-e™
We get an estimate of parameter a:
_ 1. K, —x

oa=-—-In
t K

Parameters y' and "' can be also estimated by maximal
likelihood method [3]. Before training we should have
experimental data presented by the set R . The trainer gets N
strange words to memorize. Then he is tested, the required
set R contains the test results. The trainer should learn the
unremembered words until "= 0 for alli=1,2, ..., N.

The data obtained with help of this experiment can be
described by our model. In this case M, = Nand Az = 1 for all
n=0,1, ..., K, where K—number of tests, i. €.

N
K = min {n r' = 0}.
i=1

The forgetting rates are changed

1] n . n

y'al, if " =0,

ntl — ! !

ai " no: no__
y'al, if " =1

+(x—K,)t=0

where 0 <y' <vy"<1,i=1,2,..,N,n=1,2, ..., K. The

ignorance probabilities have the following form:
pl=1-e“",i=12,.,N,n=12,.., K.
It is taken into account here that all the words (M = N)
are learned everyday (Az = 1).
Let 4, be the set of word numbers unremembered before
the n-th test § —amount of these words, |A |= S . Then for
allied we have

nl

a =(")

! - =1—e e = p,n=12,..
The experimental data can be presented by the set R
of realizations r/ of variates £" with the following

distribution:
Pig=13=p/
PE=0y=1 prI1=1,2,...,N.

We denote
= -,
ied,
and construct the likelihood function

K
P=T]py(=p)" =

n=1
K =1 mn-=l
— H[l —e ™ G]Sr% [e*(v ) a]x”.
n=1
We change P for In P and take a partial derivative overy’ '
in order to find a maximal meaning In P:
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OlnP
oy"

S —x

n n

_ ei(yﬁ)m o

K
= Z 1
n=2 X(y"),772 o— xn (n _ 1)(y")l7—2
We get an equation for finding y" '

58, - e
e Dy ) =

e*(v”)”” o (n—1)x

n n
")«

K 2
=2 x, (=),
n=2
Obviously, it is impossible to get an exact solution of this
equation, if K > 6. Therefore, we should simplify it.

We change

n=2 1 —e

e—(y”)”a ~ 1 _ (,Y" n a
and substitute it to the previous expression:
K K
DS, =x)n=)=a) S, -y
n=2 n=2
First of all we construct an approximated solution of this

equation. In case when the meaning y’ ' is close to 1, we can
use Taylor’s row expansion:

(¢ y=0-(=y"O]"=1-n(1-y"")+....
Applying this expansion we get

DS, —x)(n-1~

n=2
K
~a). S, (n-D[1-(n-1)(A-y")].
n=2
Now we can estimate y' '
K
IS, (=D +x,](n-1)

vl 1 _n=2

Y

OLZK: S (n—1)°

n=2

If y" ' is strongly different from the unit, this formula
should be used for the first approximation to estimate.

For estimating they’ parameter it is necessaryto find an
average number ® of times when the words were not
memorized and its mathematical expectation M®. ® can be
calculated by experimental data:

1 K N
O=— .

The mathematical expectation can be presented in the

following way:
1 K N 1 K N
MO =WZZM§’.’ =W22Mplf’.

n=1 i=1 n=1 i=1

Since p! =1-¢* ~a/, then

1 K N
MO~—Y> Mo/

n=1 i=1

Using the elements of probability theory and the method
of mathematical induction we get the following expression
(the £-th moment of the forgetting rate):

M) = () M(a ™) +

HO" = () IM (e
According to this formula all the moments can be
calculated. Further we can find Mo, and MQ.

Mo =Miy'oje +v'o) (- )}~
~yMal +(y" =y )Mo ).

The estimate of y' can be obtained from equality M =~ ®
and by construction of successive approximations,
supposing that Mo'= o' (i= 1,2, ..., N). The approximations
should be constructed until » =k. Then we get v}, and take
itas a parameter y' estimate.

This approach essentially differs from usual training
systems that as a matter of fact simulate behavior of a teacher
along with his didactic godsends and failures. Suggested
approach reduces an influence of a teacher and teaches a
trainer, taking into account the individual features of memory.
At every step it minimizes a distance between a learner’s
state and given purpose. It means that the training is optimal
at every step, but it does not guarantee optimality of whole
training process. We only get a solution close to optimal.

We took one of the approaches to intellectual
technologies synthesis in training, developing new methods
of training, proposed by professor L. A. Rastrigin [1]. It
considers training process as the learner’s memory state.
But one should notice that this method is oriented for the
properties of the concrete subject sphere vocabulary, i. e. is
based on the multilingual frequency dictionaries.
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M. B. Kapacesa

NHO®OPMALHNOHHO-OBYYAIOLIASA TEXHOJIOI'UA:
COCTOSHUE NAMATU MOJAEJIN OBYYAEMOI'O

Paccmompena npobnema obyuenus uHoCmpanHoMy A3bIKYy, CES3AHHAS C UCHOTb308ANHUEM MOOENU COCMOAHUS NAMSL-
mu 00y1aemozo 8 ungopmayuonno-odyuarow el mexnorozuu. Ipumenen ooun uz no0X0006 CUHmMe3d UHMENLLEKNY dJib-
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HbIX MeXHOA02UTl 8 00y ueHuU, npednoxicennviii npogeccopom JI. A. Pacmpueunvim. B kauecmese mooenu obyuenus oviia
63Ma IKCNOHEHYUANbHAA 3A8UCUMOCTb 6EPOSIIMHOCIIU HE3HAHUS NeKCUYECKOU eOUHUYLL OM CKOPOCMU U 8PEMEHU 3d-
Ovleanusl.

Kntoueswvie cnosa: unpopmayuonno-odyyarouyas mexnonoeus, COCmMosiHue namsamu Mooenu ooyyaemozo, npoyecc 0oy-
YeHust, NOPYUsL UHGOPMAyULL, aieopUmm 00yyenus.
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MOJIEJITMPOBAHUE PACIIO3HABATEJIEM MYJIbTUCUHTAKCAYECKHUX SI3bIKOB
MMPOI'PAMMUPOBAHUA MYJIBTUBEPCUOHHBIX CUCTEM

PaCCMOmpeHO CUHmMe3Upo6aHHoe a6cmpa1<mHoe ycmpoﬁcm@o pPacno3naeanust MyJavmuCuHmaKkCu4eCKux sA3blKos npo-
cPaAMMUPOBAHUAL. Omo ycmpoﬁcm@o Modcem bblmb UCNONILI0BAHO 8 KAYeCmee OCHOBbL Ois pa3pa60m1<u mMpancsnmopos
A3bIKOB NPOCPAMMUPOBAHUA MYTbMUBEPCUOHHRBIX NPOCPAMMHBLX CUCTEM.

Kmrouesvie crosa: MyﬂbmucuHmaKcutteCKuL? A3BIK, A3bIK NPOCPAMMUPOBAHUA, MyﬂbmueepcuOHHblﬁ nodxod, npoepamm-
Hble cucmemabl.

JIiist co3aanms OTKa30yCTOMYMBBIX IPOrPaMMHBIX cHcTeM  Kax JavaScript u (wu) VB Script [4]. TpaaumuoHHbI# po-
M3BECTHO MHOYKECTBO TOIXOJIOB, UCTIONB3YIOMIUXCSA Ha MPAK-  [1eCC pa3pabOTKU MYJIETHBEPCHOHHBIX CHCTEM HE TIO3BOJISCT
Tuke. K UX 4MCITy OTHOCUTCSI METOMOIOT sl MYJIBTUBEPCHOH-  BBITTOJTHUTB 3TO MPOCTHIM CIIoco0oM. OOOMTH JaHHOE OrpaHH-
HOT'O, WJIH N-BapUaHTHOIO MPOrPaMMHPOBAHU [1], OMHONH  YEHHE MOXXHO C ITOMOIIBI) MYIBETHCHHTAKCHYCCKHX S3BIKOB
13 OTJIUYUTEIBHBIX YePT KOTOPOH SIBIIACTCS pa3paboTKa He-  MPOrpaMMUPOBAHUS [5] ¥ aBTOMATH3MPOBAHHOW CHCTEMBI
CKOJIbKHX BEPCHIA OTHOTO U TOTO ke (DYHKIIMOHAIBHOTO MO-  MuYacc ocTpoeHust TPaHCISATOPOB S3BIKOB 3TOT0 Kilacca.
JTyJIs FUTH KOMIIOHEHTA. B 11eioM TaHHas MEeTOIOIOT | SIBJISI- Hrak, B paMKax OTHOTO UCXOJHOTO TEKCTa MPOrPaMMBI
eTCs JIONIOJTHEHUEM K TaKUM CIIoco0aM IMOJIyUeHHs O0TKa30-  MOTYT OJJHOBPEMEHHO MCIIONB30BAThCS I3BIKH CO CBOHCTBA-
YCTOHYMBBIX CHCTEM, KaK TECTUPOBAHUC U BEPU(PUKAIMS IPO- MM, Pa3JIHYAIOIIMMHUCS C TOUYKH 3PSHUS CUHTAKCHCA, U, KaK
TpaMMHOI0 00eCreYeHUsL. CIIEJICTBUE, TCHEPUPYEMBIC Pa3HBIMHU KJIACCAMHU IPAMMATHK.

MyJIBTHBEPCHOHHAS ITPOrPaMMHAs METOIOJIOTHS OCHO- B CBSI3M C 3TUM TaKue A3bIKA MOKHO OTHECTH K KJIACCY MYJTb-
BBIBACTCSI HA JOIyCTUMOM Pa3HOOOpa3uK BXOIAHBIX JAHHBIX, THCHHTAKCHUECKUX A3bIKOB (MCS).

1 €€ MOXKHO BBECTH B CJIE/IYIOLIHE 3JIEMEHTHI IIpoLiecca pas- ITpu 5TOM CUHTAKCUC KaXKJI0TO U3 COCTABIISIIOIIUX S3HIKOB
pabOTKH MPOrpaMMHOTO 00ECTIEUEHHSI: OITUCHIBACTCS| KOHTEKCTHO-CBOOOTHOM rpaMMAaTHKOM. 13 s3b1-
— SI3BIKM TIPOTPAMMUPOBAHUS MOYJICH; Ka-Jujiepa BIIENSIOTCS CIeMalbHble CUMBOJIIBI, CUTHAITH-
— aJITOPUTMBI PELIeHUS TUTTOBBIX 3a]1a4; 3UpYIOIUE [TTABHOMY CHHTAaKCHUECKOMY aHaJIN3aTopy O Ie-
— CpeICTBa MPOrpaMMUPOBAHHUS; penaye yrnpaBlIeHHs] COOTBETCTBYIOILIEMY BCIIOMOraTeIbHO-
— METOJIbl TECTUPOBAHMSI. My aHanu3atopy. KonnyecTBo JEeKCUYECKUX U CEMaHTHUeC-

ABTOpaMu psia paboT MO MYIETUBEPCHOHHOMY MOJX0-  KUX aHAJTU3aTOPOB MOXKET OBITh PAaBHO KOJTHMYECTBY UCIIOJb-
Iy OTMeYaeTcsl TOT (DaKT, 4To IIPU pa3pabOTKe MPOrpaMMHO-  3YeMBIX SA3BIKOB, @ UX B3aUMOJICHCTBUE IPYT C APYTOM OCY-
ro oOecreuyeHus] BA)KHO MPUMEHCHUE PA3IMYHBIX SA3BIKOB  IIECTBIIICTCS IO OJHOMN U3 TPAJAUIMOHHBIX CXEM.
MpOrpaMMHPOBaHUs it 0pOpMIIEHUS] BapUAHTOB [2] Hiu MyJabTHABTOMAT ¢ MATa3MHHOI MaMATHI0. B ocHOBY
Bepcuii [3] mporpaMMHBIX MOYIIEH, TOCKOIBKY peanu3alusi  cucTeMbl MuYacc MOJIOKEHO YCTPONCTBO pacro3HaBaHUS
Pa3IUYHBIX BEPCHIl MOAYNIS Ha Pa3HBIX s3bIKaxX Mo3Bosier  MCS B BHIE MyITETHABTOMATa C Mara3uHHOM namsteio (MII-
YMEHBIIIUTH BEPOATHOCTD MOSBJICHUS B BEPCUAX OHOTHITHBIX ~ MYJIBTHABTOMAT). [IpH 3TOM Ka<IbIii BCTIOMOTaTeIIbHBIN aHa-
OIIHOOK, CBSI3aHHBIX C S3BIKOM. JIU3aTOP OCHOBBIBAETCS HA OOBIYHOM aBTOMATE C Mara3uH-

[Iporiecc co3aanus MyIBTHBEPCUOHHBIX MPOrPAMMHBIX  HOM maMsThio (MII-aBTOMAT), KOTOPBIN MPUHSITO OITUCHIBATH
CHCTEM TOApa3syMEBaeT MX apXUTEKTYpPHOE pa30MEHHMe HA  CEeMEpPKOM 3JIeMEHTOB [6]:
KOMITOHEHTHI U MOJTYJTH, CO3/I1aBaeMble HE3aBUCUMO JIPYT OT _
npyra. OnHako Hepe};JLIKo BO3HMKAET HEOOXOIUMOCTE Brizgzm- P=(Q.2T.8.4,. 2. F),
POBaHKH STUX MOZIYIEN Ha PAa3HEIX I3bIKAaX B paMKaxX OIHOTO e J — MHOKECTBO COCTOSHUI aBTOMaTa; £ — aj(haBUT BXOA-
U TOTO 7K€ MCXOHOI0 TEKCTa, KK, HAIPUMED IIPU CO3AaHuM  HBIX CUMBOJIOB; I' — andaBUT MarasuHHBIX CHMBOJIOB; & —
uHamudeckux HTML-cTpaHul ¢ BKIIFOUEHHEM KOZIa Ha sI3bl-  TpaUuecku U TaOIM4HO 3aJaHHas (YHKIMS IEepexooB;
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