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TEHETUYECKHWHA AJITOPUTM YCJIOBHOM ONITUMU3ALIAN IS
INPOEKTUPOBAHUA UH®OPMATHUBHBIX IPU3HAKOB B 3ATAYAX
KIIACCUOUKALINU
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Cubupckuii ToCyIapCTBEHHBIH YHUBEPCUTET HAYKH M TEXHOJIOTHI UMeHu akanemuka M. @. PemerHeBa
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Ilpoexmuposanue nNpU3HAKO8 6 MAUWUHHOM OOYYeHUU ABGNAemcs NepCneKmueHbiM, HO
HedOCMamoyHo u3ydeHHvim Hanpasienuem. Cozoanue HOB020 NPOCMPAHCBA NPUSHAKOS U3
UCXO0H020 HAOOPA NO380J5eM NOBLICUMb IPHEKMUBHOCb ANOPUMMA MAUUHHO20 00VYeHUsl,
NPUMEHSEMO20 OISl PeUleHUs CJIOJCHBIX 3a0a4 UHMENLIEeKMYAIbHO20 aHaiu3a 0anusix. Hexomopwie
Memoodbl omobopa uacmo cnocoOHvl 0OHOBPEMEHHO NpU YEelIudeHuu MoYHOCMU Kidccupurayuu
VMEHbUUMb UCXOOHOE NPOCIPAHCIBO, YMO 0CODEHHO aKMYAIbHO 8 INOXY DONLUUX OAHHBIX.

B pabome npeonacaemcs HoOBblL NOOX00 MAUIUHHO2O O0OVYeHUs K peueHulo 3a0adu
Kiaccugukayuu  Ha  OCHOBe  MemoO08  NPOEKMUPOBAHUS  UHDOPMAMUBHBIX — NPUSHAKOS.
Ilpoexmuposanue UHDOPMAMUBHBIX NPUSHAKOB —OCYUECMBIAEMCs ¢ NOMOWbIO  Memooo8
uzeneuenusi u omoopa. Ha ocnosanuu ucxoOHwvix 0auHbIX CO30aHbI HOBbLE MHOJICECMBA NPUSHAKOS,
KOMopble GKIIOYAIOM UCXOOHble NPUSHAKU U NPUSHAKU, NOJLYYEHHble MeMmOOOM 2NA6HbIX
Komnounenm. Bvibop s¢hghexmusrnoco noomuoscecmea uH@GOPMaAmMuBHbIX NPUSHAKOB PeaIu3yemcsi ¢
UCNONb308AHUEM 2EHEMUUeCK020 aneopumma. s mozo umobwvl uzbedcamv nepeobyueHus u
CO30aHUsL  MPUBUATLHBIX — KIACCUDUKAMOPO8, HA  (PYHKYUIO NPUSOOHOCMU — 2eHEeMUYeCcKO20
ANCOPUMMA HAKAAObIBAIOMCS OCPAHUYEHUs, MPedYIouue ONPeoeleHH020 KOIUYeCm8d NPU3HAKos
UCXOOHOU 6blOOPKU, a4 MAKI’Ce ONPedeeHHO20 KOIUYECBd NPU3HAKOS, NOLYYEHHLIX MEenoooM
2nasHulx  Komnowenm. Ilpogeden cpasHumenvuvlll  aHanu3  dpgekmueHocmu  CIeOVIOUUX
aneopummos knaccugpuxayuu: K-onusicatiwux coceoeil, Memood ONOPHLIX GEKMOPOS8 U CIYHYAUHbLLU
nec. JKcnepumeHmvl N0  UCCLE008AHUIO  IPheKmusHocmu  npoeoosAmcs Nymem peuleHus
NPUKIAOHBIX 3A0a4 OUHAPHOU Klaccugukayuu uz penosumopus 3aoay mawunrozo ooyyenus UCI
Machine Learning. B kauecmee kpumepust s¢hpexmusnocmu évibpara mepa macro F1-score.

Pe3ynomamol  yucieHHbIX  IKCNEPUMEHMO8 NOKA3AMU, YMO MOYHOCMb  KIAcCUuurayuu
NPeOloNCEHHBIM NOOX000M NPEBOCX00UM peuleHust, NOJIyYeHHble HA UCXOOHOM HAbOope Npu3HaKo8 u
npu cayyatiHom omoéope (oyenka epanuyvl cHuzy). Ilpuuem, ygeruuenue mouHOCMU XAPAKMEPHO
o151 6cex munog 3aoay (6bLOOPKU, Y KOMOPLIX KOIULECME0 NPUSHAKOS DOJbule YUCid 00beKkmos, da
makxce obvemom 500 snauenuti u 6onee). Iloomeepircoena cmamucmuyeckas 3HAYUMOCHIb
pe3yIbmamos.

Knioueswvie cnosa: 0m60p NPpU3HAKo8, U3ejlevYeHue npu3HaKkoes, eenemu4ecKull auieopumm,
yciaosHas onmumusayusl
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Feature engineering in machine learning is a promising but still insufficiently studied direction.
Creating new feature space from an original set allows to increase accuracy of the machine
learning algorithm chosen to solve complex data mining problems. Some existing selection methods
are capable of simultaneously increasing accuracy and reducing feature space. The reduction is an
urgent task for big data problems.

The paper considers a new machine learning approach for solving classification problems based
on feature engineering methods. The design of informative features is carried out using extraction
and selection methods. Based on the initial data, new sets of characteristics have been created,
which include the original characteristics and characteristics obtained by the method of principal
components. The choice of an effective subset of informative features is implemented using a
genetic algorithm. In order to avoid overfitting and the creation of trivial classifiers, restrictions
are imposed on the fitness function of the genetic algorithm, requiring a certain number of features
of the original sample, as well as a certain number of features obtained by the principal component
method. A comparative analysis of efficiency of the following classification algorithms is carried
out: k-nearest neighbors, support vector machine, and a random forest. Efficiency research
experiments are carried out by solving applied binary classification problems from the UCI
Machine Learning repository of machine learning problems. The macro F1-score was chosen as an
efficiency criterion.

The results of numerical experiments show that the proposed approach outperforms the solutions
obtained using the original data set and the performance of random feature selection (the low
bound for the results). Moreover, the accuracy enhancement is obtained for all types of problems
(data sets that have more features than values). All results are proved to be statistically significant.

Keywords: feature selection, feature construction, genetic algorithm, constraint optimization

Introduction. Machine learning is an integral part of modern information technology and is
widely used in many areas. For example, for handwriting recognition, image classification and
spam filtering are used [1-3]. Science and technology, medicine, economics, and other industries
also actively use machine learning algorithms in solving complex applied problems [4; 5]. Learning
data is a key part for machine learning algorithms. In practice, when analyzing the data, it may turn
out that some of the features are not informative. Such features are either unrepresentative or
strongly correlated with each other. With the availability of unrepresentative features, whose
contribution to the final accuracy is insignificant or absent, methods from the Feature Selection
class are usually used [6; 7]. In situations where the features are strongly interrelated, that is, they
influence the predictive ability of the system in the same way, the methods for constructing features
(Feature Construction) or their extraction (Feature Extraction) are used [8, 9]. At the present stage,
these approaches are summarized in a single term - Feature Engineering [10; eleven].

Recently, feature design methods have been actively researched and developed. With the
emergence of big data, the problem of reducing the dimension of feature space has become even
more urgent [12]. Feature selection methods can significantly reduce the required computing power
of a computer while maintaining or increasing the forecast accuracy. At the same time, attempts are



made to reduce the original dimension of the feature space by transforming it into a new one of
lesser dimension [13]. However, research in this direction is still insufficient. This paper proposes
to combine feature extraction and selection techniques together to obtain a new representation of
raw data that increases predictive power. The problem of binary classification is considered. The
Principal Component Analysis (PCA) is used as an extraction technique [14]. Further, the obtained
features are combined with the original sample. The last step is the selection of informative features
using a genetic algorithm (GA), which is additionally subject to restrictions set by a user, taking
into account the practical goals of solving a problem, software or hardware implementations.

The article is organized as follows. The first section examines the existing works on the research
topic. The second section is aimed at a detailed description of the proposed method for designing
features using PCA and GA. The third section describes computational experiments. The
conclusion summarizes and discusses further research prospects.

1. Analysis of literature on the topic. Even though the problems of design and extraction of
features have been dealt with since the second half of the twentieth century, the terminology is still
not well established. Some authors use a single term "feature construction™, also meaning "feature
extraction”. Others give preference to "feature extraction”. In this work, it is decided to separate
these two concepts, since they solve fundamentally different and, in general case, independent
problems.

1.1 Feature construction. By design we mean the process of creating new features using some
transformations. The role of such transformations can be both mathematical operations (addition,
subtraction, multiplication, and others) and logical operations (conjunction, disjunction,
implication, etc.). Usually, the selected set of mathematical operators is unique for each specific
problem and cannot be generalized [15, 16]. In [17], a special criterion is used to search for features
that, when combined, could form a new one capable of giving better response accuracy. In [18], for
an applied economic problem, a classification algorithm using a sample of constructed features
shows better results compared to a classifier using the initial data. However, all these approaches
cannot be generalized to arbitrary problems.

In this regard, at the end of the 20th early 21st century algorithms which can be used in various
applied problems are being developed. They are, for example, FRINGE [19] and CITRE [20], which
use binary operations and decision trees to create new features. The authors of FICUS [15] decided
to improve the existing approaches and, in addition to binary operations, added standard
mathematical and other functions that can be suggested by a subject area expert. The disadvantage
of such methods is their computational complexity. At each iteration, more and more features are
added to the original sample, which must be fed to the decision tree. As a result, the tree becomes
too large.

Around the same period, algorithms based on genetic programming began to develop. For
example, in works [21; 22], the population consists of individuals representing a coded set of
arithmetic and logical operators. During evolution, with their help, a new space of features is
formed, which is subsequently submitted to the classifier.

There is also a method for constructing features using inductive logic programming to generate
predicates based on some a priori knowledge. In applied problems, it is used to eliminate semantic
ambiguity of words in the process of processing and analysis of a natural language by a computer
[23].

1.2. Feature extraction. The second type of this class of problems is feature extraction.
Extraction means change in the original feature space by decreasing its dimension. The classical
method is PCA and its variations [24]. In a general sense, this technique, using singular value
decomposition of the data matrix, allows one to construct new features that are a linear combination
of the original ones. The obtained features are uncorrelated, and the initial sample does not contain
redundant information, which is a significant advantage of the method. This approach is classified
as unsupervised learning. It does not require additional knowledge of a subject area. The



disadvantage is that new data no longer reflects an original view, that is, it becomes almost
impossible to interpret it.

The authors of this article in their work use the PCA method to extract features that are
subsequently added to the original set. The logic of this manipulation lies in the principle of the
algorithm. In the process of transformation of space, the first main component reflects the largest
part of the variance of the entire set of data. Each subsequent component reflects this dispersion to a
lesser extent. If you select the first few (most significant) components and add them to an original
sample, you can enhance its predictive power. Compared to design methods, this approach does not
require any additional knowledge of a subject area and thus can be used for any applied problem.

1.3 Feature selection. The task of feature selection implies a reduction in their number in order
to increase computational performance, improve interpretability of the model while maintaining
high classification accuracy. The fulfillment of these requirements is carried out by removing from
the data redundant, irrelevant features, as well as those that can be attributed to noise. Works [25;
26] show that with the help of selection it is possible not only to preserve, but also to increase the
forecast accuracy.

Search strategies are usually subdivided into subtypes: Filter methods, Wrapper Methods, and
Embedded methods. The filtering methods are independent of the classifier (they are not built into it
in any way). Despite the fact that this approach usually requires little computational power and can
also be relatively easily generalized to various applied problems, it does not take into account the
final accuracy obtained as a result of selection. Wrapping and embedded methods evaluate the
resulting set of features using the forecast accuracy metric and, based on this estimate, improve the
selection process during, for example, the evolution process. A distinctive feature of embedded
methods is the search for the optimal set of features embedded in the structure of the classifier. In
other words, selection is part of the learning process [27]. For wrapping methods, criterion for
selecting features is accuracy of a classifier, that is, a classifier is a “wrapper” for a search
algorithm.

It is important to note that feature selection is inherently challenging. The search space contains
(2" — 1) possible solutions, where n is a number of features in the problem. Considering that
humanity has entered the era of big data [12], when signs can be counted not even in thousands, but
in millions, one can imagine how much labor intensity is increasing. The study [28] shows that
genetic algorithms are effectively used to solve the problem of feature selection.

1.4. Adaptive penalty. I'eneTnyeckre aaropuT™Mbl I PEIICHHS 3a1a4 YCIOBHOM ONTHMHU3AIIUN
HCCIeAOBaHbl  JIOCTAaTOYHO TMoApoOHO. B pabore [29] mnokasanbl pas3IuyHbIE BapUAHTHI,
BKJIFOYAKOIINE UCIIOJIB30BAHUEC H_ITpa(l)HBIX (bYHKHHﬁ, ClICHUAJIbHBIX T'€CHETHYCCKUX OIICPaTOpOB HUIIN
AJIrOPpUTMOB Ha OCHOBC KOOBOJIIOLIMH.

Genetic algorithms for solving constrained optimization problems have been studied in sufficient
detail. In [29], various options are shown, including the use of penalty functions, special genetic
operators, or algorithms based on coevolution.

The article discusses the problem of optimizing the form:

f (X) > max, 1)
XEB?
where X = (Xg,..., Xn), Xie{0,1}, i=1,n.

B cBoeii pabote Mbl ucnonb3yeMm amantuBHb mTpad [30], KOTOPEIH B cpeaHEM MPEBOCXOIUT
Apyrue MeToabl Ha OCHOBC H.ITpa(i)OB. Maremaruueckoe MMpEaACTaBJIICHUC (byHKI_II/II/I MMPUTroJHOCTH
BBITJIIMT cieayronum obpazom In our work, we use an adaptive penalty [30], which, on average,
is superior to other penalty-based methods. The mathematical representation of fitness function is as
follows:

f(x), if x isvalid,

e {f(x) - ik (), else, ?



where F(x) is the fitness function obtained by the penalty function method, f(x) is the objective
function, | in the adder is equal to the number of constraints imposed on the objective function, v; is
the numerical size of the violation of constraint j, k;j is the parameter of the penalty function for
constraint j which is calculated as:

pop

ILICO I
kj =— = 5> v (X), 3

J Z{sz"s(xi)} =

where pop is population size. f(x) is defined as:

o (fGo, iff(0) > (f(x)),
f) = {(f(x)), else, (4)

where ( f(x)) = Z f(x') /pop.

2. Proposed approach. Limiting the search space

The paper investigates a classification problem, mathematical formulation of which can be
presented as follows. Let U be a set of attributes, and Y - a set of class labels, that is, class names. It
is assumed that there is an unknown transformation:

y U Y, (5)
whose values are known only on the objects of the training set:
U™ ={(Uy, Y1) (Upy Vi )} (6)
It is required to build an algorithm:
a:u-Yy, @)

able to classify an arbitrary value ueU formed by a set of features ue{ Attr eattri, i=1,...,n1}. Let

us denote the set of features obtained using PCA as Atr eattr;, i=1,...,nz.

The paper considers a classification using several approaches to design features:

1) Feature extraction using PCA;

2) Creation of a new space of features by combining the initial ones with PCA;

3) Selection of features from the space obtained in 2 (initial with PCA) by genetic algorithm;

4) Selection of features of the initial set in a random way;

5) Selection of features randomly from the space obtained in 2 (initial with PCA).

Let's describe the approaches in more detail. In the first experiment, the accuracy of the
classification of objects described by constructed features of PCA is estimated. For the second
experiment, a new feature space is supplied to a classifier, obtained by combining original features

- —_PCA
of the sample with PCA: AttrUAttr . In the third experiment, the selection of features is carried
out by a genetic algorithm. A sample similar to the second experiment is used as input data:

— —_PCA

Attr UAttr . The search strategy used in the third experiment is a wrapper method, where the
classifier is a wrapper for a genetic search algorithm. The restrictions imposed on the objective
function are described as follows:



L— > %<0,

ieAttr

> X -w <0,

icAttr

(8)
- Y. %<0,
iEmMFK
X —W, <0,
iemMrK

where r1, r2, Wi, W, are parameters indicating the number of features that will remain in the sample,
Xi, iI=1,...,n s the chromosome of the genetic algorithm. The size of chromosome is the sum of

potency of a set Attr and a set Attr " n=n1+n,. Zero in the chromosome denotes a trait that will
not be taken into account in the classifier, and one is vice versa. In (8), the first two conditions
require the presence of features from rz to w. from the initial sample, the third and fourth conditions
require additional availability from r, to w. of PCA features. The final classification accuracy is
defined as median value of accuracy results obtained from a series of 40 runs of the third
experiment.

In the last two experiments, selection is carried out at random. A mask that is filled with 0 or 1
random number generator with a probability of p=0.5 is used. Similar to GA, this operation is
repeated 40 times for the entire set of features, the comparison is based on the median.

3. Results of the experiment. We use tasks from the UCI Machine Learning repository [31].
Their main characteristics are presented in table 1.

Table 1
Main characteristics of the data selected for the study
Number | Number of | Sample size
of features

classes
Breast Cancer 2 30 569
LSVT Voice Rehabilitation 2 310 126
Australian Credit 2 14 690
Heart Disease 2 13 270

The classifiers used in the work, the hyperparameters of which are tuned in the learning process,
are given below:

— k-nearest neighbour (KNN). The number of neighbors is configurable in the interval [2,
100];

— Support Vector Mashine (SVM). Kernel type is configurable among [‘linear’, *poly’, ’rbf’,
’sigmoid’];

— Random forest (RFC). The number of trees is configurable in the interval [1, 100].

Accuracy of mentioned classifiers is high on average and configuring their hyperparameters does
not require a lot of time, which mainly allows you to concentrate on the task of finding informative
features. These properties determine their use in work.

The best hyperparameter is the one with the highest median value. When setting up classifiers,
the stratified k-Fold cross-validation method is used with the number of partitions k=5. The macro
F1-score [32], which calculates the unweighted average for each class, was chosen as metric for
assessing accuracy. Initial data are pre-normalized in the interval [0, 1]. The parameters ri, r> and
wi, W that limit the objective function when selecting features by a genetic algorithm are equal to

ri,2=2 and wi2=4. When using PCA, only the first 4 features with the highest values of the
— PCA
explanatory variance are taken into account, which subsequently form a setAttr



The described approaches are implemented using the Python 3.8.2 programming language and
the Scikit-learn library [33] version 0.23.2. For classification, the KNeighborsClassifier functions
with the specified default parameters, SVC with the specified default parameters, except for
max_iter = 1000000 and RandomForestClassifier with the random_state = 1 parameter, and the rest
are used by default. To calculate PCA features, functions of the PCA class in the
sklearn.preprocessing module are used. The number of n_components calculated by the function is
equal to the number of features in the original sample. In the case of using LSVT Voice
Rehabilitation data, where the number of features exceeds the number of points, the value of
n_components = 126. Cross-validation is performed using the StratifiedKFold function, and the
normalization of samples is done using the MinMaxScaler function.

The parameters and features of a genetic algorithm are described below, with the help of which
the required number of features increasing the classification accuracy is selected:

1) Initialization happens as follows. The features are selected equally in two stages. The used
sample was constructed from the initial features and PCA. At the first stage, no more than 4 features
of the initial sample are selected. On the second one, no more than 4 signs of PCA are selected.
This is necessary to ensure the convergence of the algorithm. In the case when search space is large,
as, for example, for the LSVT Voice Rehabilitation sample (310 features), convergence of the
algorithm is slow if standard random initialization is used.

2) Tournament selection is used. The tournament size is 2.

3) Mating is single point.

4) The probability of a gene mutation is inversely proportional to the number of traits in the
original sample.

5) Fitness function is the classification accuracy value obtained after stratified k-Fold cross-
validation with the adaptive penalty described earlier.

6) The population size is 100, the number of individuals in the population is 100.

The results of solving the problems are presented in tables 2, 3, where the columns represent the
sample and the classifier used for it, and the rows represent the type of experiment. Each cell
contains the values of the macro F1-score classification accuracy metric obtained on the test sample
(the median value of a series of 40 experiments). Experiment No. 4, where the features for
classification were selected by a genetic algorithm with constraints, showed an advantage over
other approaches.

Table 2
Results of computational experiments (part 1)
. Breast Cancer LSVT Voice Rehabilitation
Experiment No. *

KNN SVM RFC KNN SVM RFC
1 0.965 0.973 0.960 0.795 0.838 0.836
2 0.960 0.963 0.958 0.784 0.785 0.808
3 0.966 0.975 0.957 0.788 0.827 0.834
4 0.975 0.977 0.974 0.888 0.870 0.883
5 0.961 0.967 0.955 0.778 0.827 0.802
6 0.960 0.969 0.958 0.779 0.832 0.811

* Note: 1 — all features; 2 — PCA; 3 — construction of PCA features with initial; 4 — features
selected by GA from initial + PCA; 5 — random selection from source; 6 — random
selection from initial + PCA.

Table 3
Results of computational experiments (part 2)

Experiment No. * Australian Credit Heart Disease




KNN SVM RFC KNN SVM RFC

0.871 0.854 0.872 0.837 0.845 0.820

0.877 0.855 0.840 0.832 0.819 0.815

0.870 0.856 0.873 0.833 0.845 0.860

0.881 0.873 0.884 0.876 0.868 0.879

OB |IWIN|F-

0.855 0.854 0.803 0.806 0.786 0.775

6 0.859 0.854 0.856 0.814 0.823 0.812

* Note: 1 — all features; 2 — PCA; 3 — construction of PCA features with initial; 4 — features
selected by GA from initial + PCA; 5 — random selection from source; 6 — random
selection from initial + PCA.

Fig. 1 in the form of a diagram shows the increase in accuracy in percent of the experiment
4 compared to the experiment 1 for each sample from the Table 1 and considered in the
work classifiers.
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Fig. 1 Percentage accuracy increase for the experiment 4 in comparison with the experiment 1

Based on the results shown in Fig. 1, an increase in the classification accuracy is fixed for all
samples. Its highest value can be noted for the LSVT Voice Rehabilitation sample, which in the
original version contains 310 features. It is important to note that increase in accuracy was achieved
with a significantly smaller number of features - 8 (4 of them are PCA features).

Below is a chart of the magnitude of the 40-run accuracy results for the experiments 4, 5, 6:
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Fig. 2. Box plot for experiments 4, 5, 6

In Fig. 2 for the experiments 5, 6 the range of distributions of accuracy values is higher than for
the experiment 4. Hence, we can conclude that the approach proposed in this work has a stable
solution. In addition, on the basis of the one-sided nonparametric Mann-Whitney U-test for the
experiment 4 in relation to the experiments 5 and 6, the statistical significance of differences in the
results was revealed.

Conclusion. In this paper, it is proposed to combine the techniques of feature extraction and
selection in order to obtain a new representation of initial sample to increase the classification
accuracy. The described approach of feature extraction using PCA with their subsequent addition to
initial data and selection by a genetic algorithm with constraints showed greater efficiency
compared to other methods of feature design used in the work. An increase in accuracy was
recorded when classifying samples of different sizes.

In addition, the statistical significance of the results of proposed approach was confirmed in
comparison with the selection of features at random (lower bound of accuracy limit). The proposed
approach has a smaller spread of the macro F1-score metric values over a series of independent
launches.

The restrictions imposed on a fitness function for feature selection may be of practical
applicability in cases when it is required by a software or hardware component of the project being
implemented. For example, under certain limitations of the communication channel in the process
of transferring information or insufficient memory capacity.

In the future, it is planned to conduct a study of other approaches to the design of features. For
example, an autoencoder type neural network [34] for feature extraction. Unlike PCA, such a
network can operate with nonlinear dependencies, which can contribute to an increase in accuracy.
Another approach is a genetic programming method for constructing features, which allows not
only to create an effective (in terms of accuracy) set of features, but also to “justify” the obtained
solution in the form of a mathematical function, which subsequently allows increasing not only the
interpretability of solution, but also the amount of knowledge about initial data.
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