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B nacmosuwyee epema pazpabomuuku 8pedoHoCcH020 RPOZPAMMHO20 0becneyeHUs. AKMUEHO NPUMEHSIOM
mexHuky eenepayuu Oomenuvix umen DGA 0as ycmarnosnenus uH@GOPMAYUOHHO20 B3AUMOOENUCIEUs.
MedHcOy BPEOOHOCHBIM NPOSPAMMHBIM obecnedeHuem U UX KOMAHOHbIMU YEHMPAMU YNPAGLeHUs.
I'enepayus OOMEHHLIX UMEH 8 COOMBEMCMEUU C 3A0AHHLIM ANOPUMMOM NO3801A€m 6PEOOHOCHOMY
NpoSpaMmMHOMY obecneyenuro 00Xo0ums OIOKUPOBKU CPeOCm8 3awumel unpopmayuu, Oends ux
Manosppexmugrvimu
U YCManagIueams KAHMAL CEA3U 0N NOJYUEHU KOMAHO YNPAGIEHUs U UX NApamempos, a makdice O
nepedauu uH@opmayuu u3 UHMOPMAYUOHHOU CUCMEMbl HA GHEWHUE pPecypcbl, KOHMPOIUpyeMbie
3n0ymbliuneHHuKamu. Taxum obpasom, HeobXo0uMo pazpabamvieams HO8ble N0OX00bl K PEUeHU0 3a0ayu
obnapysicenus ceenepuposanuvix ¢ nomowpto DGA domennvix umen ¢ DNS mpaguxe ungopmayuonnoi
cucmembl.

B pamkax npogeoenH020 uUccre008amus asmopamiu paspabomano peuieHue Oasl O0OHAPYIHCEHUs
ungopmayuonnoco  g3aumooeticmsusi  00vekmog ungopmayuonnol cucmemvt ¢ DGA  Oomenamu,
ocHosaHHoe
HA NpuUMeHeHUUu MauwurHo2o ooyuenus. OOnapyicenue UHHOPMAYUOHHO20 83AUMOOECNGUS. NPOUCXOOUM
6 06a smana. Ha nepgom smane memooamu mMawunno2o o0yuenus pewiaemcs 3a0a4a Kiaccuguxayuu ons
kaxcooeo DNS umenu uz odweco nomoxa DNS 3anpocos ungpopmayuonnoii cucmemwvt. Ha emopom smane
ona kaxcooeo DNS umenu, kraccugpuyuposannoco kax DGA, ocywecmensiemces obocawjenue OauHblMu U3
GHEUIHUX UCMOYHUKO8 U NPUHSAMUE OKOHYAMENbHO20 pDeuetls 0 8Pe0OHOCHOM Xapakmepe 3anpoca Ha
paspewenue oannoeo DNS umenu c¢ nocaedyrowum onepamusHvim yeedoMIeHueM AOMUHUCIIPATNOPA
Oe30nacHocmu No KaHaiam 1eKmpoHHOU ROYMbL.

B pabome npusedeno onucanue npoyecca paspabomru KiAcCUuUKAmopa HA OCHOBE MAULUHHO20
oOyuenus, onpedenenvl 6x00Hvle Xxapaxkmepucmuueckue oOaunvle DNS  wumenu, neobxooumvie 0
Kaaccugpukayuy, npeocmagienvl pe3yibmamvl 00yYeHUs KIAcCUGUKamopa Ha npeocmagumenrbHoOM
MHOdNHCecmBe mecmoguix Oannvix. OOOCHO8ANA N02UKA NPUHAMUS peuleHUs O 8PE0OHOCHOM Xapakmepe
DNS 3zanpocos. Paspabomannoe peuwierue 6b110 anpoouposano 8 pamKax 3KCHEPUMEHMATbHO20 CMeHOd.
Ilpeonooicenvr  pexomenoayuu no nOOOEPICKe KOPPEKMHOU pabomvl KIACCUGUKAMOpA HA OCHOBE
MAWUHHO20 00YYeHUSI.
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Ipumenenue paspabomanHo2o peuieHuss coenaem G03MOICHbIM ANOCMEPUOPHOE OOHAPYICEHUEe
UHGDOPMAYUOHHO20 83AUMOOCLICBUSL 8Pe0OHOCHO20 npocPaAMMHO20 obecneuenus co
CKOMRPOMEMUPOBAHHBIX 00bEKMO8 UHDOPMAYUOHHOU CUCTEMbL C CepeepamMu KOMAHOHbBIX UYEHMPOs
VAPAGAEHUS 3710V MbIULIEHHUKOG.

Kmiouesvle cnosa: ungopmayuonnas 6ezonacnocms, DNS, Domain Generation Algorithm.
Detection of information system objects interaction

with DGA domains

V. G. Zhukov, Y. V. Pigalev”

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky rabochy Ave., Krasnoyarsk, 660037, Russian Federation
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Currently, malware developers are actively using domain name generation technique called DGA to es-
tablish communication between malware and its command centers. Domain name generation in accord-
ance with the given algorithm allows malicious software to bypass information protection tools blacklists,
thus making blacklists ineffective, and establish a communication channel to receive control commands
and parameters, as well as to transfer information from the information system to external resources con-
trolled by attackers. Thus, it is necessary to develop new approaches to DGA generated domain names de-
tection using DNS traffic of an information system.

During the research, the authors have developed a solution for detecting information objects interaction
with DGA domains based on the use of machine learning. The detection of this interaction occurs in two
stages. On the first stage the classification task is being solved for each DNS name from overall infor-
mation system DNS stream. On the second stage, for each DNS name classified as DGA, corresponding
DNS query is being enriched using data from external sources and a final decision about the malicious
nature of the query to resolve this DNS name is being made, followed by a notification of a security admin-
istrator via e-mail channels.

The paper describes the process of developing a classifier based on machine learning, defines the input
data of the DNS name necessary for classification, presents the results of classifier training on a repre-
sentative set of test data. The logic of making a decision about the malicious nature of DNS queries has
been substantiated. The developed solution was tested using an experimental stand. Some recommenda-
tions for correct classifier operation support are proposed.

The application of the developed solution will make possible posteriori detection of information interac-
tion of malicious software working on compromised information objects with the servers of attackers com-
mand and control centers.

Keywords: information security, DNS, Domain Generation Algorithm.

Introduction

The DNS protocol is infrastructure-forming and, as a rule, is allowed by default in the information
systems of organizations, regardless of their sphere of activity. DNS traffic information flows, in gen-
eral, are either insufficiently controlled or not controlled at all. It is for this reason that modern mali-
cious software (malware) frequently uses the DNS protocol to communicate with control servers
(C&C, Command and Control Server), which is confirmed by numerous studies, for example, Spam-
haus for 2019 [1].
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Information security tools prevent this interaction by detecting and blocking DNS queries for re-
solving domain names of C&C centers, for example, using a blacklist mechanism. To circumvent
these restrictions, attackers use special software in order to generate domain names in accordance with
the given algorithm — Domain Generation Algorithm (DGA). The use of the DGA allows cybercrimi-
nals to escape from the static list of C&C domain names and make blacklists used by security tools
ineffective; the DGA allows generating an arbitrary number of malicious domains, it is impossible to
add them all to the blacklist [2]. Thus, traditional information security tools using black lists are not
effective, and a different approach is needed to solve the problem of discovering DGA domains, be-
cause the very fact of an outgoing DNS query to resolve the DGA name of the C&C indicates a com-
promised node within the infrastructure being protected or an attempt at such a compromise. One of
the promising solutions is using machine learning methods for automated detection of information in-
teraction of information system objects with DGA domains. As part of the study, the authors have de-
veloped an algorithm and software that makes it possible to detect the facts of such information inter-
action.

DGA Detection Key Stages

A domain network running Microsoft Windows is considered to be the infrastructure of an infor-
mation system; an information object is understood as any active network node that can generate DNS
gueries. The interaction of the information object with the DGA domain consists, at least, in the initia-
tion of the DNS object by the information object for the resolution of the DGA domain name.

It is possible to detect the interaction of information objects with DGA domains by the posteriori
analysis of DNS query log records.

Local records about DNS queries are forwarded to the domain controller by means of Windows
Log Forwarding, where they are further processed to detect DGA domains. A conceptual scheme for
detecting information interaction of information objects with DGA domains is shown in Fig. 1.

Logging DNS Classification of Making an additional decision on Warning an adminis-
queries —»| domain names and | the nature of queries classified as —p trator about malicious
queries DGA requests

Puc. 1. Cxema o6Hapyxenuss DGA

Fig. 1. DGA detection scheme

Thus, the detection process is divided into two key stages:

1) classification of DNS queries based on machine learning;

2) additional processing of domain names classified as DGA, with the final decision on the mali-
cious nature of the request.

Let us consider the listed stages of the work in more detail.

Stage 1: Classification. All DNS queriers are processed and stored as SQL.ite database table rec-
ords on the domain controller. The structure of the table of records is presented in Table. 1.

In the first step, the domain name from each record in the table is classified using machine learning
based on the attributes of its domain name. The classification based on domain name attributes was
chosen primarily because it is independent of changes introduced by intruders into the malware DGA
algorithm [3].
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Table 1
Description of DNS table record fields
Record field Description
ID Record identifier
query Domain name
answer Respond to query (IP address)
time Time and date of a query
hostname The name of a network node
status Query status
image Application making a query
class Name class set after processing by the classifier to the value "DGA" or
"REAL"

The development of a classifier based on machine learning

The task of the classifier is to assign each domain name to one of two classes:

1) DGA — DNS query to resolve such a name is considered to be malicious;

2) real domain name — DNS query to resolve such a name is considered to be legitimate.

The classifier was developed in Python. A set of scikit-learn libraries [4] were used for machine
learning, data processing and classifier evaluation.

According to the analysis report [5-9], the following attributes were selected as the attributes of the
domain name, on the basis of which the classification was to be made:

1) domain name length;

2) the ratio of the sum of the lengths of all meaningful words (words found in the dictionaries of
the human language) in the domain name to the total name length;

3) the ratio of the length of the longest meaningful word in the domain name to the total name
length;

4) the ratio of the number of digits in the domain name to its total length; it is calculated by a for-
mula;

5) Levenshtein distance between the current and the previous domain name — the minimum number
of characters that need to be added, removed or changed in order to get the current one from the previ-
ous domain name (for example, the Levenshtein distance between test.ru and 1t3st.su is 3). This met-
ric is the most suitable, since unlike, for example, Hamming distance, it does not require the same
length of two lines. Moreover, this metric is used in similar studies of the DGA [5];

6) information entropy according to Shannon's definition;

7) the ratio of the number of vowels to the number of consonants of the domain name.

As the classification problem is binary in nature, DGA sampling of generated and real domain
names is required. Sampling of names was used for training and testing the classifier, as well as for its
final assessment.

Real domain names were taken from the list of the most popular domain names made by DomCop
[10], the source of DGA domains is Bambenek Consulting [11] — these sources have already been
used in the development of tools for identifying DGA domains [5; 6].

Both samples were 25.000 domain names for a total of 50,000 domain names. The total sample of
50,000 domain names was split into two parts: 80 % was a training sample, the remaining 20 % were a
test sample.

The Random Forest algorithm was chosen as a kernel for the classifier, which proved itself posi-
tively in solving similar problems [3; 12].
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Before training the classifier based on the Random Forest algorithm, preliminary testing of this algo-
rithm was performed using a stratified cross-validation variant with 10 blocks on the training set. Using
the cross-validation method, the training sample of domain names is randomly divided into ten blocks of
the same size. In turn, each block is considered as a test sample, and the remaining nine blocks are con-
sidered as a training sample. For each block, a contingency table is calculated. Further the final contin-
gency table is calculated, averaged over 10 blocks.

The final contingency table (Table 2) presents the values of the average number of correctly de-
fined names, errors of first and second kind as a percentage to the number of domain names in one
block consisting of 4000 domain names.

Table 2

Average contingency table for Random Forest when testing by using cross-validation

- Classified, % - Total, %
In fact. % DGA 48.6 1.26 49.86
' Real 0.77 49.37 50.14
Total, % 49.37 50.63 100

The error rates for the Random Forest algorithm when testing by using cross-validation on a train-
ing set are satisfactory.

Based on the final contingency table, the accuracy of the classification was calculated using the fol-
lowing formula:

TP+TN
TP+TN+FP+FN’

accuracy = (1)
where TP is the number of true-positive cases; TN is the number of true-negative cases; FP is the
number of false-positive cases; FN is the number of false-negative cases.

Random Forest showed high accuracy (98%) when being tested on a training set using cross-
validation.

For the final assessment of the trained classifier, a contingency table was calculated. The table was
obtained using the classification of the names from a test sample (10,000 domain names). The accura-
cy was calculated as well.

The contingency table is presented in table. 3.

Table 3
Random Forest contingency table on the test set
In fact. % DGA 49.42 1.14 50.56
' Real 0.77 48.67 49.44
Total, % 50.19 49.81 100

Random Forest on the test set has the accuracy of 98.09 %.
The results obtained (accuracy, number of the errors of first and second kind) allow us to proceed
to the second stage of the study.

Stage 2: Enriching classification results and decision making.
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To reduce possible classification errors, all the records in the DNS table of the database (in which
domain names are classified as 'DGA") are selected for further enrichment and a decision on their ma-
licious nature.

The decision about the malicious nature of a query is based on the Threat Index calculation, which
is calculated based on the parameters of the corresponding DNS query.

The parameters are calculated based on the results of enrichment of a query from external sources
of information. They reflect such distinctive properties of DNS queries for DGA name resolution as:

1) one domain name can be resolved to several IP addresses and, according to the EXPOSURE
study: Finding Malicious Domains Using Passive DNS Analysis [13], malicious domains of the same
malware family are usually resolved to IP addresses of different countries;

2) as a general matter, DGA domains are generated one hour before the attack and are valid within
24 hours [12; 14];

3) DGA names are poorly documented: it is impossible to obtain information about the organiza-
tion that owns the DGA name, a domain administrator;

4) while malware is running using DGA, malware at the object of the information system goes
through a set of generated names in order to find what is available by requesting for each of them.
Most of the queries end with the error message 'NXDOMAIN' (nonexistent domain), which indicates
that the domain name was not found [12].

The formula for calculating the Threat coefficient is presented below:

7
Threat = x;, 2)

i=1

where x; is set to 1 if the number of countries that own IP addresses in responses to a DNS query is
more than 2; x; is set to 1 if the whois-response to the domain name does not contain the name of the
organization of the domain name owner; xs is set to 1 if there is no administrator name in the whois-
response; X4 is set to 1 if it was found that the number of DNS queries resulting from the NXDOMAIN
error for the current day is greater than the threshold value;

Xs is set to 1 if the difference between the domain registration date and the DNS query time is less
than 1 hour; xs is set to 1 if the difference between the domain registration expiration date and the que-
ry time is less than 1 day; xy is set to 1 if the whois-response does not contain the domain registration
date and domain registration expiration date.

The parameters are binary in nature, by default each parameter is 0.

If the Threat Threat Ratio exceeds 3, then a decision is made that the corresponding DNS query is
indeed malicious. Otherwise, a decision is made on the legitimacy of the DNS query: a classification
error occurrs.

After making a decision, the query, the corresponding decision and the data obtained by enrichment
are written to the Suspicious database table to analyze the operation of the tool.

The structure of records in the Suspicious table is shown in Table. 4.

Table 4
Description of additional fields of Suspicious records
Record field Description
country_number Number of countries that own IP addresses in response to a query
registrar Domain administrator name
creation_date Domain registration date
expiration_date Registration expiration date
organisation Name of the organization that owns the domain name
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NXDOMAIN_query_count Number of NXDOMAIN error responses for the combination of an appli-
cation and computer

domainStatus Domain name status, 'Up' — available, '‘Down’ - unavailable

queryType Decision made on the basis of the calculated parameters about the mali-
cious nature of the DNS query, 'Malicious' - harmful, 'Benign’ — legitimate

parentRecord Link to the corresponding record in the DNS table

Alerts about DNS queries classified and confirmed as DGA are sent to an administrator by email.
The alert contains basic information about the corresponding malicious DNS query.

Testing the operation of the detection tool for the interaction of information objects with
DGA domains

Testing was conducted on a test Windows domain network consisting of two computers making
DNS queries and a domain controller running a DGA detector.

All DNS queries for computers on the domain network were recorded to the domain controller. For
testing, DNS queries were made from the computers of the test network to resolve a set of real names
and three queries for DGA names.

The queries for DGA names simulated malware enumerating the set of DGA names on the com-
puter in order to find a valid one. For this reason, the first two queries returned an NXDOMAIN error
(ijoratsdxgwubk.ru and bsgncknwntpill.ru), the latter returned the IP address of the C&C server
(oqunedkxrrrd.ru).

The queries were recorded by the tool on the domain controller from a log file to the DNS table in
the database. A fragment of the queries is shown in Fig. 2, the queries for DGA names are highlighted.

ID query answer time hostname status image class
‘ |®Hanp |®Hﬂpr |KDM.I'||:TD |fDHﬂpr |fD |lDM.r|pr |CDH‘..

517 [ (ifff:23.61.215.146  |2020-06-13 11:56:03.2... |winghostClone... [0 |C:\virusexample.exe

H

M
M

rd.| - :56:03.2... UL
534 ndj6iayz7u2mbgadpqudz... ::ffff:185.15.175.157  2020-06-13 11:54:23.4... win8hostClone... 0 C:\Program Files (x86)\Internet ...
535 ndj6iayz7u2mbgadpqudz... ::ffff:185.15.175.158  2020-06-13 11:54:23.4... win8hostClone... 0 C:\Program Files (x86)\Internet ...

Puc. 2. Beirpyxennsie DNS 3anpocsr

Fig. 2. Stored DNS quieries

On completing recording the queries, the classification stage began: all domain names from the da-
tabase were classified based on machine learning. Further the second stage began: all the records from
the table, resulting in the DGA classification, were selected to enrich and determine the nature of que-
ries.

The queries were enriched using whois-requests for the domain name, geolocation checking the IP
address, counting the number of NXDOMAIN responses, then the parameters were calculated based
on the enrichment results.

For the combination of application and computer corresponding to these test DGA queries
("win8hostClone™ and "C: \ virusexample.exe™), there were 2 domain queries in the database with the
NXDOMAIN error, which caused the x4 parameter to be set to 1 for each record with the correspond-
ing combination of application and computer name, all three domains are unavailable (thus, there is no
information about the organization, domain administrator, registration start and end dates, which set
the appropriate parameters X, X3, X7 to 1). The values of the other parameters remained by default.

Therefore, according to the formula (2), the threat ratio for test DGA queries was is equal to:
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Threat=0+1+1+1+0+0+1=4. 3)

The threat factor value is 4, on the basis of which it was decided that the queries were malicious as
a matter of fact.

After classification, enrichment, character determination, the selected records with additional in-
formation were recorded into the Suspicious database table.

The fragment of the Suspicious table with the data obtained during enrichment for the queries
shown in Fig. 2 is shown in Fig. 3. For all the three malicious test requests, a decision was made
about their malicious nature (this is indicated by the value of "Malicious" in the field "queryType"),
for real domain queries, a decision was made about their legitimacy (this is indicated by the value of
"Benign" in the "queryType" field).

D query answer time hostname country_number registrar queryType
|1 #6:23,61.215.1.. =
EI_ 22006-13 .. [cwnssranpiecr _
121 jotsdgwitkro | : : Errw domain s

122 ndjbiayz7u2mby... ::ffff:185,15.175..., 2020-06-13 ... winghostClone.d... C:\Program Files (x... 1 RU-CENTER-RU

123 ndjbiayz7u2mbg... ::ffff:185.15.175.... 2020-06-13 ... win8hostClone.d... C:\Program Files (x... 1 RU-CENTER-RU Bemgn
124 t3848077496801... ::ffff:50.116.239.... 2020-06-13 ... winBhostClone.d... C:\Program Files (x... 1 Amazon Registrar, Inc. Benign
125 ndj6layz7u2mbg... ::ffff:185.15.175.... 2020-06-13 ... win8hostClone.d... C:\Program Files (x... 1 RU-CENTER-RU Benign
126 ndjblayz7u2mbg... ::ffff:185.15.175.... 2020-06-13 ... winShostClone.d... C:\Program Files (x... 1 RU-CENTER-RU Benign

Puc. 3. PesynbTar paboThl cpeicTBa

Fig. 3. Results

The administrator was notified of every malicious query for a DGA name. The test notification
about one of the malicious queries is shown in Fig. 4.

Subject: Security Notification 13:19 (2uacarasan)  y¢
KOMY: ¥

To: admiestdns123@gmail com'
From: natificationdnstest@gmail com

Malicious DGA query oqunedkxrird ru detected at win8hostClone dnsiest ru from C\Program Files (x86)\Internet Explorer\iexplore exe - Domain resolved in ffff 23.61.215 146 | time of query is
2020-06-13 11:56:03.2279401 . Domain is Down

Puc. 4. Onoseuienre 06 0OHAPYKEHHH BPEJOHOCHOTO 3a1poca

Fig. 4. Notification about a detected malicious quiery

Thus, during testing, the interaction of information objects with DGA domains was found. The data
on malicious queries, being stored in the database and sent by e-mail to the administrator, make it pos-
sible to determine the fact and circumstances of the compromise of an information object.

Support for the correct operation of the classifier based on machine learning

Classifiers based on machine learning algorithms degrade over time. What is worse, classifiers tend
to have lower performance in practical conditions than they did in testing [15].

It is assumed that, in addition to unpredictable changes, the accuracy of a classifier may decrease
over time due to changes in the general DGA algorithm for generating malicious domains (i.e., the
name structure will change).
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Thus, to maintain the accuracy of a classifier, it is necessary to monitor its operation and, if neces-
sary, modify it and / or retrain: change the set of domain name attributes, train the classifier on a newer
set of domain names.

Conclusion

Based on the results of the research, the authors developed and programmatically implemented a
two-stage DGA detection algorithm: classification using machine learning based on the Random For-
est algorithm and deciding on the nature of queries based on the enrichment results.

Using the developed software allows posteriori detection of the interaction of information objects
with DGA domains. Thus, it becomes possible to detect the fact that an information object is compro-
mised and to increase its security by jointly using the developed tool with other information security
systems.

The detection tool is designed to analyze DNS queries on a Microsoft Windows domain network,
but its core, which is a machine learning classifier and malware decision logic, can be applied to other
operating systems and hardware as well.
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