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Yoanenue o6vexmos ¢ uzobpadcenuti OMHOCUMC KAK K 3a0a4am, RO3GONAOWUM YIYYWUMb KAYeCmE0
u300padiceHuss, Hanpumep, 8 00ACMU B0CCHMAHOBICHUS NOBPENCOeHHbIX omozpaghull, maxk u K 3adavam
nosvluieHUss Oe30nacHocmu  npu  yoaieHuu Joetl uiu  agmomooburel npu ooOpabomke u300padceHull
aspoomocvemxu. Ilpu smom memoovl YOaneHuss HeHCeramenabHbiX 00beKmMo8 0ObIUHO GKAUAIOM 6 ceOsl 08a
amana: evloeeHue 00vbeKmos 05t YOANCHUs U B0CCMAHOGLEHUEe MEKCMYPbl HA VYACMKAX U300PANCEHUS.
Iepeviii sman moodicem GoINOIHAMbCS BPYUHYIO HOIb306AMENAMY, €CU HeOOX0OUMO 8bl0eNUMb KOHKDEMHbIE
06vexkmul, IUOO aemMomMamuiecku nymem o0OyueHus MoOenu HAa PAaziuuHblX Kidccax obvekmos. 3adaua
B0CCMAHOBNECHUSL U300PAdICEHUs. 8 NPOYECce UCCLeO08AHUL PEUANACh PA3TUMHBIMU MEMOOAMU, OCHOBHOU U3
KOMOPbIX GKIOUAEM UCNOIb308AHUE 3HAYEHUL COCCOHUX NUKCEN08 05l OMPUCOBKU 8 YOAIeHHbIX obaacmsx. B
nocneoHue 200bl XOpowiue pe3yibmamyvl NOKA3bI6Arm Memoobl ¢ NpPUMEHeHUueM 2iyOoKo2o oOyyeHus Ha
OCHOBe CEEPMOYHBIX U 2eHePAMUGHBIX HelpoHHbIX cemell. Llenvto pabomvl sensemcs paspabomxa memooa
yoaneHusi 006beKmog ¢ U300padiceHuil adpohomocvemMku ¢ ebloeleHuemM 00beKmos SPYYHYIO U OMPUCOBKOU
mekcmypvl 8 obpabamvieaemoln obdracmu. B pabome ulnoaHeH 0030D COBPEMEHHBIX Memo008
B0CCMAHOBNECHUSL U300PAdICEHUT, CPedU KOMOPbIX Hauboee NEPCNEeKMUGHbIM AGIACMCS UCNOIb308AHUE Cemell
2nyOoK020 00yueHUs, a MAKdce GHANU3 MeKCmypvl 6 eoccmanagiusaemoi obracmu. IIpednodcennviil
aneopumm OCHOBAH HA UMEPAYUOHHOM NOOX00e NpU aHaause COCeOHux obracmell U NOCMENEHHOM
3AKPAUUBAHUU BOCCMAHAGIUBAEMOU 0DIACMU MEKCMYPOU C COCCOHUX RUKCENI08 C YUEMOM 6eCd U KOHMYPO8
epanuy. B cmamove @vinonnena oyenka 3phhexmusHocmu nPedNoNCEHHO20 MEMOOA ¢ UCHONb308AHUEM 0A3bl
BUOCONOCNCO08AMETLHOCHEN, NOTYYEHHBIX C KBAOPOKONMEPOS U COOEPAHCAUUX TH00El U NPUPOOHbIE 0OBEKMbL.
Ipu smom npogoounacsy Kak SKCNEpmHas OYeHKd, KOmopas NOKA3Ald XOpouiue 6U3YaibHble pe3yibmamol,
maxk u cpasHeHue Kavecmea pabomvl ancopumma ¢ uzeecmuvimu nooxooamu no mempuxe PSNR, xomopas
NOKA3A1A JyHuiue pe3yibmaml Hpu HATUYUU CLONCHOU MEeKCMYPbl 8 CYEHe.

Knioueswvie cnosa: Imageinpainting, eoccmanoenenue usobpasicenuil, OUCMAHYUOHHOE 30HOUPOGAHUE
3eMU, 2eHePamueHvle HeUpPoHHble Cemu, MeKCIMYPHbI AHAU3.
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Removing objects from images refers both to the tasks of improving the quality of the image, for example,
in the field of recovering damaged photographs, and the tasks of increasing safety when removing people or
cars from aerial photography images with remote sensing of the earth. At the same time, methods for removing
unwanted objects usually include two stages: selecting objects for removal and restoring texture in areas of
the image. The first stage can be performed manually by users, if it is necessary to select specific objects, or
automatically by training the model on different classes of objects. The problem of image restoration in the
course of research was solved by various methods, the main one of which involves using of the values of
neighboring pixels for rendering in distant areas. In recent years, methods using deep learning based on
convolutional and generative neural networks have shown good results. The aim of the work is to develop a
method for removing objects from aerial photography images with manually selecting objects and drawing
textures in the processed area. The paper reviews modern methods of image restoration, among which the
most promising are the use of deep learning networks, as well as texture analysis in the restored area. The
proposed algorithm is based on an iterative approach when analyzing neighboring areas and gradually
painting the restored area with a texture from neighboring pixels, taking into account the weight and contours
of the boundaries. The article evaluates the effectiveness of the proposed method using the base of video
sequences  obtained from quadcopters and containing people and natural  objects.
At the same time, both an expert assessment was carried out, which showed good visual results, and a
comparison of the quality of the algorithm with known approaches according to the PSNR metric, which
showed the best results in the presence of a complex texture in the scene.

Keywords:Image inpainting, image restoration, earth remote sensing, generative neural networks, texture
analysis.

Introduction

Earth remote sensing (ERS) and image processing of aerial photography from unmanned aerial
vehicles is an indispensable tool for studying and monitoring the planet, helping to effectively manage its
resources [1]. The use of remote sensing data makes it possible to ensure the safety and efficiency of the
extraction of natural resources, to prevent emergencies and eliminate their consequences, as well as to
help ensure environmental protection and control climate change.

The images obtained by aerial photography are used in many industries — agriculture, geological and
hydrological research, forestry, environmental protection, territorial planning, educational, intelligence
and military purposes. ERS systems allow getting the necessary data from large areas (including hard-to-
reach and dangerous areas) in a short time. However, most often these images need to be preprocessed for
a more accurate interpretation of the data. In particular, there is a need to remove unwanted objects from
them, such as clouds.

This paper discusses the features of removing objects from images during aerial photography, which
may be necessary for security tasks, improving the quality of data analysis and for artistic purposes. The
paper proposes an algorithm based on the selection of objects and the use of an iterative approach to
delete the selected object and restore image sections by painting over part of the areas with a weighted
value from neighboring pixels.


mailto:stroy_oa@sibsau.ru

Siberian Aerospace Journal. Vol. 22, No. 3

Literature review

The task of removing objects from aerial photographs can be solved by several methods, including
using neural networks. For example, the simplest segmentation method, the threshold value method, is
often used to segment images consisting of bright objects on a dark background or vice versa. Thus, it is
possible to detect, for example, clouds in the input image. In order for the image to be segmented
correctly, an adaptive threshold should be selected, calculated separately for different areas of the image,
then it will be possible to process images with a strong lighting gradient and uneven background due to
poor lighting conditions. In addition, it should be taken into account that in the case of uneven
illumination, the effectiveness of the method decreases and it is necessary to divide the image into
subdomains, each with its own threshold value, in order to avoid reducing the effectiveness of the method
[2].

Another approach uses modern convolutional neural network architectures. In December 2015, a new
neural network architecture, ResNet, was introduced, which is easier to optimize and the classification
accuracy of which is better due to the significant increase in depth; at the same time, it is easier to train it
[3]. It contains fairly simple ideas: the output data of two successful convolutional layers is fed and the
input data for the next layer is bypassed [4]. The architecture diagram is shown in Fig. 1.
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Fig. 1. ResNetarchitecture
Puc. 1. ApxurekrypaResNet

ResNets use shortest path connections: operations that skip some layers to transfer information to the
lower parts of the network, which acts as a direct path for the information flow. In the initial case, the
ResNet connection of the quick access performs an additive signal mapping, that is, the input state of the
residual block is added to the output data of the bypassed layers.

Methods for detecting more complex objects in images can cover several different approaches, such as
manually selecting the boundaries of an object, after which the algorithm refines the contours of the
object automatically, or automatically selecting various types of objects using intelligent approaches, such
as neural networks for area selection (R-CNN). For example, the authors of R. Girshick, J. Donahue, T.
Darrell and Jitendra Malik describe an object detection system consisting of three modules. The first
module generates offers of areas independent from categories. These offers define the set of possible
detections available to the detector. The second module is a large convolutional neural network that
extracts a fixed-length feature vector from each area. The third module is a set of linear SVMs of a certain
class [6]. The selective search algorithm proposed by the authors J. Uijlings, K. van de Sande, T. Gevers
and
A. Smeulders [7], works by generating image subsegments that can belong to the same object — based on
color, texture, size and shape-and iteratively combining similar areas to form objects. This gives “object
offers” of different scales. The R-CNN line does not depend on the area offer algorithm. The authors use a
selective search algorithm to create 2,000 offers by categories of independent regions (usually indicated
by rectangular areas or “bounding boxes”) for each individual image.
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After deleting a certain object, an empty area remains in the image, which must be filled with
information so that the image quality does not become worse. The task of image restoration (Motion
Inpainting) is one of the most famous in the field of digital image processing. Initially, approaches related
to content addition based on the values of neighboring pixels were used, for which bilinear and bicubic
interpolation methods were used [8]. The most modern approaches include the use of convolutional and
generative neural networks.

In 2017, the authors C. Burlin, Le Callonec and L. Duperier proposed an approach for recovering
small images from the CIFAR 10 dataset based on the use of autoencoders and generative adaptive neural
networks. They proposed a new Flattened Row LSTM model, which demonstrated high efficiency and
stability, as well as compliance of the reconstructed images with the original data from the user's point of
view [9].

V. Chandak, P. Saxena, M. Pattanaik and G. Kaushal used Wasserstein's generative adaptive neural
network architecture to create their model. The Wasserstein distance, a measure of the distance between
two probability distributions, was used as a loss function to train the generator. The proposed
methodology can be divided into three stages. First, the data from the set is preprocessedCelebA, then a
model based on generative adaptive Wasserstein neural networks fills in the missing pixels in the image.
Noise is inevitable during generation, so the third stage is to pass the resulting image through the neural
network for its further improvement. This approach makes it possible to increase the peak signal-
to-noise ratio and the structural similarity index by 2.45 and 4 %, respectively, compared to the
approaches used recently, however, in this methodology, training strongly depends on the data used for it
[10].

In 2018 G. Liu, F. A. Reda, K. J. Shih, T. Wang, A. Tao u B. Catanzaro has developed a model that
uses partial convolution operations with accumulation and step-by-step updating of the mask for the best
rendering of the image. This model can work quite efficiently with holes of any shape, size, location or
distance from the borders of the image. When the hole size increases, there is no critical deterioration in
performance, which is also an advantage of the model [11].

In January 2020, authors Yi Jiang, Jiajie Xu, Baoging Yang, Jing Xu and Junwu Zhu also used
autoencoders and generative adaptive neural networks, adding a bandwidth connection to solve the
gradient vanishing problem. Their proposed model consists of a generator and two discriminators. When
testing on the datasetsCelebA and LWF model demonstrated higher results in terms of PSNR and SSIM
metrics in comparison with such models as FMM, GLCIC and DIP [12].

A key feature of image restoring methods based on deep training is the ability to recover missing data,
which the algorithm obtains based on training on a number of examples, as a result of which the quality
and realism of such approaches is much higher in comparison with classical methods.

Method of restoring aerial photography images

It is proposed to use a modified image restoring method, known as the Telea method, as well as the
Navier-Stokes method. Consider the stages of operation of these algorithms in more detail.

The Telea method is based on the Fast Marsh Method. The in-painting of an area starts from its border
and gradually goes inside, painting the pixel with a normalized weighted sum of all pixels in the
neighborhood. The correct choice of weight is important: the greatest weight is given to pixels lying next
to the point next to the border normal, and pixels lying on the border contours. As soon as a pixel is
inpainted, it is moved to the next one by the fast transition method, which controls that the pixels next to
the already inpainted ones are colored first.

Figure 2 shows a diagram of the Telea method. It is necessary to inpaint a point p located on the
boundary of the 0 Q area of coloring Q. To do this, it is needed to take a small neighborhood of the point
p, equal to the ¢, the set of pixels of which is denoted asB.(p). The in-painting of p should be

determined by the values of the known neighbor points that belong to B.(p) .
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Fig. 2. Image inpainting principle
Puc. 2. TIpuHIMNI 3apuCOBKN H300paXKeHUS

For relatively small values, ¢the first order of approximation of the image I,(p)at point pis

considered, taking into account the image 1(q) and the gradient of VI1(q) values at point q:
lo(p)=1(a)+VI(a)(p-a). (1)

Then the point p is defined as a function of all points g in the setB. (p)summing up the estimates of all
points q weighted by the normalization function w(p, q):
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geBg(p) !

Next, it is necessary to iteratively apply formula (2) to all discrete pixels 0Q
as the distance from the initial position increases and advance the border inside the area Q until it is
completely inpainted [13].

The Navier-Stokes algorithm is based on hydrodynamics and uses partial differential equations. The basic
principle is heuristic. First, the algorithm moves along the edges from known areas to unknown ones
(therefore, the edges must be continuous). It continues isophotes (lines connecting points with the same
intensity, just as contours connect points with the same height), while matching gradient vectors at the border
of the drawing area. For this purpose, some methods from hydrodynamics are used. After they are received,
they are filled with color in order to reduce the minimum dispersion in this area.

Let Q be the area to be reconstructed from the surrounding data, and lo be the intensity of the image,
presumably being a smooth function (possibly with large gradients), outside the area Q. lo and Al at the
boundary ofoQ are known. Further, the Navier-Stokes method is adapted from the field of
hydrodynamics for rendering images, comparisons are presented in table 1.

Table 1
Navier - Stokes method for in-painting images

Navier — Stokes method Rendering images
Flow function ¥ Image Intensity |
Fluid speed v=V*¥ The direction of the isophota V* |
Vorticity w=AY¥ Smoothness w=A |
Liquid viscosity v Anisotropic diffusion v

The vorticity transfer equation with respect to w is solved by the formula (3)
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where the function g takes into account the anisotropic diffusion of smoothness w. The intensity of the

image 1, which determines the speed fieldv =V~ in formula (3), is recovered by simultaneous solution
of the Poisson equation
Vi=w, | |,o=1,. 4)

The algorithm begins with calculating the vorticity w from the image I, using the data about the
environment to determine the boundary vorticity. Then the shape of the vorticity flow (3) is developed
using a simple Euler step, with centered differences in space for diffusion and the minmod method for the
convection period.

After the first step (3), the intensity of the image | is calculated by solving the Poisson equation (4)
using the Jacobi iterative method. For this updated value, w is recalculated and the algorithm repeats.
Anisotropic diffusion on | is performed every few steps, which helps to determine the boundaries more
precisely. A stable state is achieved after N iterations of this cycle, usually N = 300 [14].

Experimental studies

The efficiency of the image restoration algorithm was studied using the database obtained from
unmanned aerial vehicles under various shooting conditions [15]. The database includes 12 video
sequences with a duration of more than 3000 frames of various objects in Switzerland, obtained using the
DJI Mavic Pro drone, and allows evaluating the quality of various algorithms for improving the quality of
video sequences, motion tracking and object detection (Table 2).

Table 2
Description of the video sequence database
Name Resolution Number of Screenshot Characteristics
frames
Berghouse 1280x720 1073 | Complex camera movement, non-
Leopard.mp4 inear texture, presence of foreground
|| objects
Bluemlisal 1280x720 957 Complex camera movement, simple
Flyover.mp4 texture, no moving objects
Creux du Van 1280x720 1196 Complex camera movement, multi-
Flight.mp4 dimensional scene, non-linear texture
DJI_0501.mov 3840%x2160 232 Circular motion of the camera,
presence of a static foreground object,
variable lighting
DJI_0574.mov 3840%x2160 928 Linear camera movement, nonlinear
texture, presence of moving
foreground objects, zooming
DJI_0596.mov 3840%x2160 1015 Linear camera movement, simple
texture, presence of moving
foreground objects
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The effectiveness of the image restoration algorithm was evaluated in comparison with known
approaches based on texture methods and deep training in the task of removing objects from aerial
images. Figure 3 shows the results of image restoration using various methods, as well as a comparison of
quality by the PSNR metric (5), where the difference between the original image (Fig. 3, a) and the image
from which the objects selected by the user were removed (Fig. 3, b) was estimated.

max(1 (i, j))°
PSNR =10log,y | ————"|. 5
910( MSE ®)
The MSE value between the original and the restored image is calculated by the expression (6)
1 &, . . .2
MSE =—— 1, j)-1,(G@, , 6
o 226 D= 1(i 1) (6)

where m, n are the width and height of the image; | is the original frame; I is the restored frame.

Most of the known methods, when trying to remove a foreground object, generate noticeable artifacts
in the corresponding area, especially if there is a complex texture. The quality assessment shows good
results of the Amle method [16] under the condition of a simple texture in the restoration area. The best
results in the presence of a complex texture are shown by the proposed method using generative neural
networks (Fig. 3, d).

Berghouse Leopard Jog.avi PSNR 29.304 27.9778 30.6132

34.4884 30.0467

DIJI 0574.avi PSNR

PSNR 27.1282 27.6052

Fig. 3. Examples of image restoration using various methods: a — original image; b — mask for selecting
objects to delete; ¢ — method of image restoration Absolute Minimizing Lipschitz Extension Inpainting [16];
d — Transport image restoring method [17]; e — proposed method

Puc. 3. [Ipumepsl BocCTaHOBIIEHNST H300pakeHH ¢ MPUMEHEHHEM Pa3InIHBIX METO/I0B:
a — OpUTMHAIIBHOE M300paKeHHe; 6 — MacKa BBIACICHHSI OOBEKTOB VISl YIAJICHHS; @ — METOA BOCCTAHOBIICHHUS
u3obpaxennit AbsoluteMinimizingLipschitzExtensionlnpainting [16]; 2 — meton BoccraHOBICHUS
n300paxkennii Transport [17]; 0 — npeasioykeHHbIi METO BOCCTAHOBIICHHS H300pasKeHHI

The proposed method shows good visual results, while the quality strongly depends on the complexity
of the textures and the number of connected pixels in the restored area.

Conclusion
The paper proposes a modified image restoration method using an iterative approach that allows
removing unwanted masked objects, such as people, clouds or cars, from aerial photography images and
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obtaining visually high-quality results. The evaluation of the quality of the system based on the analysis
of PSNR values and visual comparison of the quality of the results with the initial data was performed.
The proposed method can reliably handle distortions of any shape, size, location or distance from the
image boundaries. In addition, performance degrades slightly as the size of the missing areas increases.

The conducted experiments show that in order to further improve the quality of image restoration, it is
necessary to take into account the texturing of the area and use training materials taking into account the
content. In modern research, it is proposed to use convolutional generative neural networks to solve the
problems of restoring damaged images in areas with complex texture. Thus, methods using neural
networks demonstrate high efficiency in solving the problem of removing unwanted objects from images,
in particular, people from remote sensing images. Recently introduced architecture of ResNet neural
networks with residual training has a wide potential for use in this field.
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