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B cmamve npusedena nocmanoeka 3a0auu ORMUMUZAYUL CIPYKMYPbL ANARAPAMHO-NPOSPAMMHBLX
KOMNIEKCO8, NPEOHA3HAUEHHBIX OJis CUCTEM YRPAGIEHUS PEAlbHO20 DEMEHU, NPUMEHSIEMbIX, 8 MOM YUuce,
8 paxkemuo-kocmuyeckou ompaciu. Kpome moeo, uzyuenvl ocobeHHoCmu 0aHHOU 3a0a4u, éiusowue Ha
8b100p Memo0os onmumuzayuu. Jeiaemcs 6vl800, UMO OAHHAA 3a0ada Modcem Ovimb dPhexmusHo
Peuena ¢ UCNONb308AHUEM I80TIOYUOHHBIX MEMOO08 ONMUMUZAYUL.

Cywecmsyrowue mMooenu npou3so0umesbHOCmu NO380A0M ONPeOetsimG MUHUMATbHYIO ANNapamHyio
KOHpUSYpayuo MHO2ONPOYECCOPHOLO BbIMUCTUMENLHO20 Komniekca. TIpednoscennblil 8 OanHou cmamve
nOOX00 MNO380J5em HAXO00Umb KOHQUeypayuu, obradaowue annapamioi uzdblmoyHOCmbio  (no
CPABHEHUIO ¢ MUHUMAIbHOU KOHGuU2ypayuet), Ho, 3a CHém 3mo2o, umeiowue OOIbUYIO 8ePOSMHOCHIb
HAXO0MCOCHUSL 8 COCMOSIHUSIX, 00eCnedusarux npou3go0UmenbHOCb, 00CMAMOYHYIO 0I5l OOCHUNCEHUS]
yenell QYHKYUOHUPOBAHUS NPOEKMUPYEMOU CUCIEMbl YHPAGIEHUS DeanbHo20 epemeru. Onucauuwiil
nooxo0 sasisiemcs 0Oonee 2SUOKUM, HeM Hpocmoe OVOIUPOBaHue 6cex annapamuvlx KOMHOHEHMO8
MUHUMATLHOU KOHPuUeypayuu, 4mo mMoxcem 0blms UCHOIb308AHO OIS YMEHbUIEHUS. 3AMPA Hd CO30aHUe U
IKCNIYAMAYUIO NPOEKMUPYEMOTL CUCTIEMbL YAPAGIEHUS.

Ilpeonooicennas modenv modcem Obimb UCHOAL30BAHA OISl ONMMUMUZAYUU  NPOUZEOOUMENLHOCTU
MHO2ONPOYECCOPHBIX ANNAPAMHO-NPOSPAMMHBIX KOMWIEKCO8 CUCHEM YAPAGICHUs PEalbHO20 GDEMEHU.
Ipu 3mom HYZHCHO YUUMBIEAMb, YO PECYPCbl, BbIOCIEHHbIE HA CO30AHUE U IKCHAYAMAYUIO annapamuo-
NPOSPAMMHO20 KOMWIEKCa, 6ce20a ozpanuvenvl. Tlosmomy yerecoobpasno paccmampusams 3a0auy
ONMUMU3AYUY  NPOUBOOUMENLHOCIU — KAK — MHOLOKDUMEPUATIbHYIO:  OOHUM — Kpumepuem  6yoem

np0u3600ume/szocmb, a dpyewvz —3ampambsl Ha cozoanue annapantio-npocpammHoco KomMniexkca.

Kniouesvie cnosa: annapamHO-npozpaMMHblﬁ KOoMnJjieKc, MOdeﬂb, I’lpOLl&’GO()umeJZbHOCWZb, cucmemaol

ynpaejieHus peajiibHoco 6pemeru, meopusi Maccoeoco 06C/lnyCLt6ClHl/l}l.
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The article presents the problem of optimizing the structure of information processing computer appli-
ances for real-time control systems used, among other things, in the rocket and space industry. In addition,
the features of this problem that affect the choice of optimization methods are studied. It’s concluded that
this problem can be effectively solved using evolutionary optimization methods.

Existing performance models allow you to determine the minimum hardware configuration of a multi-
processor computing system. The approach proposed in this article allows us to find configurations that
have hardware redundancy (compared to the minimum configuration), but, due to this, have a greater
probability of being in states that provide performance sufficient to achieve the goals of functioning of the
designed real-time control system. The described approach is more flexible than simply duplicating all
hardware components of the minimum configuration, which can be used to reduce the cost of creating and
operating the designed control system.

The proposed model can be used to optimize the performance of multiprocessor hardware and software
complexes of real-time control systems. At the same time, it should be taken into account that the resources
allocated for the creation and operation of the hardware and software complex are always limited. There-
fore, it is advisable to consider the problem of performance optimization as a multi-criterion: one criterion
will be performance, and the other-the cost of creating a hardware and software complex.

Keywords: Computer appliance, model, performance, real-time system, queuing theory.

Introduction

A real-time system (RTS) is a hardware and software complex (HSC) that solves the problems of
controlling various processes in conditions of time constraints.

Many modern control systems are real-time systems for which performance is a critical parameter:
the control action must be developed in the required time, otherwise it becomes useless. This class of
control systems includes, for example, control systems used in the rocket and space industry, air traffic
control systems or technological process control systems. [1; 2].

Such control systems are hardware and software complexes that are a set of hardware and software
that work together to accomplish a given task.

Requirements for the performance of computing systems used in real-time control systems are con-
stantly increasing due to the increasing complexity of control objects.

Increasing the speed of computing technology has traditionally gone in two ways: increasing the
clock frequency of processors and developing multiprocessor systems. Today, we can state that the
possibilities of increasing the clock frequency have been exhausted, which is due to physical limita-
tions [3]. This means that real-time control systems will inevitably be created on the basis of
multiprocessor computing systems.

It is important to understand that the hardware performance requirements for real-time control sys-
tems are determined by the software that is used to generate the control action. Special requirements
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are also imposed on the software of real-time control systems related to the need to ensure that the cor-
rect control action is obtained in a strictly defined time. Therefore it is advisable to study the
performance of multiprocessor computing systems in close connection with the functioning of
software.

For the design of multiprocessor hardware and software systems, a model of their performance is
needed, which would make it possible to determine the speed of architecture options without experi-
mentation, which can be extremely time-consuming and require significant costs.

The existing models of performance of multiprocessor computing systems [4—6] do not take into
account the possibility of hardware failures and its recovery. In practice, when designing hardware and
software complexes of control systems real-time, this aspect cannot be ignored, since a decrease in
performance due to the failure of one of the processors can lead to the impossibility of generating a
control action in the required time, which is unacceptable for real-time systems.

Performance model and formulation of the optimization problem

We consider a more general performance model, which includes additional states in which not all
processors and buses are healthy, as well as transitions between states corresponding to processor and
bus failures, as well as their recovery. The computing system is considered as a queuing system (QS).

The investigated HSC consists of N types of processors containing by M; (i = 1, 2, ... N) processors
of each type with the average execution time of one instruction 7. Processors are combined with
RAM via N; buses. The service time of a request from a processor of the i type is 7i. It is assumed that
the time interval between any two adjacent claims obeys the Poisson distribution law with the parame-
ter v. The total flow of failures from processors of all types and interface buses also obeys the Poisson
distribution law with the parameter Ai. In addition, when evaluating the performance of a computing
system, it is assumed that the time interval between two adjacent services obeys an exponential distri-
bution law with the parameter pi, and the recovery time of buses and processors of the i type obeys the

exponential law with the parameter &;.

k, 1
N, My, M, e MG J 20 0 0N

this case, (N1—n) interface buses are in good order and participate in the computational process, and n
are faulty and are restored, (M1—mj) processors of the first type are serviceable and participate in the
computational process, while m; are defective and are being restored, (M2—m;) processors of the sec-
ond type are serviceable and participate in the computational process, and m; are faulty and restored,
..., (Mn—my) processors of the N type are in good order and participate in the computational process,
and my are faulty and restored. The system contains ji requests from processors of the first type, j. re-
quests from processors of the second type,..., jn requests from processors of N type, k buses are busy
with servicing, and | requests are in queues for servicing.

Due to the ordinariness of the streams of memory accesses, memory servicing of processors, fail-
ures and recovery of hardware components, transitions are possible only between states that differ in
the value of only one index, and this index can either increase or decrease by one.

Composing the system of Kolmogorov — Chapman equations [7] according to the general rules for
gueuing systems, we obtain a system of linear differential equations for the probabilities of states in
which the system can be.

Equating the derivatives to zero in this system, we obtain a system of linear algebraic equations for
the probabilities of states in a stationary mode.

Solving the system with one of the numerical methods of linear algebra, we obtain the values of the
probabilities of various states that can be used to determine any performance characteristics of the ana-
lyzed system [8].

The states in which the considered system can be will be denoted as a In
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In order for the failures of software elements to be considered statistically independent, like failures
of various pieces of equipment, these elements must be developed independently [9]. This approach to
critical software development is called multiversion programming (N-version programming) [10]. It is
easy to understand that the performance of software developed using this approach increases with an
increase in the number of different versions and an increase in the performance of their runtime envi-
ronment [11].

Obviously by increasing the number of redundant hardware and software components, the system
performance can be brought to any a given level [12]. However, such systems can be too expensive to
develop and / or operate. Therefore performance models must be complemented by cost models. The
cost of building hardware comes down to adding up the costs of the components. Models for estimat-
ing the costs of creating fault-tolerant software take into account the costs of developing multi-version
software, labor costs of personnel employed at different stages of the software life cycle, etc. [13; 14].

The constructed models allow one to proceed to the formalization of the problem of choosing the
optimal architecture options for multiprocessor hardware and software complexes of real-time control
systems. In this case, two groups of criteria are obvious:

- performance criteria that must be maximized (the probability of being in a state in which
performance is sufficient to generate a control action, etc.);

- cost criteria to be minimized (system cost, system development cost, operating cost, repair cost,
etc.).

In this case, constraints will be imposed on the variable tasks, for example, in terms of energy
consumption, speed, etc. To simplify the task, the cost criteria can be translated into constraints, since
for all cost characteristics of the system, as a rule, there are upper bounds set by the customer of the
system management. Having singled out the leader among the performance criteria, we get a one-
criterion conditional optimization problem with a set of essential constraints, into which the rest of the
criteria will go. In addition, there will be a set of natural constraints (for example, the number of
hardware components is an integer and positive number).

We consider the type of variables in our optimization problem. In this case, we will assume given
the maximum number of processor types N and software versions K, the maximum and minimum
possible number of processors of each type and buses (for processors mi* and mj, respectively, i =1,
..., N, and for buses n* and n"). Let us denote by m; the number of processors of the i type included in
the structure of the hardware-software complex (i = 1,..., N), by n - the number of buses, and by k -
the number of software versions. It is not difficult to see that the variables of our optimization problem
(k, mi, n) are integer, that is, we have a discrete optimization problem.

Let us give a formal record of the posed problem of optimizing the structure of a hardware-software
complex with multiversion software for real-time control systems:

Ro(my, ..., My, N, K) — max,
under conditions Ri(my, ...,mn, N, K)=RO 1=1, ..., Lg,
C|(m1, ..., My, N, k) < C|O, =1, ..., L

m<m<m®, i= 1,..., N,
n"<n<nt,
1<k<K.

In this problem, the following designations are adopted: Ry is the leading criterion for evaluating
performance; R, | = 1, ..., Lg, are secondary performance evaluation criteria; C, | =1, ..., L, - cost
estimation criteria; R\°, C\° - maximum permissible levels of criteria converted to restrictions.
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When designing the optimal structure of the hardware-software complex one cannot focus on the
maximum performance of special processors, but it is necessary to choose it so as to ensure the
maximum performance of the entire hardware-software complex as a whole. For the formal statement
of the problem, this means that the values of the average execution time of one instruction o by
processors of the i type cannot be constant, but must also be included in the number of optimization
variables. Moreover, the parameters of the system v; and wi become functions of Ty, that is,
vi= vi(Tai), 1i = wi(Toi). This leads to a significant complication of the optimization problem, turning it
into a two-level first hierarchical task:

(Ro*(Tog, ..., Toi, Ton), R*( Toa, ..., Toi, Ton), C*( Tos, ..., Toi, Ton)) —> extr,

rae Ro*, R* u C* is optimization problem solution.

First of all, it should be noted that the space of possible solutions is discrete, since the configuration
of the hardware-software complex is determined by the number of processors of various types and
RAM buses, which can only be integers. At the same time, the power of the search space grows
rapidly with the increase in the number of processor types.

If we roughly estimate the power of the optimization space, then we get the total number of
possible configurations more than 1,6 - 10%®. At the same time, significant restrictions will not
significantly reduce the number of search points.

A significant problem for solving the resulting optimization problem is created by the method of
calculating objective functions (criteria), which are mostly given algorithmically.

There are all the signs of a complex optimization problem: algorithmically specified functions,
different types of problem variables, a variable number of sought variables, a large search area for an
optimal solution.

When solving such optimization problems, evolutionary optimization algorithms have proven
themselves well [15-18]. Therefore, the study of the effectiveness of evolutionary algorithms when
optimizing the structure of hardware and software complexes of real-time control systems can be
indicated as a possible direction for further research.

Conclusion

The existing performance models make it possible to determine the minimum hardware
configuration of a multiprocessor computing complex. The approach proposed in this article makes it
possible to find configurations that have hardware redundancy (compared to the minimum
configuration), but, due to this, have a high probability of being in states that provide performance
sufficient to achieve the goals of functioning of the designed real-time control system. The described
approach is more flexible than simple duplication of all hardware components of the minimum
configuration, which can be used to reduce the cost of creating and operating the designed control
system.

The proposed model can be used to optimize the performance of multiprocessor hardware and
software complexes of real-time control systems. It should be borne in mind that the resources
allocated for the creation and operation of the hardware and software complex are always limited.
Therefore, it is advisable to consider the problem of performance optimization as a multi-criteria one:
one criterion will be performance, and the other will be the cost of creating a hardware-software
complex.

Thus, this article presents the formulation of the problem of optimizing the structure of hardware
and software complexes with multiversion software designed for real-time control systems. In the
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future, it is proposed to investigate the effectiveness of using evolutionary optimization methods to
solve this problem.
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