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CospemenHble U NEPCneKmusHble OUHAMUYECKUE CUCEMbl KOMNJIEKCO8 AGUAYUOHHO20 GOODYICEHUs.
Bo3zoywno-kocmuueckux cun (Oanee — cucmemvi) Xapakmepusyomest YCAONCHEHUeM CMPYKMypbl U NOSblUeHUeM
mpebosaruil Kk HadexcHocmu u dpgexmusHocmu ynkyuonuposanus. bonee moeo, cucmemvr noxonenus 4++u 5
00CAMOYHO YHUKATbHYL U (UIU) MATOCEPULIHBL, 4 COCMABTAIOWUE UX JJIEMEHMbl 8 C80€U OCHO8E MUHUAMIOPHLL U
00po2i, NOIMOMY HEOOXOOUMBIM YCAOBUEM RPU GLINOIHEHUU MPEOOSAHUTI KOHMPOAENPULOOHOCU K CUCHEMAM U
COCMAGISIOUUM INEMEHMAM SGIACTCS MAKCUMATIHO 803MOJNCHOE COXPAHEHUe KAYecmea UCXo00H02o 6asuca npu
Heu30ex#CHOU HOB0U MPAKMOsKe OONOIHUMENbHOU UHopmayuu. JarbHeliuee sHeOpeHue 8 NPAKmuKy peuleHus
3a0ay mexuuueckou oOuacrhocmuxu (T/) mexnonoeull UCKycCmeeHHO20 UHMENIEKMA HO360NAeN NOAYHAMb
adexkeamuvle Ppe3yibmamsl NPAKMU4ecku ¢ J1000u moyHocmulo. [JocmosepHocms  pesyiomamog  Oyoem
onpeoenamvCs UCKIIOYUMELbHO NYHKIMYAIbHOCHbIO 3A0AHUS OAHHBIX U NOJHOMOU MAMeMaAmuyecko20 ONUCAHUs
cucmem, npoyeccos u codblmuil paccmampueaemou npeomemnoi ooracmu. Iosmomy credyem odxcudame, 4mo
OdanvHeliuwee passumue meopuu u npakmuxu T/ 6yoem uomu no nymu 6onee 21y00K020 U3yueHus Gu3uieckKux
npoyeccos, NPOUCXOOAUUX
6 cucmemax, u 6ojiee MOYHO20 MAMEMAMULECKO20 3A0aHUsL NPOYedyp Noucka mecma omxasa cucmem. Llensio
pabomvi YCMAaro8IeHa pazpabomKa 63aUMOCEA3AHHOU COBOKYRHOCIU MAMEMAMUYECKUX U I02UYeCKUX OIOK-cxem
NONYYeHUss U NPUMEHEHUs. OUASHOCMUYECKUX 3HAHULL 6 NPOSPAMMHO-MAMEMAMUYEeCKOM —o0becneueHul
COBDEMEHHbIX U NEPCREKMUBHbIX OOPMOBbIX Cpedcmse KOHmpons mexHudeckozo cocmosanust (TC) cucmenm.
Ipuopumemmuvim HanpaeieHuem 6 HOOOOHBIX UCCACO0BAHUAX SBNAeMCA  OUPDepeHYupOBantas ceneKyus
anpobuposannvix memooos T ¢ 6bl60poM COOMEEMCMEYIOWe20 MAMEMAMUYECKO20 U ANCOPUMMUYECKO20
annapama npsamMo20 epOSIMHOCIHO20 MOOeruposanusi cucmem. Ilpedcmaenena 610K-cxema U paccmomper
BAPUAHM  NPAKMUYECKO20 NPUNONCEHUS PA3PAOOMAHHO20 AN2OPUMMA  NOCIE008AMENbHO20 PACNO3ZHABAHUS
OMKA308 cucmem (Oanee — aneopumm, eciu U3 KOHMeKCMa U30NHCeHUsL MAMEPUALA sICHO, Yo pedb UOem UMEHHO
o paspabomanrom aneopumme). C npumMeHeHuem aieopumma Omcymcmeyen HeooXxo0uMocns 6 0eKOMNO3UYUU
cucmem, a NOMEHYUA MHOZOKDAMHBIX NOGMOPEHUll pe3yibmamos cayuaiinozo npoyecca cmenvt TC cucmem
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npedonpeoensiem 8O3MONCHOCING  NOAYHeHUss OOMbUWUX BbIOOPOK C  GbICOKOU MOYHOCMBIO NPOSPAMMHOU
KOMRUTAYUU.

Kniouesvie cnosa: snemenmapnas nposepka, ouacnocmuueckuti npusuax ([I1), eeposmmnocme xnacca TC
cucmembl, MemMoo NOUCKA MeCma OMKA3d CUCMeMbl, MemoO NPUHAMUS peulenus, CPeOHUll PUcK NpuHAmus
pelens mexHU4ecKo2o0 OUACHOCMUPOBAHUSL.
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Modern and promising dynamic systems of aviation weapon systems of the Aerospace Forces (hereinafter for
brevity in the text — the system) are characterized by a more complex structure and increased requirements for
reliability and efficiency of functioning. Moreover, systems of generation 4 ++ and 5 are quite unique and (or)
small-scale, and their constituent elements are basically miniature and expensive, therefore, a prerequisite for
fulfilling the requirements for traceability to systems and constituent elements is the maximum possible preserva-
tion of the quality of the initial basis with the inevitable new interpretation of additional information. Further in-
troduction of artificial intelligence technologies into the practice of solving problems of technical diagnostics
makes it possible to obtain adequate results with almost any accuracy. The reliability of the results will be deter-
mined solely by the punctuality of the data assignment and the completeness of the mathematical description of
systems, processes and events in the subject area under consideration. Therefore, it should be expected that the
further development of the theory and practice of technical diagnostics will follow the path of a deeper study of
the physical processes occurring in systems, and a more accurate mathematical specification of procedures for
finding the place of failure of systems. The aim of the work is to establish the development of an interconnected set
of mathematical and logical block diagrams for obtaining and applying diagnostic knowledge in the software and
mathematical support of modern and advanced onboard means of monitoring the technical state of systems. The
priority direction in such studies is the differentiated selection of approved methods of technical diagnostics with
the choice of the appropriate mathematical and algorithmic apparatus for direct probabilistic modeling of sys-
tems. A block diagram is presented and a variant of the practical application of the developed algorithm for se-
quential recognition of system failures (hereinafter referred to as an algorithm, if it is clear from the context of the
presentation of the material that it is the developed algorithm) is considered. By using the algorithm, there is no
need for decomposition of systems, and the potential for multiple repetitions of the results of a random process of
changing the technical states of systems predetermines the possibility of obtaining large samples with high accu-
racy of software compilation.

Keywords: elementary check, diagnostic sign, probability of a class of the technical condition of the system,
method for finding the place of a system failure, decision method, average risk of making a technical diagnosis
decision.

Introduction
Programs of the Ministry of Defense of the Russian Federation aimed at improving the quality of control
of TS of weapons and military (special) equipment are used to maintain and restore the serviceable (opera-
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ble) state of various types of systems. At the same time, the analysis of the properties of systems of the form
[1; 2], the results of scientific research of the theory, methods and means of determining TS systems [3; 4]
have shown that the complexity of systems has reached a level at which, in most cases, an individual human
expert or a group of experts is not able to fully and accurately process the amount of information about in-
homogeneous processes occurring during the operation, damage and system failures. Consequently, the fur-
ther development of TD as a necessary component of the control process of TS systems seems to expand the
base of theoretical foundations and their practical applications, focused on the partial or complete transfer of
analytical functions of an expert from a human operator to a machine.

An important role in this is assigned to the improvement of algorithms that provide maximum automation
of optimal operations to find the place of failure of systems.

Algorithms for probabilistic modelling of problems of combinational and sequential recognition of sys-
tem failures are developed in great detail and are considered in special literature, for example [5; 6]. We also
note a useful overview of current results in the subject area. So, in articles [7; 8] algorithms for identifying
defects and assessing their impact on the safety of systems operation using the rules of inference and formal
conceptual analysis are proposed; in [9], the algorithms for TD of the compressors of aircraft gas turbine en-
gines were developed using parameters that are highly sensitive to changes in the vehicle of the controlled
object; in the work [10], original algorithms for individual and group diagnostics of the functioning of infor-
mation-measuring complexes for electricity metering are presented; publication [11] argues the possibilities
of applying the achievements of neural network technologies in the algorithms of TD of digital systems.

Taking into account the actualization of the vehicle control strategy based on the state and the mixed ve-
hicle control strategy, as well as the processes of increasing the readiness coefficient of military systems, [2]
as the most natural, practically feasible form that meets modern requirements, we will determine the feasibil-
ity of further improving the failure recognition procedure the development of an algorithm that has the prop-
erties of centralization and adaptation. The block "decision making™ of such an algorithm is considered as the
central one, which provides the functions of the regulator when the proposed algorithm is applied for its in-
tended purpose. The adaptation property reflects the fact that the formation of branches of such an algorithm
is carried out on the basis of possible structures of systems, and the connections between the branches of the
procedure for conditional search for the place of failure of systems are implemented on the basis of an opti-
mal combination of all algorithmic blocks.

Presentation of the initial data and the main result

In the implementation of the structure and content of the algorithm, the apparatus of the theory of pattern
recognition is used and the tools of direct probabilistic (imitation) modelling are used, in which the algorithm
reproduces, imitates real human actions that are randomly dependent from the type of a priori information and
the structure of the system.

Based on the classical formulations of the problem of optimal search for the place of failure of systems
[12], the synthesized algorithm is presented in the form of a block diagram of operators, separate of which
represent a fairly large group of elementary arithmetic and logical operations, as shown in fig. 1.

The developed algorithm operates on the basis of the initial data systematized in operator 2.

The system under study, which belongs to the class of dynamical systems, is represented in the so-called
system theory by the "input - state - output” model [12-14].

E=(T, XY, Z A F), (1)

where T is a set of points in time t; X is a set of input signals of the system x; Y is the set of output signals of
the  system ; z is  the set of state  variables of the  system Z;
A — operator of outputs, describing the mechanism of the formation of the output signal as a reaction of the
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system to internal and external disturbances; F — is the transition operator, reflecting the change in the state
of the system under the influence of internal and external disturbances.

1
( Begin )
2 I
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Fig. 1. Block diagram of the optimal conditional algorithm for finding the place
of failure of dynamic systems (Beginning)

278



Pasoen 1. Ungpopmamuxa, suivuciumenvuas mexnuka u ynpagienue

: :

(H,H, e HAn, eI Vi =Tv,j =11k #hizy)=IT
I :mkinH;, T, 11

20
18 v _
Q - 3 S,/
rell” i=l
19 yes

¢(IT")=min Zc(n»,),j =1,

n el

21 I

13 2y T
W(h,H)= ;Z(h,—h{,)‘,j:l,/
i=l

22 ]

he H; <Y (h, H) = extr (h, H;)
f=lyv

l 24
23 _
es| Calculation of R(H;/h), i=1,v
Bayesian method
no é
26
25 _
es|| Calculation of R(H;/h), i=1,v
minimax method
no @
28
27 _
es| Calculation of R(H;/h), i=1,v
Neumann-Pearson method
y T 5

Decision refusal
technical diagnostics

®

Puc. 1. [Iponomxkenue (Hagano Ha c. 277)

Fig. 1. Continued (beginning on p. 277)

To organize the recognition of failures, it is necessary to use a pre-formed DS reference dictionary, the
number of descriptions in which should be equal to a given number v of the determined i-th classes of the TS

of the system, i :L_v . The DS system dictionary, formed in a form convenient for further actions, is present-
ed in the form of vectors

Hi = (hi1, hiz, ..., hij, ..., h), i=1v, (2)
whose components are the supporting j-th (out of the total number I) DS hi, ..., hi of any type describing
properties of the system of this class TS Hi, i =1v.

It is known that the j-th DS hjj, j =11 means a possible outcome of an elementary check in the i-th class

of TS of the system and shows what the outcome of an elementary check should be if the state of the system
belongs to the i-th class of TS [12]. Therefore, to denote an elementary check, the symbol = is used with the

index j —mj, j =1,_I , of the same name for the number of DSs, and for brevity, an elementary check is herein-
after called simply a check.
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Fig. 1. End (beginning on p. 277)

It should be noted here that the descriptions of classes formed at the stage of preliminary study of the
properties of systems do not remain unchanged. They are usually refined according to the results of recogni-
tion of newly created or modernized systems, which determines the open architecture of the algorithm.

The set of specified classes, obtained at the end of the learning process, forms an array of the alphabet of
classes of the TS system in a mathematical formulation, similar to formula (2), but representing it in a form
that excludes programming errors

h21 h22 : h2] h2I
H = hll hi2 hu hll (3)
hy h, .. h; .. h,

hy, h, .. h; .. hy

The alphabet of classes (3) assumes the existence of a maximum number of separate classes correspond-
ing to inoperable states of the system. It is also assumed that the recognition of failures is performed on the
set of the indicated DSs and that their number is sufficient for the correct classification of all inoperable
states of the system.

By their nature, all states of systems are random events caused by the randomness of failures of individual
elements and other random factors. Under these conditions, generally speaking, it is necessary to consider
the TD problem in a probabilistic formulation, and its solution within the framework of the application of
probabilistic decision-making methods, assuming the presence of information specifying:

— the probabilities of the i-th classes of the TS of the system P(H;), i =1v;
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— the probabilities of the appearance of images of the system h when the system is in the i-th classes of
the TS P(WH); i=1v;

— the prices of the j-th checks c(m), j=11.

In addition, in the structure of the initial data generated in operator 2, it is mandatory to provide for the

presence of a payment matrix that assigns average losses in case of correct and erroneous decisions of tech-
nical diagnostics obtained at the stage of training the system

Qi G2 e Gy
S DR @

Cy, Gy o C

AA%

On the main diagonal of the payoff matrix (4), there are losses with correct decisions, on the right side of
the main diagonal are losses associated with errors of the 1st kind, on the left are losses associated with er-
rors of the 2nd kind [15].

Upon completion of the process of entering the initial data, using operator 3, an analysis of the interaction
of elements with each other in the spatio-temporal organization of the system that determines the types, na-
ture of connections and relationships between elements is performed. Operator 3 is typical for identifying a
sequential model of system reliability or other structure of connecting elements and is intended to determine
the conditions for the applicability of one of the known methods for finding the place of system failure. To
structure the system, frames can be used — constructions for describing a certain system, that has certain
properties and stores all information about the properties and relationships of the system [4].

In general, such an analysis is an intermediate stage in solving the TD problem on a computing machine.

Next, a group of operators 4-16 functions, designed to reproduce the failure recognition method and de-
termine the system image, which, by analogy with the DS dictionary (2), is represented in the form of vectors

h= (hl, hz, veey hj, ceey h|) (5)
where h, ..., h are features of any kind obtained as a result of performing checks m;, j =11.

Obviously, features hjj, i =1v, j=11 from the DS dictionary of system (2) and features hi, ] =11 from
the image of system (5) assume comparable units and an identical form that allows their comparison.

Logical operator 4 provides a branching of the general procedure for recognizing failure depending on the
identification of the structure of the system.

When sequentially connecting elements in the system, operator 5 checks the condition of equality of pric-
es of the checks performed. When the condition c(r1) = ¢(r2) =...= c(m) is satisfied, the set of checks P = {
T, M2, ... T}, | =11 is obtained, and the final image formation of the system h of the form (5) is carried out

using the program of the half-partition method [ 6] introduced by operator 6. Here we note that the condi-
tions for the applicability of the half-partition method are not limited by the requirements for the equality of

the probabilities of the classes of TS of the system P(H;), i =1v.

If the condition c(m1) = ¢(n2) =...= ¢(m), | =11 is not satisfied, then operator 7, regardless of the previous
cycle checks the equality of the probabilities of the classes of the TS of the system, P(H1) = P(H2)=...=P(H;),
i=1v and connects operator 8, which implements the program of the method of sequential functional
analysis [5]. Failure to meet the conditions c(mn1) = ¢(m2) =...= c(m), j=1,_l and P(H1) = P(H2) = ...= P(Hi),
i =1,v, means the choice of a failure recognition program by the linear programming method [12] contained
in statement 9.With a mixed structure of connecting elements in the system, control from operator 4 is trans-
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ferred directly to operator 10, which, when the prices of the performed checks, c(n1) = c(m) =...= c(m),
jzl,_l , are equal, requests operator 11. If probabilities of classes of TS of the system, P(H:) = P(H,) = ...=

P(Hi), i :].,_v , obtaining a set of checks P = { w1, mo, ... W }, ] =1,_I , and the final formation of the image of the
system h of the form (5) is carried out using the information method program [6].

The lack of conditions for the applicability of the information method leads to the need to include in the
operation of the algorithm operator 13, synthesizing the method of dynamic programming of recognition of
failures [6].

If the condition c(my) == c(m2) =...= c(m), ] =1,1 does not hold for a mixed structure of the connection of
elements in the system, then operator 14 checks the equality of the probabilities of the classes of the TS of
the system, P(H1) = P(H2) = ...= P(H)), i =1,v, and connects operator 15, which implements the program of
the "engineering" method of finding the place of failure of the system [5]. If the prices of checks are not
equal, c(m1) # c(m) =...# ¢(m), | =11, and the probabilities of the classes of the TS of the system are not the

same, P(H1) # P(H2) # ...# P(Hi), i=1,v, then to establish the set of checks P ={m, m, ... 1 }, j=1I and
to determine the image of the system h of the form (5), the "time - probability" method [5] is selected, con-
tained in operator 16.

Thus, the operation of the group of operators 4-16 is carried out under the conditions of an active experi-
ment, which dictates the need to form certain optimality requirements for specific control conditions of the
TS systems.

The requirements for optimization of the set of checks are presented on the basis of the condition of pair-
wise distinguishability of the TS of the system, supplemented by restrictions on finding the optimal subset

IT, < IT, such that the formulations [12] presented in operator 17 are resolved.

Operator condition 17 defines a given number of checks required to determine the i-th TS of the system
and requires that in the required subset P* there is at least one check m;, such that any two dictionaries DS H;

uH,, Vi, x=1,v, i #y, were pairwise distinguishable by the results of this check and so that this subset was

the minimum of all possible ones.

In the general case, several subsets P*, can be found that satisfy the condition of operator 17. For the final
choice of one of these subsets, operators 18— 20 additional specific optimization requirements are formulat-
ed.

Optimization requirements are expressed in minimizing the total costs associated with performing checks
mj, included in the desired optimal subset P* (operator 19) or in maximizing the reliability of recognition of
failures when performing checks m;, included in the sought optimal subset P* (operator 20). When requesting
a minimum of total costs associated with performing checks included in the desired subset P*, operator 18
transfers control to operator 19, and, if necessary, to ensure maximum reliability of failure recognition, to
operator.

Operator 21 in each case makes a classifying solution to the problem of recognizing failures by calculat-
ing the index ¥(h, H) of similarity (measure of proximity) between the vector (5) and each of the classes (2)
of the alphabet (3). The use of the proximity measure ¥(h, H)
in the algorithms for recognizing failures is due to the type of DS used to find the place of failure of systems;
therefore, the options for calculating the similarity indicator W(h, H) for a large number of states are extreme-
ly diverse. By decomposing and generalizing the working dependencies proposed in the considered section
of the developed algorithm, the arithmetic operations of the operator 21 are reduced to a single scheme for
calculating the root-mean-square distance between the image components of the system (5) and the DS dic-
tionary (2).
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The decision rule of the problem of classifying the search for the place of failure of the system is present-
ed in the operator 22. The minimization or maximization of the decision rule of the operator 22 is determined
by the specification of the types of DS given by the type of system with previously known design features
D).

After optimizing the solution to the problem of finding the place of failure of the system, operators 23-29
are included in the process of functioning of the developed algorithm, designed to make a final conclusion
based on the results of the process of technical diagnostics of the system using an assessment of the average

risk of decision-making R(Hi/h), i = 1_v Operators 23-29 implement the Bayesian decision-making strategy

for technical diagnostics with its required modifications depending on the availability of the initial data and
the applied criteria for developing the final decision. Without violating the generality of reasoning, we note
the potential of probabilistic decision-making methods when processing, including data of deterministic and
logical DS, assuming the values of such DS to be probabilistic, with the probability of occurrence of unity.
Operator 23 checks the conditions for the direct statement of the Bayesian method. When defining the
image of the system (5) at the previous stages of the functioning of the algorithm, the stability of the descrip-
tion of the alphabet of classes of the TS of the system (3), the given probabilities of the classes of the TS of

the system P(H,), i=1v and the probabilities of the appearance of images when the system is in the i-th
classes of TS P(h/Hj), i =1v, the invariability of the payment matrix (4), the operator 24 calculates the av-

erage risk of making a decision of technical diagnostics R(Hi/h), i =1v by direct application of Bayes' theo-
rem [12; 16].

The value of the average risk of making a decision of technical diagnostics R(Hi/h), i =1,v is an indicator
by which the final decision is made about the belonging of the recognized state of the system to one of the
classes of inoperable states.

In the absence of information about the probabilities of the classes of the TS of the system P(H,),

i=1,v control is transferred to the operator 25, who checks the conditions for the applicability of the mini-
max method. With the known alphabet of classes of the TS of the system of the form (3) and the pay-out ma-
trix of the form (4), the operator 25 connects the operator 26, which contains the apparatus of the minimax

method. The average risk of making a decision R(Hi/h), i=1v is calculated in this case according to the
modified rules of the specified method [6; 15].

Operator 27 is intended for inclusion in the decision-making process of technical diagnostics of the tools
of the Neumann — Pearson method. If there is only information about the alphabet of classes of TS of a sys-

tem of the form (3), the average risk of making a decision R(Hi/h), i =1v
is calculated in operator 28 according to the criteria of the Neumann - Pearson method [15].

Otherwise, the decision on the diagnosis is not made and control is transferred to the operator 29, which
performs the process of refusal to make the decision of technical diagnosis.

In order to exclude operator 29 from the structure of the optimal conditional algorithm for finding the
place of failure of systems, further improvement of diagnostic knowledge is assumed in the following areas:

— justification and acceptance of assumptions about the neglect of losses associated with correct solutions
of the TD problem, incomparably small in relation to the losses associated with errors of the I-st and I1-nd
kind;

— estimation of the probability distribution densities for all classes of recognizable states of systems;

— introduction into consideration of the so-called threshold value of the likelihood coefficient, which is
the ratio of the conditional distribution densities of DS values in the classes of inoperable states systems.

In the developed algorithm, operator 29 is a dead-end test for finding a defect. Information about the ab-
sence of a solution related to the most probable place of system failure is transmitted to operator 34.
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Depending on the requirements, the output of the results of solving the TD problem involves the branch-
ing of the developed algorithm by the operator 30 on the line of quantitative or qualitative assessment of the
control results.

The structure of the developed algorithm also assumes the presence of a set of control and processing
blocks located in a certain sequence, indication (registration) of control results in the appropriate units of
measurement of the j-th DS or in the form of logical conditions for the assessment "Defect".

When specifying the requirements for the quantitative (measuring) presentation of the failure recognition re-
sults, the assessment of the results of technical diagnostics is expressed by the operator 30 in the form of the num-

ber L, showing the quantitative value of the j-th DS and the unit of measurement of the j-th DS — h? .

A quantitative approach to recognizing failures involves determining the deviation of the measured value
of the j-th DS h; from the nominal hjo in the gradations of the tolerance and scrap fields. The value of the gra-
dation in most modern control systems is chosen equal to 12.5% of the half of the tolerance [4]. The meas-
ured DS value is considered positive when the tolerance band is exceeded and negative if the measured DS
value is less than the tolerance band. Further, the operator 30 includes in the work operator 31, which deter-
mines the estimate of the defect of the j-th DS. In operator 31, based on the known maximum permissible
upper hj, and lower h;j, values of the j-th DS, respectively, by rounding to the nearest number from below
(ent), the gradation number Kg, corresponding to the DS value is determined.

The sign of the deviation of the measured value of DS from the nominal value is determined using an ob-
vious formula, resolved by operator 32.

When specifying the requirements for a qualitative (tolerance) presentation of the results of searching for
the place of system failure, operator 30 transfers control to operator 33.

In case of qualitative recognition of failures, the evaluation of the type "Defect" (D), or "Defect above"
(DA), "Defect below" (DB) of technical diagnostics results is carried out by operator 33 by trivial compari-
son of the measured value of the j-th DS h; with the maximum permissible upper h;, and lower h;, values.

Data of a quantitative or qualitative assessment of the results of solving the TD problem are submitted to
operators 34 and 35, intended, respectively, for displaying and documenting diagnostic information.

Development of recommendations for the practical application of solutions

A variant of the practical application of the developed algorithm is possible in the structure of information
diagnostic systems related to the typology of artificial intelligence systems [4]. The inclusion of the algo-
rithm in the mechanism for obtaining solutions (solver) of the information diagnostic system eliminates the
need to operate with rules - rather voluminous constructions for expressing connections, dependencies be-
tween facts and their combinations. Automatic connection of knowledge procedures that allow performing
calculations or transformations of functions and making decisions in a certain situation is performed by the
algorithm depending on the data of operator 2. Very laborious, especially with large systems, the process of
enumerating possible options is eliminated. Consequently, the mechanism for obtaining solutions of the arti-
ficial intelligence system containing the obtained algorithm is assumed to be maximally optimized.

In the structure of concepts formed in the form of abstracted systems that have definitions, structures and
constituent elements, the initial data indicated above are mandatory, which imposes significant requirements
on the amount of permanent memory and the speed of the calculator processor. However, this drawback is
less significant in comparison with the advantages of the proposed approach. Moreover, the resources of the
information diagnostic system are freed up by the absence in its structure of complex models for representing
the knowledge base and the rules involved in the derivation - the so-called production models and semantic
networks [4].
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Conclusion

The resulting set of prescriptions determines the optimal sequence of actions of performers and means
necessary and sufficient to recognize failures with minimal costs and (or) maximum reliability of control of
TS systems. The operations of recognizing unworkable states of the system are defined as multi-step actions
to transform the input information about the DS into the output one, which is a conclusion about which class
of TS the system image belongs to.

Thus, using the proposed algorithm, there is no the need for combination and unconditional checks of sys-
tem elements and at the same time predetermines the possibility of research, primarily of elements with low
reliability.
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