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B Hnacmoswell pabome paccmampusaromcs Henapamempuyeckue Memoobl UOeHmuuKayuy u
VAPAGAeHUs 0I5k MHOZOMEPHBIX OUCKDEMHO-HENPEPIGHBIX NPOYECCO8 C 3ana30bl6AHUEM, NPUCYUUX MHOSUM
peanvubim npouzsoocmeam. Koweuno, maxue cucmemvl MunuyHvl Os NPAKMUKU, 6 MOM HUCTe U 8
PAKEMHO-KOCMUHECKOU OMPACAU, A MAKICE 8 MEXHOLOSUYECKUX NPOYECCax NPou3600CMEd KOCMUUECKOT
mexHuxu. Paccmampueas MHO2OMepHbIe NPOYECChl, HEOOXOOUMO YHUMbIEAMb CEA3U MENCOY 6XOOHbIMU U
BLIXOOHBIMU NEPEMEHHbIMU, A MAKJice UX C8a3u Medcdy cobou. Tlpuuem smu cessu He 6ce20a u3geCHHbl
uccnedosamento. Ilpu yueme Heuz8eCmMHbIX C6s3€ll 6XOOHbIX NEPEMEHHbIX ucciedogamend Oyoem umems
deno ¢ mpybuamvimu npoyeccamu unu H-moodensmu, a npu yueme HeuzeecmHbix CEs3€U 6bIXOOHLIX
NnepeMeHHbIX MOOelb NO MOMY UIU UHOMY KAHATY 00bekma 0yoem npedcmasiiams coOoll aHaiou HesAGHbIX
@yHryuil. B yenom mooenv MHocoMmepHo2o 0bvexma Oyoem npeocmasiamoes 8 8Ude CUCeMbl HeTUHEeUHbIX
HEABHBIX YpasHenull. B smom ciayuae pewenue 3a0ayu uoeHmuguxayuu 6yoem c800UmMbCs K HAXOHCOCHUIO
NPOCHO3A 6EKMOPA 6bIXOOHBIX NEPEMEHHBIX NO U3BECTNHbIM 3HAYEHUSAM BEKIMOPA 8XOOHbIX NEPEMEHHbIX U
Modicem Oblmb NOAYYEHO MOIbKO 6 Pe3VIbMame PeuleHus cOOMEemcmeyuel Cucmemvl ypaeHeHull,
Komopule OblIu HA36aHbl T-MOOensiMu, 0 KOMOpvix u notidem peuv @ Hacmosujeu cmamve. PeweHue
cucmeMmvl HEIUHEHbIX HEesIBHbIX YPAGHEHUL NAPAMEMPULECKUMU MemMo0amy UOeHMUGuUKayuu He npueedem
K HYJICHOMY pe3yibmamy us-3a OMCYMCmeusi 00CMAmOYHOU anpuopHot uxgopmayuu, 6om mym u
B03HUKAEM HEOOXOOUMOCMb 6 NPUMEHEHUU HEenapamempuieckux Memooo8 UOeHMUpUuUKayuu, a makdice
UCNONb306AHUU MEMOO08 CUCMEMHO20 AHANU3A. ANPUOPHAsS UHDOPMAYUS 8 3A0AUAX HENAPAMEMPULECKOU
CMAamMUCmMuKy HOCUM HeOOCMAMOYHbII XapaKmep, ¢ YeM He MO2ym CRPAGUIMbCsL 0OWEenpuUHsimbie Memoovl
uoeHmuguxayuu.

Ipu ynpasneHuu MHOZOMEPHLIMU NpPOYeCccamu Credyem YUumvléams 3a6UCUMOCTU  GbIXOOHbIX
NEPEMEHHbIX, 6 CESI3U C UeM GO3HUKAem euje OOHA GAXNCHASL OCODEHHOCMb, 4 UMEHHO. 6 Kayecmee
3a0aI0WUx 6030€UCMBUTL Helb3sl UCNOIb308ANb CAVHAIHbIE 3HAUCHUS. U3 0OIACMU ONPEOeNeHUsL bIXOOHbIX
NEePEMEHHBIX, UX HYHCHO 6bLOUPAMb U3 UX 00Ue20 NEpeceyenus.

Kniouesvie cnosa: udenmugpuxayus, ynpaeienue, MHO2OMEPHBILL 00BEKM, COCMABHbIE BEKMOpd,
Henapamempuieckue aneopummol.
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In this paper, nonparametric identification and control methods are considered for multidimensional
discrete-continuous processes with a delay inherent in many real productions. Such systems are typical for
practice, including in the rocket and space industry, as well as in the technological processes of space
technology production. Considering multidimensional processes, it is necessary to take into account the
relationships between input and output variables, as well as their relationships with each other. Moreover,
these connections are not always known to the researcher. When taking into account unknown connections
of input variables, the researcher will deal with tubular processes or H-models, and when taking into ac-
count unknown connections of output variables, the model for one or another channel of the object will be
analogs of implicit functions. In general, the model of a multidimensional object will be represented as a
system of nonlinear implicit equations. In this case, the solution of the identification problem will be re-
duced to finding the prediction of the vector of output variables from the known values of the vector of in-
put variables and can be obtained only as a result of solving the corresponding system of equations, which
were called T-models. The solution of a system of nonlinear implicit equations by parametric identification
methods will not lead to the desired result due to the lack of sufficient a priori information, and here there
is a need for the use of nonparametric identification methods, as well as the use of system analysis meth-
ods. A priori information in the tasks of nonparametric statistics is insufficient, which conventional identi-
fication methods cannot cope with.

When controlling multidimensional processes, it is necessary to take into account the dependencies of
output variables, in connection with which another important feature arises, namely: random values from
the domain of determining output variables cannot be used as setting influences; they must be selected from
their common intersection.

Keywords: identification, control, multidimensional object, composite vectors, nonparametric algo-
rithms.

Introduction

At present, the problems of identification and control of multidimensional discrete-continuous sys-
tems with a delay under conditions of a priori uncertainty are quite important [1]. In many productions,
processing and storage industries, technologists usually deal with multidimensional discrete-continuous
processes. For example, complex physicochemical reactions occur during the production of converter
steel, and therefore the lack of an adequate model can lead to unsuccessful control of the converter, asso-
ciated with a large difference (more than 5%) of the values of the output variables from the set ones. In
this case, the construction of a parametric model of converter production will lead to more experiments
and, accordingly, to numerous costs, while the use of nonparametric models significantly reduces costs
and reduces the time to create an adequate model [2].

Such multidimensional objects (processes) most often have dependencies of output variables

X =(x1,x2,..., xn), stochastically dependent in an unknown way in advance (T-processes). This leads to
the fact that the mathematical description of a multidimensional object will be presented in the form of
some analogue of a system of implicit functions of the form Fj (u,x)=0, ] =ﬁ, where

u=(Uy,Uy,...,Uy, ) are the input variables of the process. The main feature of such objects is that the de-
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pendency class is F () unknown up to the parameters. In this case, the classical theory of identification
is not applicable. The identification problem is reduced to the problem of solving a system of nonlinear
equations with F, (u,x)=0, j=1n respect to the components of a vector X = (X0, X, Xy ) With

known values of u, x and the presence of a training sample(ui,xi, i=1,_s) , Which can be solved using

the theory of nonparametric systems [1]. Similar tasks have not been considered before [3; 4].

Use the concretization of the concept associated with the term "nonparametric”, which was used in
the works of M. Rosenblatt and E. Parzen [5; 6], as well as in the monograph of F. P. Tarasenko [7].

«A nonparametric problem is a statistical problem defined on such classes of distributions, among
which at least one is not reduced to a parametric family of functions. »

«The nonparametric problem of estimating unknown distributions is the problem of finding a pro-
cedure by which one can evaluate nonparametrized distributions from a class, for example, of all con-
tinuous distribution functions or a class of distributions having a number of derivatives, etc. »

In the present article, the term «nonparametric» means the lack of sufficient a priori information to
represent an object with accuracy up to parameters.

Based on these definitions, we can say that nonparametric methods are much more effective if the
parametric model does not adequately describe the observed data [8].

Identification task
Consider the multidimensional process shown in fig. 1.

Fig. 1. Multidimensional object

Puc. 1. MHOrOMepHBIi 00bEKT

In fig. 1 given the following designations: u(t)=(uy(t),u,(t),... U (t),... Uy (1)), k=1m m -

— n-dimensional

dimensional vector of input variables; X(t)= (% (t), X, (t),.... X} (t),.... %, (1)), j=1n
vector of output variables, which belong to the respective areas: X; € Q; (x); &(t) — random noise

acting on the object; h", h* — random noise measurement of relevant process variables; the dotted
lines indicate the presence of the input and output variables; (t) is a continuous time; U,, X, — measure

the input and output variables in discrete time t.

Based on the above, we can say that multidimensional processes surround our daily life and are
processes that have many inputs and outputs, as well as connections between input and output varia-
bles, connections only between input variables [9; 10] and only between outputs. Moreover, all these
connections are not always known to the researcher [11], and there may also be different types of a
priori information [12]. Because the output variables of a multidimensional process are interconnected,
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it should also be noted the composite (situational) vector that was introduced by Ya. Z. Tsypkin in
[13]. A composite vector is a vector composed of input and output variables. It can be any set, for ex-

ample x*% =(U,, Us, py, X,). The composite vector is known to the researcher from a priori infor-

mation.

Consider the concept of lag in a multidimensional object. In one case, the lag is a natural property
of the object (for example, it may be the duration of the clinker grinding process to obtain cement). In
another case, the delay will be related to the discreteness of measurements, for example, if the output
characteristics of a process or object can be observed only after a certain period. Thus, in control theo-
ry, lag and delay should be distinguished in different ways. It should be borne in mind that the delay
may depend on the equipment and measurement technology, when measurements of output variables
are carried out at different time intervals, for example, once every two hours, once a shift, once a day,
etc.

The task of identifying multidimensional objects is to build models of these objects, which can be
conditionally represented in fig. 2.

\L:(r)

u(r) ITpomnece >

h
-
=

i

M, Mozens

x(z)

>
-~

Fig. 2. Multidimensional discrete-continuous process

Puc. 2. MHOroMepHbIi JUCKPETHO-HEMPEPHIBHBIN MPo1ece

In fig. 2, the input of the process under consideration receives a vector of input controlled variables
u(t):(ul(t),...um (t))e(u)c R™and a vector of input unmanaged, but controlled variables
u(t)=(
X(t)
at discrete time with intervals At. By means of control, we H", H", H* get a sample of observations
or a training sample. Random interference occurs in the measurement channels of variables
hY, ht*, h*,

As mentioned above, the processes considered in this paper have unknown dependencies of the

components of the output variables. Therefore, the process under study will be described by a system
of implicit stochastic equations:

7 (u(0). 1(0). x(t+5), (©)=0, §=In, ®

p(t))e(u)c RP, at the output there is a vector of output variables

Wy (t),...u
(x1 (t),.. %, (t)) e(x)=R", X(t)- model output. The input and output variables are monitored
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where the functions F; () are not known, since the dependencies of the output variables are not
known; 1 — known lag through various channels of the process under study.

The identification task consists in constructing a model of the system, which is shown
in Fig. 2, in the presence of a sample of observations over the object: u; =(uy, Ujp, ..., Uiy ),

Hi Z(Hn’ Hi2s o “ip)’ X = (Xip Xigs s Xin)s P =18,
In this case, the T-model of the process with unknown dependencies of the components of the vec-
tor of output variables will be considered as a system:

Fy (U™, w7 %7, 0 g, %) =0, =1, 2)

<j> <j>

where u<?>, p

rived at the s-th moment of time).
As a result of measuring input and output variables, a training sample can be obtained

are composite vectorsuy, p, X;— are time vectors (i.e., a set of data that ar-

U =(Ug, Upp, ooy Ui )y 1Yy =(Hi1: [TIP Hip)’ X = (X1, Xizs - Xin )» 1 =15, which is used when
building a model of a multidimensional object. Since the input effects U are set and known, we solve
the system (2) and obtain estimates of the X; components of the vector of output variables x;at the
corresponding values of the input effects u. Here we will use nonparametric estimation methods [14].

To begin with, we substitute the I-th receipt of input variables u, = (uy, ..., Uy, ), 1 =15, wheres is
the volume of the training sample, into the formula (2). Next, we substitute the output variables from
the training sample X =(X, ..., X;, ) to determine the residuals &;, i=1s. The residuals &, i=1s
are calculated using the following formula:

g = fj( i M< xS Us, Hs, XS), j=1n, (3)

where the functions f;(-) are taken as the difference between the measured values of the output

components and their estimates [15]:

7 —u i |7 o | 1y — [
IZ;X[']H(D[ . jHCD[ - ]

. . k SHy -
gj(i)=x;(i)- — = . j=1n, (4)
ZH k[l] Hq) Mv _l’lv[l]
i=1 k=1 Csuk Cs;l\,
where <m> is the dimension of the composite vector u,, <m><m.
Next, we evaluate the conditional mathematical expectation
szM{xj|u<j>, p<j>,8=0}, i=1n, (5)

and in the end, the forecast for each component of the vector of output variables will look like this:

e (U —u 032 (y —py i) (e, (]
_ZX[l]th( 5 jl‘[@[ - JH@[C] B

kp=1 v1=1 SHL ko=1 Se

th ZH‘I{ kltn]jnq{uvl uq[]]ﬁq)[akz[i]] = ©)
i=1 kg =1 Csu vi=1 Csy, kp=1 Ce
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where ®(-) functions of various types were taken as bell-shaped functions and the coefficients

Cy,» Cq, Cq satisfied the convergence conditions [16].

sur sy

Estimate (6) is a prediction of output variables X with known input u.

Management task
Consider a multidimensional object — a block diagram with a lag, the general control scheme of

which is shown in fig. 3.
i:(r)
4, (1) !

u,(r) O6nekT

x(t+7)

x,(t+7)

e
h

X
hr—lr

u’
1 : X
U, I Vpapnsomniee
! n
A, YCTPOIHCTBO X,
#
x (r+7)
| v
1
L v t+7)

Fig. 3. Scheme of a nonparametric control system for an object with a lag

Puc. 3. Cxema HenapaMeTpryecKOl CUCTEMBbI YIIpaBJICHHS 00BEKTOM C 3ama3/bIBAHIEM

In fig. 3, the following designations are adopted: u(t):(ul(t), um(t)) — controlled input vari-

ables  — u(t)=(m(t), ... u,(t)) - uncontrolled, but controlled input variables -
X(t+1)=(% (t+1), -y X, (t+7))eR" - output process variables;

X (t+r)=(xf (t+7), o X, (t+r))e R" — setting influences — &, h{*, h* — random stationary inter-

ference acting on the object and in the measurement channels of input and output variables — 1 — lag
on various channels of a multidimensional system. The lag t is known across all channels of the mul-
tidimensional system, and in this case, it is the same for each component of the vector of output varia-

bles.
Taking into account that the output variables of a multidimensional T-process are stochastically in-
terconnected, and then the definition of the driving influences for such a system acquires some differ-

ence. Since the output variables are connected, they have a common intersection in some area €2 (x i ) :

but not always all output variables will intersect in one area. In the event that this area Q i (x i ) exists,

then the setting influences must be selected only from this area, otherwise it is not possible to control
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such a system. If there is no such area, then it is useless to manage such a system. At the same time,
we present a control system for a multidimensional object, in which we consider a system of interre-
lated setting influences (fig. 4).

(1)

Vopasiaomee N
M, YCTPOHCTBO

x(f)

CHcTema

3aJaI0IIHX x’(, )
BO3JIeHCTRHE

/[if

Fig. 4. Diagram of a nonparametric control system with an additional block

Puc. 4. Cxema HenmapaMeTpH4YeCcKOi CUCTEMBbI YIIPABIICHHS C JJOTIOTHUTEILHBIM OJIOKOM

Fig. 4, in contrast to fig. 3, is supplemented with a block for the formation of setting influences for
their determination. In fig. 4, the following designations are adopted: x*(t) — the initial values of the

setting effects; X~ (t) — the setting effects that need to be found from the system of equations
F, (u<j>(t)’ ui (1), X*<j>(t)):0, j=1n, )
where functions F; (+) continue to remain unknown. Outline the control procedure starting from a spe-

cific moment in time t.
Let there be a training sample(ui, phoxt =1,_s). At a specific moment of time t, unmanaged but

controlled variables are received at the input p,, while the control actions u, and output variables are
X, still unknown. Then, from the entire initial sample(ui, ui, X', i=1,_s), those rows are selected in
which the values p;are closest to the newly received values p,,and a new sample is formed from
these rows. The setting influences xJ are found from the newly formed sample xJ € A(xj ) namely

from the solution of the system (7). The solution of system (7) is reduced to the sequence of algo-
rithms described below.

For the setting effect x™, we take random values from the region €, (,). The second variable x;"

is defined taking into account the selected component x;* from the following expression:
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v

ok i=1 X1

X2 == " y
i d Xl Xl <ml_f d ﬁ My — Hi/
c C C
X1 Uk v=l SK

(8)

where s, cQ(x), i. e. the summation is not carried out for the entire initial sample, but only for

those values that were closest to the newly received values .
In general, the algorithm takes the following form:

Bl

XJ

ws 2 1H ©)
! Sj-1 j1( y* _ i

JZ f X] X] ﬁq) uk ull( ﬁ My “IV

it jal O Jka Cy )yt Csu

After determining the setting effects, you can start finding the predicted values of the control ef-
fects for a multidimensional system. To do this, we use the following nonparametric algorithm. We

take the input variable u, (t)arbitrarily from the domain Q(u,). The input variable u, (t)can be de-
termined according to the following algorithm:

_ZU q)[ Uljl—[q{ . 'JJf[q{uvuvuvj
SR o]

i=
where (ui, T i=1,_s)— training sample; p,— incoming input unmanaged, but controlled varia-

(10)

Cy;

bles.
For the input variable u, (t), the control algorithm will look like this:

S Xi- P _ i

ZUS‘D U — Uy — U HCD j H‘D Ky —Hy

! C c c

i=1 (' uz Xj v=l My
R u, —u! —u! —xt )P )

Zq) 1~ Y% 2 Hq) i Hq) My — By

i=1 CU]_ U2 CXJ v=1 va

and so on for each input component of the u(t) object. In general, for a multidimensional system, the

(11)

control algorithm will look like this:

i=1 k=1 j= i v=l v Fa—
u§=| Uk ] XJi 5 Ck=1m. (12)
K= H ok H
i 1(D uk ull( lﬂlq) Xj XJ H(D My “'Iv
i=1 k=1 Cop  Ji= Cxj V= Cu,
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In real tasks, the number of components of the vector of input variables u is often greater than the
number of components of the vector of output variables X . In this case, the components of the vector u,
are included in the number of the components vector i, so that the dimension of the vector uand X to
be the same.

The configurable parameters will be the blur parameters c Cy; andc, , the following formulas

Uk ?

u, —u' |, where a, pand ysome

can be used for them:c,, =0L‘uk —uL‘, ¢, =P

sk i _
X] _Xl‘andcuv —Y

parameters are large 1, o> 1, > 3> 1, > y> 1. It should be noted that the choice c Cy; and Cu, is car-

Uk !

ried out on each control cycle. At the same time, if it is first definedc, ,, then the definition Cyj € Is

ug "’ Ky
carried out taking into account this fact. However, it may be the other way around, for example, it is

determined first Cy; OF ¢, »and then the rest.

Computational experiments
For example, an object with 4 input variables u(t)=(uy(t), u,(t), us(t), u,(t))and three output

variables was taken x(t)=(%(t), X, (t), X;(t)). Such objects are typical for real industries, for exam-

ple, for cement production, oil refining, metallurgy, etc., where only multidimensional processes take
place. A sample of input and output variables was formed for this object and the predicted values of
output variables were found for known input variables using algorithm (4) and (6). To calculate the
sample size, s=1000, the blur parametersc,, =0,4; ¢,. =0,2, the interference acting on the compo-

nents of the vector of output variables oo =0,1, the lag t =2 of the cycle (where 1 clock cycle is equal

to 1 minute or another) were used. The description of the object up to the parameters was accepted
only for the computer research and remained unknown for the theory outlined above. Present the re-
sults obtained for the third component of the output of a multidimensional object.

\3(1) A v
#,(1) Mogens

2 s, ¥

X
L] ! X ¥
x b 4
15T X X
¥ x x s,
X ¥
O0LeKT /
1ok
x ¥
b o

Fig. 5. The predicted output variable x;(t) of the object, measured with a uniform noise of 10 %, &, =0,07

Puc. 5. [Iporao3 BEIXOAHOH MEPEMEHON Xq (t) 00BeKTa, H3MEPEHHBI ¢ paBHOMEpHOIt momexoit 10 %, 65 =0,07

Figure 5 shows the predicted values obtained 23(t)for the third component of the output x, (t) :

Errors in determining variables are caused by the presence of interference. As can be seen from Fig. 5,
the prediction of the values of the output variables >23(t) of a multidimensional object based on

known input variables u(t) , taking into account 10% interference, is quite satisfactory from the point
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of view of many practical tasks (for example, the clinker grinding process). The attention should be
payed again to the fact that the researcher does not know the type of system of equations describing
the controlled object. Measurements of input and output variables are used as information about the

last. (ui, T i=1,_s).
The following are the results of computational experiments for this object for the first component

of the output using the control algorithm (12). In this computational experiment, the humber of com-
ponents of the vector u is greater than the number of components of the vector X. If the dimension of

the vector u exceeds the dimension of the vector x, i.e. m > n, then we will replace u,(t) — p, (t)to
make the dimension of the vector uand Xthe same. Further, the values of the setting influences
X (t), that were found using the algorithm (9) are presented in the form of a step function, as shown
in fig. 6.

li(f)
Ylw(':‘)4 fk’fxx
-’fl(f)
\ x (1)
Cex ¥ S
xﬁ:n‘
¥ ¥ ¥¥ ;
0 5 10 15 -0:

Fig. 6. Dependence of the output of the object X, (t) on the setting action x;™(t)

Puc. 6. 3aBucumocTs Bbixona 00bekTa ¥, (t) ot 3anaromero BosaeiicTeus X, (t)

As can be seen from Fig. 6, the output of the object xl(t) is close enough to the setting effect

X" (t) in the presence of 10% interference and does not exceed 1.7% of the values x;"(t),, which sat-

isfies most practical tasks.
Thus, a nonparametric algorithm for controlling a multidimensional object with stochastically de-

pendent output variables x(t)shows accurate results from the point of view of many practical prob-
lems.

Conclusion

This article discusses the problems of identification and management of a multidimensional object
in conditions of incomplete information about the object of study, i.e. in conditions when the paramet-
ric model of the process is not defined. Such multidimensional objects are often found in practice, for
example in metallurgy, energy, oil refining and other industries. A distinctive feature of the models of
these objects and algorithms from the known ones is that the tasks are set in conditions of nonparamet-
ric uncertainty, i.e. in conditions when a multidimensional system is not described with accuracy up to
the parameter vector due to a lack of a priori data.

Another main feature is that both the identification task and the control task introduce sequences of
nonparametric algorithms. The essence of nonparametric identification and control algorithms is that
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for the identification problem, the forecast is built as a conditional mathematical expectation of the
components of the vector of output variables x(t)with known input componentsu(t),, and in control

— as a conditional mathematical expectation of input variables u(t)with the found setting influences

X" (t).

Based on the predicted values obtained in the computational experiment,
in the process of wusing nonparametric algorithms, quite good results are obtained
from a practical point of view, which can also be used in solving real problems in production [17].
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