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The article discusses formalization of the problem of heterogeneous distributed information processing systems
(HDIPS) software and hardware configuration management. A formal description of possible optimality criteria for
the HDIPS software and hardware configuration is given. The HDIPS model in terms of queuing theory is proposed.
The problem of allocating the HDIPS computational resources is formulated as a transport problem according to time
criterion with atomic needs. The algorithm for solving this problem is proposed and the boundaries of its applicability
to the HDIPS are determined. To meet the selected optimality criterion, the analysis of the HDIPS software and hard-
ware configuration applying its formal model, using the queuing theory methods is presented. HDIPS is presented as
a queuing network, where each computing node and route control unit is a mass service system. The problem of com-
puting resource allocation in HDIPS is presented as a transport problem according to the time criterion with atomic
needs. The least time algorithm for indivisible needs takes into account the indivisibility condition.

Keywords: distributed information processing systems, transport problem, queuing systems, software and hardware
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B cmamve paccmampusaemcs popmanuzayus 3a0aqu ynpasieHust npoSpamMmHO-mexHuuecKol KoHpuaypayuei 2e-
mepozeHnblx pacnpeoeiennsvix cucmem obpabomru ungopmayuu (I'PCOH). [lano gpopmanvroe onucanue 803MONCHbIX
Kpumepueg OnmuMAanbHOCMu npocpammuo-mexnudeckoi kougueypayuu I'PCOU. [Ipeonosicena mooenn I'PCOU 6
MEPMUHAX MEeOPUU MACCO8020 0bCayHcueanus. 3adava pacnpedenenus goiuuciumensuuix pecypcos I PCOU cgopmy-
JUPOBAHA 6 8UOe MPAHCNOPMHOU 3A0a4U NO KPUMEPUIO BPEMEHU ¢ amomMaphvimu nompebrnocmsamu. Ipednooicen aneo-
Ppumm pewienusi OaHHOU 3a0ayu u onpedenensl cpanuysl e2o npumenumocmu 6 I’ PCOU. J{ns docmudicenus blopannozo
Kpumepusi ONMUMAIbHOCMU NPUBEOCH AHAU3 NPOSPAMMHO-mexHuyeckou xongueypayuu I'PCOU npu nomowu ee
dopmanvHoOU MoOenu ¢ npumMeHeHuem memooos meopuu maccosoeo oocaycusanus. I PCOU npedcmasnena kax cemo
MACCOB020 0OCIYICUBANUS, 20€ KANCObLU BbILUCTUMENbHBIIL Y3e U ON0K YNPABGIEHUS MAPUPYMOM AGIAEMC CUCMEMOU
Maccogozo obayxcueanus. 3adaua pacnpedenenus soiuucaumenvhoeo pecypca 8 ' POCH npedcmagnsemcs kak mpauc-
NOPMHAsL 3a0a4a NO KPUMeEPUIo 8peMeHu ¢ amomaphvimu nompedonocmsamu. C yuemom yciogus amomaprocmu Obli
paspaboman an2opumm HAUMEHbULE20 8PEMEHU OISl AMOMAPHBIX 3A5I60K.

Kniouegvie crosa: pacnpedenennas cucmemvl 06pabomxu ungopmayuu, mpancnopmuas 3a0aua, CUCMeMbl MACCO-

68020 06C]ly3icu6aHMﬂ, npocpammHo-mexHuieckas Kqubueypauuﬂ, ynpaejienue npocpammHO-mexHuveCKumMu pecypcamu,
onmumuzayus ynpaeieHus.
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Introduction. Heterogeneous distributed information
processing systems (HDIPS) are information processing
systems that are characterized by territorial distribution, a
variety of software and hardware components and a het-
erogencous nature of tasks being processed [1; 2]. Such
systems are used in areas where it is necessary to receive
and process primary data of a various nature in an auto-
matic or automated mode. They combine computational
nodes (CN) and data sources of various types, which
make it possible to carry out the entire computation proc-
ess in the system, from obtaining raw operational data
obtained from one or several sources to delivering final
information to decision-makers.

One of the HDIPS features as a class of systems is a
heterogeneous nature of tasks simultaneously solved in
the system. They may require various software and hard-
ware resources, which increases the complexity of the
most efficient software and hardware configuration
choice. Due to the complexity of the HDIPS, a decision-
making process for software and hardware configuration
management is associated with a large amount of uncer-
tainty, making decision-making on the design and mod-
ernization of the HDIPS software and hardware configu-
ration laborious, and increases error probability. The
number of HDIPS software and hardware configuration
elements and permissible ways of connecting them into
various structures, which perform computational func-
tions, are great.

The more components a HDIPS contains, the higher
the complexity of the interaction between them is, there-
fore special tools are needed to work with such a large
amount of information.

Existing approaches are either intended for universal
computing systems and do not take into account hetero-
geneity [3—7], or do not imply the possibility of changing
the software and hardware configuration [8—10].

The inter-agency nature of some HDIPSs also compli-
cates the system management. For example, in the event
that a HDIPS was formed due to the merger of several
departments or divisions, it is difficult to see the system
“from above” without special tools, to assess its potential
and the way to optimize the combined computing re-
source use by shifting from independent problem solving
“old” subsystems to a shared computing space.

The aim of this work is to formalize the problem of
HDIPS software and hardware configuration manage-
ment. To achieve this goal, formalization of possible op-
timality criteria of HDIPS software and hardware con-
figuration was carried out, a HDIPS model in terms of
queuing theory was proposed, the problem of allocating
HDIPS computing resources was formulated as a trans-
port problem by the time criterion with atomic needs, the
algorithm for its solution was proposed and its applicabil-
ity boundaries were determined.

Optimality criteria for HDIPS software and hardware
configuration. Software and hardware configuration
is a set of functional parts of an information processing
system, their software and connections between them,
due to the main technical characteristics of these func-
tional parts, as well as the requirements of the tasks to be
solved [11].
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The problem of HDIPS optimal configuration choice
is the choice of such a set of CN P, which provides an
acceptable level of the optimality criterion J for solving a
set of computational problems E. In this case, the optimal-
ity criterion may differ depending on the purpose of a
particular HDIPS [12]. Such criteria can be as follows:

1. Minimizing the CN utilization factor average value:

J' =min (utilasid) .

In this case, we can assume that the computational
load is evenly distributed and there are no overloaded
nodes

2. Minimizing the total time on problem solving in the

system
J? :min(ZjT(ei)),

where T — time spent on problem solving €', n — number
of problems, calculated at the time of change. HDIPS
can be used in areas where decision-making time is criti-
cal, in which case minimizing a problem processing time
is more important than uniform load distribution.

3. Minimizing the probability of returning problem
with CN due to a lack of computing resources:

n i
lp return N

In case of an incorrect combination of computational
load, a number of CNs and algorithms for distributing the
computing resource in the HDIPS, situations are possible
when the task arrives at the CN, which does not have
enough free resources to process it; in this case the task
is returned to the routing agent. The likelihood of such
returns must be minimized, since they indicate the non-
optimal configuration of the HDIPS and increase the time
spent on tasks in the computing system.

The choice of the efficiency criterion for the projected
computing system is the first step in solving the problem
of optimal HDIPS software and hardware configuration
choice. To achieve the selected optimality criterion, it is
proposed to analyze the HDIPS software and hardware
configuration using its formal model, applying the queu-
ing theory methods.

Representation of HDIPS in the form of a queuing
network. HDIPS can be represented as a queuing network,
where each CN and route control unit is a mass service
system (QS). By a queuing network we mean a set of in-
terconnected servicing devices with queues (queuing
systems), in which requests pass from one device to another
with a certain probability [13]. Each CN is represented as a
multichannel QS without a queue, which returns a request
for calculating a task to a routing agent if there is not
enough computational resource for its execution.

Queues are accumulators for routing agents, while the
probability of task transition to a specific CN is deter-
mined by the routing algorithm operation. A general
scheme of the queuing network HDIPS is shown in fig. 1

The QS scheme of the CN is shown in fig. 2. Unser-
viced requests can arise in the QS of the CN in the event
that upon the request receipt for the CN there is not
enough resource to process it.

J? =min(
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Fig. 1. A general scheme of the queuing network HDIPS
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Fig. 2. The scheme of the queuing system computing node

Puc. 2. Cxema cucteMbl MacCOBOTO OOCITYKHBAaHHSI BEIYMCIUTEIEHOTO Y371a

In this case, the probabilities of the task transition
from the router p*; to the CN p' ; is defined as the product
request probability sending to this node in accordance
with the routing algorithm operation and availability of
the necessary software coefficient d. in the software
configuration of the control node & sorvor

__ _routing
py=py "k,

where
| Lif CNjis provided with required sofiware,
7o, if CN j is not provided with required software.

For each task subset requiring the same software set,
only a CNs subset will be available that satisfies the con-
dition of suitable software availability.

Thus, for a task from the A", set, only a part of the
queuing network elements will be available; therefore, it
is advisable to calculate the average time spent on tasks in
the system using the weighted average time spent in the
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task system for each type of software from A, subsets,
where the weight will be the probability of the task ap-
pearance, requiring A o, software in the system. Thus, it
is possible to represent the efficiency criterion J* using
the queuing theory instruments:

N
= 1
2 _7 =
J —T—A Elwikjtzj ,
=

where A — total intensity of network input streams, ty, =

average time spent by a task in j QS, A; — input flow rate j
QS, w; — weight of i task. To achieve the selected optimal-
ity criterion, in addition to enumerating different permis-
sible combinations of software and hardware configura-
tions of the system individual elements, it is necessary to
determine the optimal algorithm for requests distribution
for computations to computational nodes.

Transport task by the time criterion with atomic needs.
The function that reflects the total time of data processing
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problems at any finite time interval is presented in the
form of a transport problem according to the time crite-
rion [14].

There exists m of starting points (SP) 4, ..., 4,
with margin a,, ..., a,, and n of destination points (DP)
By, ..., B, with requests by, ..., b, the sum of margins
equals the sum of requests:

m n

Zai = bj.

i=1 j=1

The times of transportation #; from each SP 4, to each
DP B; are given, it is assumed that they do not depend
on the amount of the transported cargo.

It is required to choose transportation (x;) in such
a way that the balance conditions are met

n
inj =q (i = 1,...,m),
Jj=0

m

inj =bj (j = 1,...,m),
i=0
and in addition, the end time of all transportations T
turned at a minimum. Thus, it is necessary to find a trans-
port plan (x;;) for which the time T turns into a minimum:
T =max{; =min.
x;;>0

The described problem can be used to select the opti-
mal route for computing problems at time 1 as follows.
Computing nodes will be software A4, ..., 4,, and their
free computing resource at the moment #° will be a stock
in terms of transport problems. Moreover, each task will
be a DP with a certain need for computing resources. This
introduces an additional condition for transportation —
each DP must be served by single software.

In order to support the heterogeneity of both computa-
tional tasks and software and hardware, computational
tasks are considered as atomic — that is, indivisible
between CNs. If a computation task is not atomic, it must
be represented as a set of sequentially (or in parallel, de-
pending on the nature of the task) of atomic applications
running.

The condition on the atomicity of tasks introduces into
the formulation of the transport problem the above-
mentioned restriction that each DP must be serviced by a
single software; in what follows, this type of transport
problem will be called a transport problem by the time
criterion with atomic needs.

The atomicity condition makes it possible not to con-
sider the combination of servicing the DP by several
softwares, which significantly reduces the complexity of
the solution algorithm in comparison with the classical
solution of the transport problem by the time criterion.

The transportation time (in terms of the model, the
processing time of the task) #; is calculated as the sum of
the task B; delivery time forecast to the node 4;, the fore-
cast of the calculation time, and the forecast of the deliv-
ery time of the received data to the destination.

If at time 7° the computational task B, is being proc-
essed at the node A4;, ¢; will express the remaining proc-
essing time + the time of data delivery to the end point.
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For other nodes, the processing time for this task will in-
clude the cost of transferring the calculation from the cur-
rent node to another.

If the CN A; cannot process the task B;, for example,
does not have the necessary software, then we assume that
the processing time #;is equal to infinity.

Least-time algorithm for atomic claims. The prob-
lem of choosing the most efficient computation route at
time t” can be represented as a transport problem accord-
ing to time criterion with atomic needs described above.
Taking into account the condition that computational
tasks are atomic, that is one task can be processed only on
one node (in practice, this can be achieved by preliminary
partitioning of complex calculations into a sequence of
atomic tasks), the solution of a transport problem by the
time criterion with atomic needs degenerate. The devel-
oped least-time algorithm for atomic claims (LTfAC) for
the transport problem according to the time criterion with
atomic needs can be represented as a diagram in fig. 3.

The algorithm works as follows. It is necessary to se-
lect a pair of DP and software with the smallest ¢;, pro-
vided that the software has all the necessary resources
to service the DP, and then adjust the stock for software
by the amount of DP and repeat the selection until all DP
are served, or until no software will be able to serve the
remaining DP. In this case, tasks for which a suitable
computational node is determined are sent for computa-
tion, and the remaining tasks wait for the next iteration of
the algorithm.

The efficiency of the developed algorithm was inves-
tigated on the HDIPS simulation model [15]. Fig. 4 shows
a graph of the average computation time of tasks in the
HDIPS dependence on its structure when using the
LTfAC algorithm as an algorithm for computing re-
sources distribution in HDIPS. For clarity, the axes of CN
number and the number of tasks sources on the graph are
inverted.

The developed algorithm provides the minimum aver-
age time for tasks completion and this time is fairly stable
relative to the number of CNs. Thus, the developed algo-
rithm is recommended to be used if the advantage from
reducing the time of tasks calculations exceeds the cost of
additional HDIPS computational load, thus the
JPoptimality criterion of the configuration is selected.

Conclusion. The following possible criteria for the op-
timality of the HDIPS software and hardware configura-
tion were identified and formalized:

— minimizing the average value of the CN utilization
factor;

— minimizing the total time for problem solving in the
system,

— minimizing the probability of problem return with a
CN due to a lack of computing resources.

To meet the selected optimality criterion it is proposed
to analyze the HDIPS software and hardware configura-
tion using its formal model applying queuing theory
methods. HDIPS can be represented as a queuing net-
work, where each CN and route control unit is a mass
service system. In terms of the proposed formal model, a
function is defined which expresses the probability of a
task transition from a router to a computational node. The
example of the presentation of the criterion “minimizing
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the total time of problem solving in the system” in the
formal model using the apparatus of the queuing theory is
given.

The problem of computing resource allocation in
HDIPS is presented as a transport problem according to
the time criterion with atomic needs. The atomicity condi-

Begin

tion makes it possible not to consider the combination of
serving one destination (in terms of the transport problem)
by several starting points, which significantly reduces the
complexity of the solution algorithm in comparison with
the classical solution of the transport problem by the time
criterion.
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Fig. 3. Block diagram of the resource allocation algorithm via solving a transport
problem by the time criterion with atomic needs using the LTfAC method
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Fig. 4. Time of tasks processing when using the LTfAC algorithm for resource allocation
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Taking into account the condition of atomicity,
the least-time algorithm for atomic claims was developed.
In comparison with other investigated algorithms,
the developed algorithm provides the minimum average
time for executing tasks and this time is fairly stable rela-
tive to the number of CNs. Thus, the developed algorithm
is recommended to be used if the advantage from reduc-
ing the time for calculating the tasks exceeds the cost
of the additional computational load of the HDIPS, that
is, the criterion of optimality of the configuration “mini-
mizing the total time for problem solving in the system”
is selected.
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