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The way to initialize the starting points for optimization algorithms is one of the main parameters. Currently used
methods of initializing starting points are based on stochastic algorithms of spreading points. In a genetic algorithm,
points are Boolean sets. These lines are formed in different ways. They are formed directly, using random sequences
(with uniform distribution law) or formed using random sequences (with uniform distribution law) in the space of real
numbers, and then converted to boolean numbers. Six algorithms for constructing multidimensional points for global
optimization algorithms of boolean sets based on both stochastic and non-random point spreading algorithms are de-
signed. The first four methods of initialization of Boolean lines used a random distribution law, and the fifth and sixth
methods of initialization used a non-random method of forming starting points-LPt sequence. A large number of opti-
mization algorithms were restarted. Calculations of high accuracy were used. The research was carried out on the ge-
netic algorithm of global optimization. The work is based on Acly function, Rastrigin function, Shekel function,
Griewank function and Rosenbrock function. The research was based on three algorithms of srarting points spreading:
LP7 sequence, UDC sequence, regular random spreading. The best parameters of the genetic algorithm of global opti-
mization were used in the work. As a result, we obtained arrays of mathematical expectations and standard deviations
of the solution quality for different functions and optimization algorithms. The purpose of the analysis of ways to initial-
ize the starting points for the genetic optimization algorithm was to find the extremum quickly, accurately, cheaply
and reliably simultaneously. Methods of initialization were compared with each other by expectation and standard
deviation. The quality of the solution is understood as the average error of finding the extremum. The best way of ini-
tialization of starting points for genetic optimization algorithm on these test functions is revealed.

Keywords: genetic optimization algorithm, points initialization methods.
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Cnocob unuyuanuzayuy Ha4arbHLIX MOYeK O ANOPUMMO8 ONMUMUZAYUU ABNIAETNCA OOHUM U3 2NIABHBIX napamem-
pos. Ce200Hs UCNONBL3YVIOMCA CNOCODbI UHUYUATUIAYUY HAYATBHBIX MOYeK, OCHOBAHHbIE HA CIMOXACTNUYECKUX aNeopum-
max pazbpoca mouex. B cememuueckom ancopumme mouxu npedcmasnaom cobou Oynegvie cmpoku. Imu cmpoxu
dopmupyromes no-paznomy. OHu GOPMUPYIOMCA HANPAMYIO, C NOMOWBIO CIYYALHbIX NOCIedosamenvbHocmell (¢ pas-
HOMEPHBIM 3AKOHOM pACnpeoeienus) uny QopmMupyromes ¢ NOMOwbio CIyYainblx nociedo8amenibHocmell (¢ pagnomep-
HbIM 3GKOHOM pAcnpedenieHus) 6 NPOCMPAHCIMEEe BeUeCMEEHHbIX HiUcel, d NOMOM Npeodpasyliomcs ewecmseentbie
yucna 6 6ynegvle. CnpoeKmuposaHvl wlecmy ar0pUmmos NoCMpoeHUss MHOZOMEPHBIX MoUYeK Oisl ANeOPUMMO8 2100a1b-
HOU onmumusayuu — OY1e8blX CMPOK, OCHOBAHHblE KAK HA CMOXACMUYECKUX, MAK U HA HECAYYAUHbIX AI2OPUMMAX
pasbpoca moyex. B nepsvix uemsipex cnocobax unuyuanuzayuy 0yie8vlx Cmpox UCHOIb308AACS CLVHAUHbIL 3AKOH pac-
npeodeeHus, a 8 Yemeepmom U NAMoM CHocobe UHUYUATUIAYUU UCNOTIb308ALCA HECIYUAUHbIU CROCOD hopmuposanus
HauanbHvlx mouex — JIIIT nocredosamenvrnocmo. [lpumenanocsy 00OnbUOE KOAUYECBO NOBMOPHBIX 3ANYCKO8 AN20PUM-
Mmog onmumusayuu. HMcnonv3oeanacs 00CMAamoyHO BblCOKAsL MOYHOCHb GblyucieHull. Hcciedoeanus npoeoounucs
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HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

Ha eeHemuueckom ancopumme 2n00anvrou onmumuszayuu. HMcnoavsosanucy @ynxyus Axau, @yukyus Pacmpueuna,
@yuryus Llexena, ¢ynxyus I'pusanxa u gynkyus Posenbpoka. Hccrnedosanus npogoounucs ¢ UCHOIb308AHUEM Mpex
aneopummos pazobpoca Hauanvhvlx mouek: JIIIT nocnredosamenvnocmo, UDC nociedoeamensHocms, pasHOMEPHbLIL
cayuainblil pazopoc. B pabome ucnonvzosanuce ayuuiue napamempsbl 2eHemMu4ecko2o an2opumma 2100anbHol onmu-
muzayuu. Ha evixode nomyuenvl Maccugbl MamemMamuyeckux O’CUOaHUL U CPEeOHeK8aAOPaAMUYECKUX OMKIOHEHUT Kade-
cmea pewienust Ol PA3HLIX DYHKYUU U ONMUMUZAYUOHHBIX aneopummos. Llenv ananuza cnoco6os unuyuaiuzayuu
HAUAIbHBIX MOYeK OJis 2eHeMU4ecKo20 ONMUMUZAYUOHHO20 AN2OPUMMA 3AKTIOYANACh 8 HAXONCOCHUU IKCMPeMyma
00HOBPEMEHHO bbICMPO, MOYHO, 0euleo U HA0excHo. Cnocobbl UHUYUATU3AYUU CPABHUBAIUCL MeHcOy cobOol no Ma-
MeMamuyeckomy 0HCUOAHUIO U CPEOHEK8adpamu4eckomy omrnonenuio. I1oo kayecmeom peuienuss NOHUMAemcsi cpeo-
HeCmamucmuyeckast OuUOKa Haxoxcoenus SKcmpemyma. Buisignen nyuuuti cnocod uHUYUaIu3ayuy HauaibHblx modex

0I5l 2eHeMUYEeCK020 areopumma onmumusayuu Ha OQHHbBIX MECMOBbIX d)yﬂkuuﬂx

Kniouesvie cnosa: eenemuueckuii ajeopumm onmumuzayuu, cnocoobul urHuyuatuzayuu movex.

Introduction. The genetic algorithm of global optimi-
zation [1] differs from the others in Economics, Finance,
and banking. In the genetic algorithm, points are repre-
sented as boolean sets. These lines can be formed in dif-
ferent ways: directly, using random sequences (with regu-
lar distribution law) or spreading points using random
sequences (with a regular distribution law) in the space of
real numbers, and then convert them into Boolean ones.
The research is based on Acly function, Rastrigin func-
tion, Shekel function, Griewank function and Rosenbrock
function. [2]. LPt sequence [3], UDC sequence, uniform
random spread are very interesting and efficient algo-
rithms for spreading starting points. Recent studies in this
area were carried out in the works [4]. These studies were
applied to specific practical problems, there was no goal
in averaging these parameters, in testing on a large num-
ber of practical problems of a complex type of the tested
function [5]. LPt sequences is a point spreading algorithm
based on the matrix of irreducible Marshall Polynomials.
UDC sequence is an algorithm for regular distribution of
points over all coordinates in multidimensional space [6]
regardless of the number of spread points [7]. Regular
random spread [8] is a stochastic point spreading algo-
rithm using the normal distribution law.

The best parameters of the genetic algorithm of global
optimization were used [9].

Parameter description. The paper used the best pa-
rameters of the genetic algorithm of global optimization:

1. Selection — tournament 4 participants.

2. Recombination — 2-point, the probability of cross-
ing —0.8.

3. Probability of mutation 0.001

4. Binary coding.

Additional parameters used:

1. The size of the space of the studied regularity — 2.

2. Total number of spreading points (boolean sets) —
50.

3. The maximum number of steps of the algorithm
(generations) — 200.

4. The accuracy of finding the extremum — 0.0001.

5. The number of repeated runs of the algorithm —
400.

6. Boundaries of the study area orfrom —45 to +45
on each coordinate.

We used six methods of initialization:

Method 1: using random sequences (with regular dis-
tribution law), a real number from 1 to 100 is obtained. If
the resulting number is less than 50, the corresponding bit
of the boolean set [10] takes the value 1, otherwise 0. This
produces boolean sets (fig. 1).

Method 2: using random sequences [11], we obtain
a real number from 1 to K, where K is the maximum
real number obtained if each bit of the boolean set is
equal to 1. Then, this real number is converted to a boo-
lean set by the conversion rules. This produces boolean
sets (fig. 2).

Method 3. The third method is equal to the first but
with the checking of boolean sets for repeatability (fig. 3).

Method of initialization 1

0.5

CHROMOSOME

2

0

N

Fig. 1. The first method of initialization

Puc. 1. [lepBslii crioco0 MHAHATHA3AIIH
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Method of initialization 2
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Fig. 2. The second method of initialization
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Fig. 3. The third method of initialization

Puc. 3. Tpernii cioco6 HHUIMATH3AIH

Method 4. The fourth method is equal to the second
one but with the checking of real numbers for repeatabil-
ity (fig. 4).

Method 5: with the help of the LPt sequence, a real
number from 1 to 100 is obtained. If the resulting number
is less than 50, the corresponding bit of the boolean
set will be 1, otherwise 0. This produces boolean sets
(fig. 5).

Method 6: using the LPt sequence, we obtain a real
number from 1 to K, where K is the maximum real
number obtained if each bit of the boolean set was equal
to 1. Then, this real number is converted into a boolean
set (fig. 6).
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As a result, we get arrays of mathematical expecta-
tions and standard deviations of the solution quality for
different functions and optimization algorithms [12]. The
quality of the solution is the average error of finding the
extremum [13].

Recent experiments in this area were carried out in the
works of the scientist [7]. In his works, binary lines were
formed without taking into account the check for repeatability.

Experimental part. The initialization methods are
compared with each other on a genetic algorithm, accord-
ing to math expectation, on the first function. The best
way to initialize on a six-point scale is determined. Then
they are compared on the second function, etc.
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Method of initialization 4
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Fig. 4. The fourth method of initialization
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Method of initialization 5
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Fig. 5. The fifth method of initialization
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Method of initialization 6
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Fig. 6. The sixth method of initialization
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Table 1
Percentage of finding the extremum for the algorithm by absolute value
Method of initialization (I) Best I
es
1 2 3 4 5 6
. 1 4.00 3.50 2.75 2.25 3.50 3.25 1
§ 2 7.25 7.50 7.25 7.75 8.50 7.25 5
s 3 0 0 0 0 0 0 -
4 0 0.25 0 0.75 1.00 0.25 5
Total 5
Table 2
The quality of the solution for the Genetic algorithm by absolute value
Method of initialization (I) Best I by | BestIby
Function M
1 2 3 4 5 6 °
M 0.2431 0.2453 0.2511 0.2401 0.2231 0.2370
1 5 2
o 0.2127 0.2035 0.2221 0.2177 0.2076 0.2077
M 0.0613 0.0585 0.0629 0.0586 0.0533 0.0598
2 5 5
N 0.0512 0.0495 0.0725 0.0553 0.0310 0.0456
M 0.5001 0.5478 0.5091 0.4904 0.4433 0.4455
3 5 5
© 0.3947 0.5188 0.3718 0.3459 0.0055 0.0422
M 1.7635 1.7237 1.7866 1.7827 0.9066 1.9681
4 5 5
© 1.5675 1.7093 1.6367 1.6068 0.4152 1.8819
Places by M 5 4 6 2 1 3
Places by & 3 3 5 4 1 2
Total 5 4 6 3 1 2

After that, the points obtained for all functions for
each initialization method are summed up [14]. The larger
the amount, the better place takes one or another method
of initialization. The places got in this way are recorded
in the tab. 1 and 2.

Then the whole cycle is repeated for the standard de-
viation (o). After that, the obtained places by math expec-
tation (M) and by ¢ are summed up and compared again
[15]. Eventually we will know:

1. The best initialization method for each of the func-
tions when using a genetic algorithm, both by math ex-
pectation and by .

2. The best and the worst methods of initialization on
average for all four optimization functions, both by math
expectation and by o, and in general, when using a ge-
netic algorithm.

Results. As we know, the goal of any optimization
algorithm is to find the extremum as quickly, more accu-
rately, cheaper and more reliable as possible.

The percentage of finding the extremum, on average,
for all optimization functions is better for the initialization
method 5 (tab. 2), it follows that the initialization method
5 has the greatest reliability (probability) of finding the
extremum.
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We prove that at 50 points, the algorithm calculates
200 steps (generations), on average, for 1/400 seconds.

Accuracy is the inverse of an error. The higher the ac-
curacy, the smaller the error. The higher the accuracy
obtained, the smaller the number takes the characteristic
on a six-point scale, which means that the characteristic is
better.

For the genetic algorithm (tab. 1) the smallest error of
finding the extremum (quality of solution) according to
the expected value for the first function characterizes the
method of initialization 5, this means that the method 5
has the highest accuracy of finding the extremum. For the
genetic algorithm, the initialization method 5 also has the
highest accuracy of finding the extremum by mathemati-
cal expectation for the function 2—4. On average, for the
genetic algorithm, the initialization method 5 has the
highest accuracy of finding the extremum.

For the genetic algorithm, the smallest error of finding
the extremum by o for the function 1 (error) is in the ini-
tialization method 2, and for the function 2-4 — in the
initialization method 5. On average, for a genetic algo-
rithm, the smallest error is that the resulting expectation
value is the average expectation value of the initialization
method 5.
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Since, on average, for the genetic algorithm, the high-
est accuracy of finding the extremum and the smallest
error of the result obtained is in the initialization method
5, then, on average, the initialization method 5 is the best
initialization method for the genetic algorithm and takes
the first place.

To compare the method of initialization 5, for exam-
ple, with the applied now numerical method of initializa-
tion 1, the comparison of these methods in percentage
being conducted in relation to the method of initialize-
tion 1 for each function, and then taken the arithmetic
average of these percentages for all functions.

As a result, it became obvious that in the genetic algo-
rithm, the initialization method 5 is better than the initiali-
zation method 1 by an average of 20 % and the applica-
tion of check in boolean initialization does not lead to
positive result, and in real — leads.

Conclusion. The genetic algorithm of global optimi-
zation based on Acly function, Rastrigin function, Shekel
function, Griewank function and Rosenbrock function is
analyzed. The research was carried out on six methods of
initialization of boolean sets, using three algorithms of
spreading initial points: LPt sequence, UDC sequence,
uniform random spread. Studies show that, on average,
the initialization method 5 is the best initialization method
for the genetic algorithm, and it follows that the initializa-
tion method 5 is very promising. It must be taken
into account that the initialization method 5 is based on a
non — random algorithm of spreading points LPt se-
quence. This provides an incentive for further study of the
LPt sequence, and once again confirms its effectiveness.
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