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The rapid development of technical devices and technology allows monitoring the properties of different physical
nature objects with very small discreteness of the data. As a result, one can accumulate large amounts of data that can
be used with advantage to manage an object, a multiply connected system, and a technological enterprise. However,
regardless of the field of activity, the tasks associated with small amounts of data remains. In this case the dynamics of
data accumulation depends on the objective limitations of the external world and the environment. The conducted re-
search concerns high-dimensional data with small sample sizes. In this connection, the task of selecting informative
features arises, which will allow both to improve the quality of problem solving by eliminating “‘junk” features, and to
increase the speed of decision making, since algorithms are usually dependent on the dimension of the feature space,
and simplify the data collection procedure (do not collect uninformative data). As the number of features can be large,
it is impossible to use a complete search of all features spaces. Instead of it, for the selection of informative features,
we propose a two-step random search algorithm based on the genetic algorithm uses: at the first stage, the search with
limiting the number of features in the subset to reduce the feature space by eliminating “junk” features, at the second
stage - without limitation, but on a reduced set features. The original problem formulation is the task of supervised
classification when the object class is determined by an expert. The object attributes values vary depending on its state,
which makes it belong to one or another class, that is, statistics has an offSet in class. Without breaking the generality,
for carrying out simulation modeling, a two-alternative formulation of the supervised classification task was used. Data
from the field of medical diagnostics of the disease severity were used to generate training samples.

Keywords: small samples, supervised classification, ridge-regression, quantile transformation, meta-classifier,
significance of features, genetic algorithm.
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Bypuoe passumue mexnonocuii u mexuuxu odecneuusaom 603MOICHOCb MOHUMOPUHEA CEOUCMSE 00bEKMo8 pas-
JUYHOU usu1ecKol npupoobl ¢ oYeHb Malol OuckpemHocmvlo. B pesynomame naxanausaiomcs Oonvuiue o6vembl
O0aHHBIX, KOMOPbIE MOMHCHO UCNONIB306AMYb C NOAL3OU OJid YNPaAgIeHus 00eKmMoM, MHO2O0CEA3HOU CUCHEMOU, MeXHON0-
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euveckum npeonpusimuem. OOHaKo, 6He 3ABUCUMOCIU OM cepbl OessmenbHOCHY, OCMAIOMCS 3A0adl, CEA3aHHble
¢ HeDOMbUUMU 00bEMAMU OAHHBIX, OUHAMUKA UX HAKONJLEHUS 3A6UCUM OM 00BbEKMUGHBIX 0SPAHUYEHUL 6HEUIHe20 MUpa
U oKpyrcaioweli cpeobi.

IIposodumvie ucciedosanus Kacaromes OAHHbIX HebOIbUUX 00bEMO8 GLIOOPOK U PASMEPHOCIU NPUSHAKOB 00bEK-
MO8, KOMOPAsi MOJCEN CHUMAMbCS BbICOKOU OMHOCUMENbHO KOIUYECHEd U3ydaemvlx 00vekmos. B ceazu ¢ smum 603-
HUuKaem 3a0aya omoopa UHGOPMAMUGHBIX NPUSHAKOS, YMO NO3GOIUN KAK YIVUUUIND KAYeCmEo peulenus 3a0adu 3da
cuem UCKIIOYEHUSI «(MYCOPHBIX» NPUSHAKOS, MAK U NOBLICUMb CKOPOCHb NPUHSAMUE DEUeHUsl, NOCKOIbKY AI20PUmMMbl
00OBIYHO 3A6UCUMBL O PAZMEPHOCIU NPUSHAKOBO20 NPOCIPAHCMEA, U YRPOCIUNb NPOYedypy coopa Oanuwlx (He cobu-
pamb neungopmamusHvie oannvie). IIOCKOIbKY KOIUYECMBO NPUSHAKOE MOJicem Obimb 6eIUKO, NOHbIL nepehop écex
NPOCMPAHCME NPUSHAKOG OKA3bIBACMCSL HEBO03MONICHLIM. Bmecmo smozo 0ns ombopa uH@pOpMamueHvlX NpusHaKos
Npeonodcer 08YCMYNEHYamblll Al2OPUMM CAYYAHO20 NOUCKA, OCHOBAHHBIN HA NPUMEHEHUU 2eHeMU1ecKo20 ai2opum-
Ma: HA NepeoM 3Mane ¢ OZPAHUYEeHUueM KOIUYeCmEd NPU3HAKO8 8 NOOMHOJCcecmee O COKPAUeHUsT NPUSHAKOBO20
NPOCMPANCMBA 3d CHem UCKIOYEHUs. «MYCOPHbIXY NPU3HAKOS, HA 6MOPOM dmane — 6e3 oepaHuyenuss, Ho No COKpd-
WEeHHOMY HAOOPY NPUZHAKOS.

Hcxoonas gpopmynuposxa npobnemul npedcmasisiem cobotl 3a0aiy KiacCuurkayuu 00vbekmos ¢ yuumenem, Ko2oda Kiacc
006veKkma onpedenen IKCnepmoMm. 3HaueHUs RPUBHAKO8 00BEKMOE MEHSIOMCS 8 3A6UCUMOCIU O €20 COCIMOSIHUSL, YMo 00Y-
CIO6IUBAET NPUHAOTEINCHOCTIL MOMY WU UHOMY KIACCY, O eCiib CIAMUCIUKU 001a0arom CMEWeHHOCmbIO 8 KIacce.

be3 napyuenust obwHocmu 0isi NPo8edeHUs: UMUMAYUOHHO20 MOOETUPOBAHUS UCNOIb308ANACy O8YXATIbIMEPHANUG-
HAsl NOCMAHOBKA 3a0aYU KIACCUPUKayuu ¢ yuumenem, Osi 2eHepayull 00y4aiomux 6b100pox Obiiu UCTIONb30BAHBL OAH-
Hble U3 001acmu MeOUYUHCKOU OUASHOCMUKY CIEeNeHU MAICEeCU 30001€6AHUSL.

Kniouegvie cnosa: manvie 6vl00pKu, Knaccugurayus ¢ yyumenem, puodic-pecpeccusl, K6aHmuibHoe npeodpasosanue,
MEMa-KAacCuPuKamop, 3HAUUMOCHb HPUZHAKOE, 2EHEMUYECKUTL ANI2OPUMNIM.

Introduction. By solving the problem of classifica- bination of features sufficient to build an accurate model
tion the essential components are objects selection, fea-  from observations. Since the complete enumeration of all

ture reduction and distance criteria (norming). feature combinations is impossible because of the large
For feature reduction it is necessary to pay attention to  number of features and combinations, most approaches to
the following aspects: the choice of the feature subset imply the monotony of a

— the possible accuracy of classification algorithm  certain measure — classification accuracy. If it is assumed
which can be valued with cross-validation algorithms for  that adding features does not impair accuracy, then
any feature set. If the set is insufficient for model building  the branch and bound method can be used for searching
the accuracy of an examined classification algorithm will ~ [3; 4]. However, in many practical applications the mo-
be limited by the lack of information; notony assumption is not satisfied.

— time to build a classifier: the size of feature space Some authors consider the use of heuristic search (of-
implicitly defines learning time. Amount of irrelevant ten in combination with the branch and bound method)
features can unnecessary increase classifier building time;  [5-11], as well as randomize algorithms [12; 13] and

— the number of objects required for learning a suffi-  genetic algorithms [14—17], to select a subset of features
ciently accurate classifier: other conditions being equal  and its further use with the decision tree or the method
the greater number of features is used in the model the  of nearest neighbours.
greater number of objects must be which are necessary to General formulation of the problem. Suppose there
achieve the required classification accuracy. With a large
number of features and a small number of objects the risk
of retraining the model is high; ] ) ) which is described by a known features set { Disi :I,_m},

— the cost of classifying a new object using the trained
classifier: in many practical applications, for example, in ~ measured in absolute (m;) and rank (m,) scales:
medical diagnostics features are the observed symptoms s 4 m, = m . For each object there is an indication of the
as well as the results of diagnostic tests. Different diag- ) ) — .
nostic test may have various costs and associated risks. teacher to which class it belongs: 0, €Z;, /=1L, Lisa
For example, an invasive exploratory operation can be  number of classes. Denote feature measurements for each
much more expensive and riskier than a blood test. This
presents us with the problem of choosing a subset of fea-
tures when training the classifier. x/ is a value of p; feature of O object, z; is a number

The problem of choosing a feature space is related to ) )
the identification task and it is to choose a subset of fea- ~ Of the class, m; is a number of class objects 7,
tures from the larger set of often mutually redundant, pos- ZL _

o s _m=n.
sibly irrelevant features with different measurement costs I=1

are many objects {Q,i =1,_n}, where 7 is a sample size

object by a set of values {(zi,x;’),i zl,_s,j :I,_m} , where

and / or risks. An example of such a task of considerable It is necessary to build a classification algorithm, de-
practical interest is the problem of forming the feature  velop procedures for setting the parameters of algorithms.
space for solving the problem of classifying the disease The above task is complicated by the fact that the
severity. number of features is comparable to the sample size. In

The literature suggests various approaches to select a  fact, this means data that are highly sparse in multidimen-
subset of features. Some of them include finding the op- ~ sional space and have no pronounced interclass bounda-
timal subset based on a specific quality criterion [1], uses  ries. That is, it is hardly possible to build a satisfactory
an exhaustive wide search [2], to find the minimum com-  quality classifier.

154



HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

In this case the question arises: what is the ratio of the
number of features to the sample size considered as a
threshold of significant sparseness and what to do when
the set of features is large and the data volume is limited?
The first question is the subject of further research and is
closely related to the stability characteristic of the classi-
fier. The second question is considered in the further sec-
tions of the article.

Due to the small amount of input data leading to the
high sparseness in the feature space it is necessary to or-
der the features according to the degree of their influence
on the quality of classification, in other words, to reduce
the number of features discarding the ones of little sig-
nificance.

An insignificant feature is proposed to consider the
one which, being excepted, does not worsen the classifi-
cation.

Selection of significant features and classification.
Feature reduction experiments were performed using a
standard genetic algorithm [18; 19]. The results are based
on a sliding exam for the problem of classifying an object
with the following parameters of the genetic algorithm:
Population size: 100;

Number of generations: 200;
Selection: ranking method;
Crossover probability: 0.6;
Mutation probability: 0.001;

6. Probability of choosing an individual with the
highest rank: 0.6.

Each individual in the population is a variant of the
feature subset to solve the problem of classification.
Based on the total number of features m a classification
can be made.

To solve the classification problem it is proposed to
use its regression formulation. This is possible when ob-
jects form different classes according to their states. This
means that the class is a group of similar objects in a cer-
tain state. The state of the object is classified according to
the values of a specific set of features which are the
measurements of technological parameters and the results
of diagnostic tests. Due to the fact that the transition of an
object from one state to another under the influence of
various loads, disruptions in work and environmental in-
fluences can be interpreted as a sequential transition from
one class to another. The classification task is presented as
a regression task where the classes are ordered according
to the state of the object. Thus, objects with a light form
of deviation of technological parameters and a slight wear
of resource form class 1; class 2 is made up of objects
with a higher (medium) level of inconsistency; objects
with significant deviations (severe stage) form class 3.

As a result of building the regression dependence each
new object will be assigned a value from 1 to 3 instead
of a class number (1 — light, 2 — medium, 3 — severe).
For example if forecasts 1.1 and 1.4 are obtained for two
objects, the probability that the first object has a slight
degree of deviation is higher than for the second one al-
though both of them will be attributed to the state of slight
deviation.

If there are m features there are 2™ possible subsets of
features. For large values of m the complete search of
features takes considerable time which may not be con-
sisted with the restriction of waiting for the result of the
algorithm.

kW=
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Each individual is a binary vector of dimension m. If
the bit is 1, it means that the corresponding attribute is
selected to build the classifier. The value 0 indicates that
the corresponding attribute is excluded from the classifier.

The average square of residual is chosen as a fitness
function. Since the classification problem is solved as a
regression problem, MSE additionally penalizes (for ex-
ample, in comparison with MAE) large errors of classifi-
cation when the forecast deviation from the real value of
the class is more than 1.5, i. e. the error is more than one
class (instead of the light stage the classifier predicts the
severe condition and vice versa).

For numerical modeling and building the regression
dependence a ridge regression was used (linear regression
with a regularization parameter) [20]. The ridge regres-
sion is used if it occurs:

— data redundancy;

— correlated independent variables (multicollinearity);

— strong differences in the eigenvalues of the charac-
teristic equation or the proximity to zero of several of
them.

All of the above properties of features quite often take
place in practice when the removal of technological pa-
rameters is of a distributed nature.

We use a linear model: y = f{x, ), where fis a linear
operator (linear functional dependence), B is model pa-
rameters.

We assume that the vector of coefficients of the linear
regression model B is found by the least squares method:

n
> (f (x:8)-¥) (M
i1
Analytical solution of this problem: p = (X'X)'X"Y,
however, when the matrix X"X is degenerate, the solution
is not unique, but if it is poorly conditioned it is not sta-
ble. Therefore, regularization of the parameter B is intro-
duced, for example according to the following rule:

0(B)=Y-XB*+Ap’ —>mﬁin ,

2 .
—> min.
B;

2

where A > 0 regularization parameter.
The regularized least squares solution is as follows:
B =(x"x+nr) X7¥. 3)

The increase in the parameter A leads to the decrease
in the norm of the parameter vector and the increase in the
efficiency of the feature space dimension.

The error is estimated using a sliding exam since the
size of the training sample is small and the construction
of the classifier takes little machine time. This paper pro-
poses the use of two-step feature selection algorithm:

1. At the first step the primary selection of features is
carried out. It means the exclusion of the most “junk”
ones. We restrict the individuals so that the number of
features in subsets is less than 0.2*n, where n is the num-
ber of observations in the training set, further additions of
features in theory will lead to the increase in the risk of
retraining. For example in the task of predicting the sever-
ity of the disease 25 features (of 94 in the original sample)
are revealed, i.e. no evaluable feature subset can contain
more than 25 features. If, as a result of crossing or muta-
tion we get an individual who is not suitable for this con-
dition then such an individual is thrown out and replaced
by the following one suitable for this rule.
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Fig.1. The distribution of the accuracy of classifiers trained on various attribute subspaces
that were individuals in the course of optimization by the genetic algorithm for any generation

Puc. 1. Pacnipenenenue TO4HOCTH KITacCH(HUKATOPOB, 00yUYEHHBIX 10 Pa3JIMYHBIM IIPU3HAKOBBIM
MIOAIIPOCTPAHCTBAM, KOTOPBIE SIBJSIIOTCS MHAWBUJIAMH B XOJI€ ONTHUMH3ALHY TeHETHIECKIM
aNTOPUTMOM Ha JII0OOM ITOKOJICHUHT
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Number of feature hits in the top 100 feature spaces
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Fig. 2. Distribution of features by the number of hits in the subsets
from the pool of the best subsets

Puc. 2. Pacnpe/:[eneHHe MPU3HAKOB I10 KOJIUYECTBY HOHaI[aHI/Iﬁ B IIOIMHOXKXCCTBA
u3 1mmyJjia JIy4lnX NOoAMHOXKECTB

Using the genetic algorithm we form sets of the best
solutions that could be obtained at any iteration. Fig. 1
shows the accuracy distribution of forecasts for MSE. It is
to be noted that the accuracy of 0.699 is provided by a
simple average for this problem. If a subset of features
gives the accuracy worse than 0.699, it means that there is
a retraining effect and the subset contains no important
features.

From the entire set of features a pool of the best solu-
tions (subsets) is selected from the first (left) peak of the
distribution density of the accuracy of classifiers trained
in various attribute subspaces. Further, according to this
pool, we calculate the number of inclusions of the feature
in the feature spaces. The feature distribution by the num-
ber of hits is shown in fig. 2

There is a sharp drop in the number of feature hits in
the best feature subspaces. All features that fall into a sub-
stantially small number of subsets are excluded, provided
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that the excluded feature does not fall into the top 20 fea-
ture spaces.

Thus, 67 features are cut off at this stage. It is also to
be noted that one feature gets into the best subsets a lot more
times and can be initially included in the best subset.

2. At the second step we launch a new optimization
process with no limitation on the number of features. Fig. 3
shows distribution of the feature number in the best in
reproducible classification accuracy of feature subspaces.

Fig. 4 shows the accuracy distribution of forecasts for
MSE. It should be noted that the proportion of individuals
close to the best selected increased, as did the average
accuracy of the classifiers and the best accuracy compared
to the solutions found at the first step.

Fig. 5 shows the distribution of features by the number
of individuals in the top 100 and table contains the num-
ber of specific features in the most suitable individuals
top 5, top 50 and top 100.
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Fig. 3. Distribution of the features number in the best in reproducible classification
accuracy of feature subspaces

Puc. 3. Pactipenenenne koamyecTBa MPU3HAKOB B IYUIIUX 110 BOCIPOU3BOJMMOM TOUHOCTH
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Fig. 4. Accuracy distribution of MSE classifiers after optimization without
limitation on the number of features

Puc. 4. Pactipenenenue TouHocTH kinaccugukaropos mo MSE nocie npomecca
ONTUMH3AIUH 0€3 OTPaHIMYCHHUS Ha KOJIMYCCTBO MPH3HAKOB
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Fig. 5. Distribution of features by the number of hits in the top 100 feature spaces
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B To1- 100 NpU3HAKOBBIX IPOCTPAHCTB
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The number of hits in the top best individuals

Sequence number Number of hits in the Number of hits in the Number of hits in the
of the feature top 5 best individuals top 50 best individuals top 100 best individuals
1 5 44 78
2 2 16 35
3 0 7 28
4 0 21 48
5 0 11 30
6 0 12 27
7 5 49 90
8 5 50 100
9 0 18 43
10 1 19 43
11 5 45 91
12 0 13 37
13 5 35 64
14 0 20 47
15 0 5 16
16 5 50 90
17 0 18 41
18 2 30 61
19 2 37 82
20 0 9 18
21 5 45 93
22 1 15 25
23 5 50 100
24 5 45 86
25 3 27 54
26 1 12 26
27 5 30 57
Conclusion. The paper considers the procedure References

of feature selection for small volumes of the original
training set and a significant number of features describ-
ing the state of objects. To solve the problem the genetic
algorithm for the feature subspaces formation was used.
The approach to the classifier construction differs from
the classical one and is a construction of the regression
dependence of the class value output on the input feature
values. Such implementation allows estimating the prob-
ability of belonging to a particular class through the re-
gression value. Application of this approach to the classi-
fication problem is possible in cases when the class of an
object depends on its state and the classes can be ordered
(ranked). Data on the state of human health were taken as
a basis of simulation samples generation for numerical
experiments but without violation of generality the ap-
proach can be extended to other industries and fields of
activity including the diagnosis of changes in the state of
equipment during its operation.
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