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The article gives an analysis of special characteristics of ground-based experimental evaluation of on-board radio-
electronic equipment, taking the control unit of up-to date spacecraft on-board control complex as the test objective.
The focus is the problem of providing testing procedures of the specific software employed in design and manufacture
process. A solution of the problem is worked out on the basis of performance of a hardware-software complex which
emulates interface modules for the computing module of control unit. According to the general operation algorithm of
the control unit, the developed complex is regarded as a multi-user system. The main functional requirements for
hardware-software emulator, regarded as the corresponding queuing system, are also defined. The results of the
experiments with the computer module operation prompted the requirements for the emulator response time from the
point of view of its operation stability in real strict-time mode. In order to ensure the required efficiency of operation,
the emulated functions of the interface modules are classified according to the severity level of their execution
determinacy. The results of experimental evaluation of the service channel hardware design variants when applying
multi-functional reconfigurable input-output digital devices allowed to develop a hardware-software emulator
structural circuit based on operation parallelism of programmable integrated logic circuits and flexibility of software
reconfiguration. The realization of emulated functions of selected classes within the available architecture was carried
out using the corresponding hardware blocks and software module. The presented analysis of the emulator response
limits was performed with the application of National Instruments technologies. The results of the developed hardware-
software emulator evaluation and practical application, as well as other possible ways of applying the proposed
approach for tests of spacecraft on-board radio-electronic equipment and space system components were also
analyzed.

Keywords: practical evaluation, spacecraft electronic equipment, multi-user system, software- hardware modeling.
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Paccmompena cneyugpuxa nazemnoil 9KCnepumMeHmanbHou ompabomxu 60pmoeoll paduoIIeKMPOHHOLU annapamy-
bl Ha npumepe O0Ka YNPaeieHuss 60pPmogo20 KOMNILEKCA YNPAasNeHUs COBPeMeHHbIX Kocmuueckux annapamos. Cghop-
MYIUPOBAHA npobiiema 06ecneyeHuss NPOYecca Mecmupo8anus e20 NPOSPAMMHO20 0DeCnedeHls 6 npoyecce NPOeKmu-
posanus u uzeomosnenus. Ilpednodceno pewenue 0603HaA4EHHOU NPOOIEMbI HA OCHO8E ANNAPAMHO-NPOSPAMMHOSO
KOMNAEKCA, IMYaupyroujeco pabomy uHmep@eucHblx MoOYael CONPAXCeHUs O 8bIYUCTUMENbHO20 MOOYIs OI0KA
ynpaenenus. B coomeememeuu ¢ 0600WeHHLIM ANOPUMMOM PYHKYUOHUPOBAHUs OIIOKA YNpasieHus pazpabamvléde-
MBI KOMILEKC PACCMOMPEH 8 6U0e MHO2ONONb306AMenbCKoll cucmemvl. Onpedenenvt 0CHOHBIE (DYHKYUOHANbHbBLE
mpebosanUs K annapamHio-nPOSPAMMHOMY IMYIAMOPY KAK K COOMEEMCMEYIOWeli CUCmeme MAcCo8020 00CYIHCUBAHUSL.
Ha ocnose npogedeHHbix IKCHepUMEHMANbHBIX UCCIe008AHUT NPOYECCa (DYHKYUOHUPOBAHUS GbIUUCIUNETbHO20 MOOYIISL
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cpopmynuposanvl mpebo6anusi K GpeMeHU peakyuu IMYIamopa ¢ MoKy 3penus obecnedeHus: e2co pabomul 8 pexcume
JHCECMKO020 PeanbHo20 epeMeHu. B yensx obecneuenus mpebyemoii onepamugnocmu QyHKYUOHUPOBAHUSL NPOBEOeHA
Kaaccupurayus smMyaupyemolx yHKyull uHmepgelcrvlx Mooynell CONPs*CeHUs 8 COOMBEMCMEUU CO CIMeNneHbl0 Kpu-
MUYHOCMU 0eMEePMUHUPOSAHHOCU UX @binoaHeHus. [1o pesyromamam KCHepUMEHMANbHOU anpobayuy 6apuarmos
MEXHUYECKOU peanu3ayuu KaHaia 00Ciyicu8anus Ha 0CHO8e MHO2ODYHKYUOHANbHBIX YCIPOUCME PEKOHDUYPUPYeMO-
20 Yupposo2o 8600a/6v1800a paspabomana CMpyKmMypHdas cxema annapamHio-npocPAMMHO20 IMYIAMOPA, OCHOBAHHAS
HA 803MOJICHOCHAX NAPANNENUIMA GbINOJIHEHUS ONepayull 8 NpocpamMmMupyemvlx N02UHeCKUX UHMEZPANTbHbIX CXeMax
U 2ubKoCmuU NPOSPAMMHO20 peKoH@uzypuposanus. Pearuzayus umumupyemvix yyHkyuil 6bi0eIeHHbIX KIACCO8 8 PAM-
Kax npeosiodHCeHHOU apXumeKmypbl 8bINOIHEHA HA OCHO8E COOMBEMCMBYIOWUX annapamuslx 010K08 U NpoSPAMMHO20
mooyas. Ilposeden ananus npedeibHbIX 3HAYEHUL 8peMeHU PeaKyul SIMYIAMopa Ha npumepe e20 pediusayuil ¢ UCHOJb-
306anuem mexnonozutl National Instruments. Paccmompenst pe3ynvmamel anpobayuu u 6Heoperusi paspadomantozo
annapamHo-npocpaMMHO20 IMYNAMOPA, A MakKxice OaibHeluue HanpasieHus NPUKIAOH020 NPUMEHEHUS NPEONoHCeH-
HO20 n00X00a 8 npoyecce UCHBIMAHUL ODOPMOBOL PAOUOINEKMPOHHOU ANNAPAMYPbL KOCMUYECKUX annapamos u Kom-
NOHEHMO8 KOCMUUECKUX CUCIEM.

Knioueswvie cnosa: ucnvlmaHu, 6opm06aﬂ paduoaﬂekmpomtaﬂ annapamypa, MHO2cONnO0J1b306amMelbCKAsl cucmema,

NPOSPAMMHO-ANNAPAmMHoe MOOETUPOSaHuUe.

Introduction. Hardware-software complex for life
support systems control of up-to date long-life spacecraft
(SC) are subject to strict requirements concerning their
trouble-free operation under destabilizing effects of the
open space. One of the units of spacecraft (SC) on-board
control complex designed at JSC “Academician
M. F. Reshetnev “Information Satellite Systems” features
a control unit (CU) comprising a processor module (PM)
with a set of interface modules (IM) controlling the corre-
sponding SC systems, components and/or assemblies
(reaction-control  system, thermal control system,
electrical power system, pyro control units, actuators,
etc.).

Problem description. Complexity of the PM software
operation algorithm and several operating mode options
(regular mode, on-board attitude control, etc.) required
development of a specialized test complex applicable for
ground testing and evaluation [1]. As a rule, the CU PM is
a unified module, and the interface modules are made
with regard for specific configuration of the correspond-
ing SC service systems; that accounts for significant di-
vergence of the software versions. Data exchange of the
SC onboard central computer complex and CU PM is
possible, for example, via a multiplex exchange channel,
and the exchange of PM and IM is supported by a special
internal data exchange interface (IDEI) [1; 2]. This ex-
change attachment operates special microcircuits or IP-
cores, installed in field-programmable gate arrays (FPGA)
of IM and performing the functions of the corresponding
internal data exchange interface controllers (IDEIC). Fig.
1 presents general block diagram of the control unit.

The PM software testing procedure provides for
the possibility of issuing external commands for the PM
and the need to ensure two-way data communication of
the PM and the corresponding IMs (fig. 1). This dictates
the need for ready-made IM units connected to PM, usu-
ally featuring many hardware design and operation algo-
rithm variants aimed for different SC. Meeting these re-
quirements in PM software evaluation at the design stage
is sometimes impossible, and cost-ineffective anyway, as
it induces high expenses for supplying additional IMs [1].

Problem solving description. The problem of provid-
ing PM software advanced testing without IM can be
solved by applying a special hardware-software complex
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emulating their performance within the CU. Here are the
requirements for the emulator under development.

When the control unit installed in the spacecraft on-
board control complex operates at time intervals and in
sequence determined by the online leg of PM software
algorithm, and by external command sources (OCCC, test
instrument system, etc.), processor module of the control
unit supports data exchange with corresponding interface
modules through internal data exchange interface. Data
exchange is performed by calling the corresponding soft-
ware modules which in their turn call the IMs. Normally,
calling each IM involves data recording in control regis-
ters — control data words, followed by reading the content
of IM status register — status data words, displaying the
issued control inputs execution and current SC systems
and components status. Analysis of the state data words is
followed by the execution of the corresponding leg of PM
software algorithm. Let the control data words generated
by the PM software be denoted by the set:

Kpw ={Ki[i=11}, M
where [ — the number of IM installed in CU; K; — control
data words subset, generated by the respective software
module for i IM.

IM-generated status data words are presented in the
form of the set:

Zny ={Z]i=11}, )
where Z; — status data words subset, generated by i IM.
Thus, conversion of IM control data words subset K;

into status data words subset Z; can be generally ex-
pressed as follows:

Zi=fi(K), (3)
where f; — ratio function, generally describing the corre-
sponding conversion ( f; : K, — Z;). The type of f; func-
tion and the form of its presentation is determined by the
functional purpose, hardware design and logic of the cor-

responding IM.
The collection of ratio functions f; forms the set:

Fow ={f|i=11}, @
where Fpw — set of control data words conversions, real-

ized by the corresponding interface modules installed in
the control unit.
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In accordance with the introduced designations
(expressions (1)—(4)), the developed interface module
emulator must ensure the realization of Fpyw conversion
functions set for control data words set Kpw generated by
the corresponding software modules of the PM software
and entering through the internal data exchange interface
at random times (fig. 1). In this case, according to the PM
software general logic, new control data words are not
transferred to the corresponding IM until the status data
words generated on the results of the execution of the
previous ones are read, or their generation waiting time is
not exceeded [2].

In view of the above, the developed IM hardware-
software emulator can be regarded as a multi-user system
operating in an interactive dialogue mode [3-5]. In this
system:

— user terminals (sources of requests) are PM software
modules that generate and exchange data with the corre-
sponding interface modules;

— requests are control data words recorded in the cor-
responding registers;

— request processing means performing the conversion
of control data words into status data words;

— response means status data words generated in the
corresponding registers.

General block diagram of the developed interface
module emulator as a corresponding closed queuing sys-
tem is shown in fig. 2 [3; 4].

The main objectives of the queuing system design the
article deals with (fig. 2) is the development of its struc-
ture and analysis of the main approaches to realization
of a service channel aimed at ensuring the required

response time t:. The emulator response time t, is the
sum of the in-coming control data words queuing time

(Kpw set) — fq and the generation time of status data

words (Zpw set) — t, in correlation with conversion func-
tions set Fpy (fig. 2).

The results of experiments with operation of the con-
trol unit processor module carried out on the basis of the
ground-based debugging complex of onboard electronic
equipment [1] helped to determine the following charac-
teristic features of the queuing system shown in fig. 2.

1. The presence of several types of control data
words K; (see expression (1)), generated by the corre-
sponding software modules, and the related time con-
straints imposed on the generation efficiency of the state
data words Z;

2. Large-scale change of the time intervals between re-
transmitted calls to IM (for example, from 10 us to 200
ms), the probable values of which depend on: the online
leg of the PM software algorithm; hardware design and
current configuration of the corresponding IM; the current
status of SC systems, components, assemblies; CU opera-
tion mode [1; 2].
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Fig. 1. General block diagram of the control unit of the on-board control complex:
PM — processor module; IDEI — internal data exchange interface; IDEIC — internal data exchange
interface controller, 7 — number of control unit interface modules; OCCC — onboard central
computer complex; MEC — multiplex exchange channel

Puc. 1. O606uieHHas cTpyKTypHast cxema 0JIoKa yrpaBiieHHs: 00PTOBOrO KOMILIEKCA YIPABICHUSL:
BM — BbruncnurensHslit Moayib; BIIM — BHyTpunpu6opHsiit uaTepdeiic oomMena nanusimu; KBITH —
KOHTpOJLIEp BHYTpUNpuOopHOro HHTepdeiica oOMeHa; / — uncno naTepheiicHBIX MOAyIel COnpsoKeHHs
6toka ynpasnenus; BLIBK — 60pToBoii 1ieHTpaibHbIi BerauCIuTENbHbIN KoMILTeKe; MKO — MynbTHIiekc-
HbII KaHaJ1 oOMeHa
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Fig. 2. General block diagram of the interface module emulator as a queuing system

Puc. 2. O600meHHas CTpyKTypHas cXeMa 3MYJITOpa HHTEPPEHCHBIX MOAYICH
CONPSDKEHUS KaK CUCTEMBI MACCOBOTO OOCITY KHBAHUS

The analysis of the initial data for IM design, and also
for PM software design, helped to determine the follow-
ing integrated classes of control data words Kpyw:

— Class Ne 1. The time required by the emulator for
generating status data words in the corresponding regis-

ters is not more than 12 us (ffl <12us);

— Class Ne 2. The time required by the emulator for
generating status data words in the corresponding
registers exceeds 12 us, but is not more than 150 ms

(12us < Tr < 150 ms).

Thus, in accordance with the determined special char-
acteristics, hardware-software emulator of interface mod-
ules as a closed queuing system must ensure the
in-coming request processing determinacy specified by

~K1 ~K2 . . L
tr and t; wvalues, i. e. realization of real strict-time

mode related to PM internal processes in the situation
of incomplete empirical data on the incoming traffic pa-
rameters [6].

Preliminary evaluation of the service channel based on
the programmable integrated logic circuit of the recon-
figurable digital input-output device in the form of func-
tional hardware registers linked to the IP- core of the in-
ternal interface controller revealed its low processing
speed of class No.1 control data words. The correspond-
ing time the control computer requires for reading Kpw,
program conversion Fpy, : Kpy = Zpy , and recording

Zpy values into respective FPGA registers, designed with
account for breaks formed with entry of new Kpy values,

made 10—15 ms (i. e. ts=10-15 ms) regardless of control
data words queuing time.

To ensure the required performance efficiency, a
combined emulator architecture based on the features of
FPGA operational parallelism and program reconfigura-
tion flexibility was worked out [2; 7]. With the account
for the revealed discontinuity of control data words gen-
erated by PM and the given classification of speed re-
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quirements for status data words generation, Kpy and Zpw
sets can be presented as follows:

Kpw = Kg\lv U Kg\z)v > Zpw = Zg\l)v U Zg\%v )
where Kgy, and K&y — IM-emulated control data words
sets, belonging to the selected classes No 1 and Ne 2;
Z5 and ZX% — IM-emulated status data words sets,

belonging to the selected classes Nel and Ne2. Respec-
tively:

I I
Kl _ K1 Kl _ Kl
Kpw _UKi . Zpw _UZi
i=1 i=1
I I

K2 K2 K2 K2
Kpw :UKi s Zpw :UZi
i=1 =1
where K, K[ and Z[', Z* - control data words sub-

sets and generated on their basis state data words subsets,
belonging to the selected classes Ne 1 and Ne 2 for each i
IM. At that KX K% c K;;
sions (1), (2)).

In a similar way, functional separation of conversion
functions set Fpyw of the selected classes of the processed
control data words is performed:

Fow = F1§<\}V U F1§<\§/ >

Kl K2
Z;,Z; " < Z; (see expres-

I
Kl Kl /Kl
Fow :Ufz i < s

i=1

I
Faw =UM %< . )
i=1

The developed block diagram of the interface modules
hardware-software emulator, taking into account the ex-
perimentally revealed discontinuity of the processed con-
trol data words, is shown in fig. 3; it comprises a multi-
functional unit for reconfigurable digital input-output
from FPGA, controlled by the respective industrial com-

puter [8].



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 20, Ne 2

fm————————————
IDEI | Emulator IM, | PCI(PXI) bus
| |
= |KK? .
: K (-0."‘:’0' — Industrial computer
registers
I !: rK1 | SvAKE
| + K, | K© -
K | — | DW| Control data words
Q o 1 E con\t{:x%\:grgl ok | "| conversion software
PM |@ I o e I module
a8 ’ | s S KT e Z | - F. KR o z82
b T 7Ze pw - B pw DW
W | + Z | DW
| | k2
| Status 14
I Z, registers |
| |
| |
I I
| |Ar .
Emulator 1M, . o
i K2
| | Z,
e g S A 1

Reconfigurable digital I/O device

Fig. 3. General block diagram of the interface modules hardware-software emulator
of SC life support system

Puc. 3. OGo01menHas cTpyKTypHas cXxeMa armnapaTHO-IpOrpaMMHOTO AMYJIATOpa HHTEPPEHCHBIX
MOJLyJIeH CONPSKEHHSI CUCTEM XKU3HEoOecIeYeHNsI KOCMUYECKOTro ariapara

General representation of the developed hardware-
software interface modules emulator as queuing systems
used in processing the corresponding requests (control
data words) of Ne 1 and 2 classes is shown in fig. 4 and 5
respectively [3; 4].

In accordance with the chosen approach, individual

service channels realizing ratio functions £X' for class

No. 1 control data words (see expression (5)) come in the
form of hardware conversion units making use of FPGA
resources (see fig. 3). This approach ensures determinacy

of Z,-Klgeneration delays and possibility of setting up
parallel individual service channels for several emulated
interface modules within a single FPGA of the applied
reconfigurable digital input-output device.

Ratio functions conversions specified by the Fpw set

(see expression (5)) are realized by the application of the
top-level program module S4*?, installed in an industrial

computer (see fig. 3). When new Ki'<2 values enter the

control registers, a single interrupt queue is formed for all
emulated IMs; in the order of their generation, interrupts
are processed in the general software module SA** by way

of reading K, their conversion and recording Z**in

the corresponding hardware registers of FPGA linked
with SWUI IP-cores.

The analysis of the probabilistic and temporal charac-
teristics of queuing systems presented in fig.4 and 5 can
be performed on the basis of standard approaches [3-5; 9;
10]. Taking into account the necessity of ensuring the
developed emulator performance in real strict-time mode

(ffl <12us, 12 us < EFZ < 150 ms) we analyze the worst
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situation of delays in status data words ZS\, and Zg,

generation through the example of the developed emula-
tor approbation in IROBO-4000 industrial computer and
PCI-7813R device [2; 8].

Class Ne 1  requests

Kl . oKl K1 PN .
Fow : Kpw > Zpyw conversion) is carried out by means

service  (performing

of already developed parallel service devices, the number
of which equals the IM number (see fig. 4).

Here the service device is thought of as SWUI IP -
core with the corresponding hardware conversion unit
making use of FPGA resources. The number of service

devices for Ky, equals the number of IMs in the control

unit; that excepts the accumulation of entering requests in
the queue; thus, the emulator response time is determined
by their service time. For the queuing system presented in
fig. 4, the service time of requests is determined only by
the time of the corresponding data words generation in
status registers, and for the given hardware-software emu-
lator implementation variant based on the results of the
corresponding FPGA project development the time equals
2 clock-cycles [11-13]:

1

~KI
tr

~KI 9
=t =2- =50-10""s,

fo  40-10°
where f.; — operational clock speed of FPGA project.
When new control data word values K of No. 2 re-

quest class enter the corresponding hardware registers, a
unified queue of hardware interrupts is formed for all
emulated IMs. The interrupts data are processed in the
S4"* software module in the order of their generation

(conversion Fix : KES 5 Z5%). Maximum delay of
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state data words Z,.I<2 generation when / = 8, caused by

control data words Kl.I<2 accumulation due to queuing in

interrupt processing (see fig. 5) may be determined on
account of the above evaluation results of the service
channel implementation; the resulting expression is [3-5]:

~K2 ~K2 ~K2
max(tr ):rnax(tq )+max('[S ):

=(1—1)-max(f§2)+max(f§2)=8-15-1o—3 =120-107s.

Thus, the maximum values of response time in status
data words generation for Ki, and K55, obtained in use
of the specified hardware-software IM emulator architec-
ture meet the requirements formulated according to the
experimental evaluation of PM CU performance. The
suggested emulator architecture allows for modification
of the implemented in SA** program module ratio sets
ngzv avoiding the FPGA project recompilation, thus pro-

viding its flexibility and unification for further industrial
application.

-

K1 Software

Zl i module 1
X KKI

K1, Software

Zf module 2

K|, ' Software

Zf ! module /

Source of request

Kl . K1 Kl
Fow i Kpe b ¥ &

Fig. 4. Representation of the hardware-software interface modules emulator
as a queuing system for processing of class No. 1 control data words

Puc. 4. [lpencTaBneHue anmmapaTHO-IMPOrPaMMHOTO IMYJIATOPA HHTEPHEHCHBIX MOy ICH
CONPSDKEHUS B BUJIE CHCTEMBI MacCOBOTO
o0ciy)KuBaHuUsI IpH 00pabOTKe CJIOB TaHHBIX yIpaBieHus kinacca Ne 1

K2 Software
Zl i module |
K2 IE Software
Zl | module 2
K2 IE Software
Z ; module /

Source of request

DW

Fig. 5. Representation of the hardware-software interface modules emulator as a queuing
system for processing of class No. 2 control data words

Puc. 5. IlpeacraBnenue anmmapaTHO-IPOTPAMMHOTO IMYJIATOPa HHTEPHEHCHBIX MOy IIeH
CONPSUKEHUS B BHIE CHCTEMBI MacCOBOTO O0CITY KMBAaHUS IIPH 00pabOTKe CIIOB JaHHBIX
ynpasiieHus kiacca Ne 2
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Conclusion. The proposed know-how (fig. 3) has
been evaluated and successfully put into operation at the
department of astrionics design and test operations
of spacecraft control systems in SC “Academician
M. F. Reshetnev “Information Satellite Systems” within
the ground-based debugging complex of onboard elec-
tronic equipment [1; 2; 14; 15]. The debugging complex
facilities emulating control unit interface modules of the
SC onboard control complex with application of the pro-
posed approach feature a set of unified devices (hardware
modules) and the corresponding “FPGA firmware” (de-
veloped IMs) that can be independently modified and then
compiled in arbitrary order within the corresponding de-
vice [11-13].

Application of the PCI-7813R reconfigurable digital
input-output board allowed emulation of eight interface
modules of the control unit; that reduced the cost of PM
software evaluation by several times and shortened its
testing time. Further operation of the developed hardware-
software emulator proved that the used approaches and
developed techniques were correct and efficient [11-15].
The developed hardware-software emulator provides for
practical evaluation of regular PM software in the envi-
ronment simulating real operating conditions of SC; that
was achieved by applying certain methods simulating
inflight contingency situations for onboard radio-
electronic equipment and spacecraft: a number of faults,
such as internal interface exchange errors, one of the IMs
partial malfunction or failure, SC unit/component/ assem-
bly malfunction, etc. [14; 15].

In general, the evaluated approaches to the method of
software and hardware modeling with FPGA application
can also be valid for analysis of space systems operation
when using special units (components) of ground-based
and / or onboard electronic equipment for simulating the
changing conditions of transmitting signals via communi-
cation channels that depend on the propagation medium,
payload characteristics, SC path, etc. [16—18].
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