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Oonum u3 Hauboree 3PHekmusHvix cpedcmes OUCMAHYUOHHO20 30HOUPOBAHUA U BU3YATUAYUU NOOBOO-
HBIX 00BEKMO8 AGNANMCS 2UOPOAKYCIMUYecKue npubopsvl, 8 YACMHOCIU 2UOPOIOKAMOp 60K08020 0030pa
(I'O). B nocnednee 8pems, 60 MHO2OM, 61a200apsl NOAGLEHUIO OOCHYHHBIX OI0OHCEMHbIX 00pA3Y08, 2eo-
epagus u chepa npumerenus 0aHH020 NPUdOPa cyuecmeeHno pacuupuiacs. OOHAKO, HeCMOMPs HA AOC-
MUSHYmMble YCHexu 8 4aCmu CO8EPUEHCME08aHUs. U MuHuMuzayuu annapamuou yacmu 'O, ucnonvsye-
Mble npospamMmHble Cpedcmed OCmaiomces, 8 Yeiom, Ha 6a30680M yposHe, obecnevusas, 21a8HbIM 00PA30M,
NPOCMYIO BU3VAIU3AYUIO OOHHOU Cpedbl U ee 3anuch ¢ Yeivko oanvHeuuiel nocmobpabomxu. Onvim
axenayamayuu I'BO noxasvieaem, umo OCHOBHAS NPOOIEMA UHMEPNPEmayuu aKyCmuieckux uzobpagice-
HULL 3aKI0Yaemcst 8 camux pusuueckux ocobennocmsx ux nonyuenus. Cnedyem npusnamo becnepcnex-
TMUBHBIMU NONBIMKU OCYWECMELeHUsT A6MOMAMUSUPOSAHHOU UHMepnpemayuu 06pazoe Memooamu, npu-
MeHsileMblMy 01 OnNmuyeckux cped. B nacmosuyetl pabome paccmampusaromes: meopemuieckue u npu-
KllaOHble acnekmul npoyecca unmepnpemayuu u oopabomxu dannwvix I'bO ¢ yenvio darbHeliuel asmoma-
muzayuu dannoeo npoyecca. C yuemom ycioguil IKCNIyamayuy OaHHo20 npubopa, 8 YacmHOCmu 0ouup-
Hble NIowWaou aKeamopull — NOUCKOBbIX 30H, HACMOAWAs npobiema a6iaemcs OOHOU U3 KIHUesblx O
onepamopos I'bO. [Ipobnema asmomamusayuu 00pabomku OAHHLIX HANPAMYIO C8A3AHA C NPOOIEMOU UH-
mepnpemayuy OAHHbIX OUCIAHYUOHHO20 30HOUPOBAHUS, 68 MOM YUCLe KOCMOCHUMKO8, 2€0MEeMpPUiecKo2o
UCKAdICEHUsi 00PA308, 8bI36AHHO20 (PUULECKUMU 0COOEHHOCMAMU Npubopa u cpedbl e20 IKCHIYamayul, d
maxoice nPUBsI3KU NOJIYYEeHHbIX OGHHBIX K CUCHEeMe CIYIMHUKOBbIX KOOPOUHAM.

Kniouesvie cnosa: zudponoxamop b6oxosozo 0b630pa, agmomamusayus, pacno3Hasanue oopazos, cnym-
HUKOBble cUCmeMbl NO3UYUOHUPOBAHUSA, 2e0MEMPUYECKOe UCKAIICEHUE.
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One of the most effective tools of remote sensing and visualization of underwater surfaces and objects
are acoustic devices, in particular side-scan sonars (SSSs). Recently, largely due to the emergence of af-
fordable devices, the geography and scope of application of SSSs has been significantly expanded. Mean-
while, despite certain progress achieved in terms of improving and minimizing the SSS hardware, the soft-
ware used remains, in general, at a basic level, providing the operator mainly with a simple tool for visual-
izing benthic environments and data recording for further post-processing. Existing experience in SSS ex-
ploitation reveals that the key problem of interpreting acoustic images lies in the physical peculiarities of
their acquisition. Arguably, attempts to implement methods of automated interpretation of optical images
have no perspective. Hence, the objective of this paper is to provide a theoretical and practical background
of SSS data interpretation and processing with the objective of further automation of this process. Taking
into account the operating conditions of the SSS, in particular the vast areas of water areas - search zones,
this problem is one of the key ones for SSS operators. The problem of automating data processing is di-
rectly related to the problem of interpreting remote sensing data, including satellite images, geometric dis-
tortion of images caused by the physical characteristics of the device and its operating environment, as
well as referencing the obtained data to the satellite coordinate system.

Keywords: side-scan sonar, automation, image recognition, satellite target localization, geometric dis-
tortion.

Introduction

A side-scan sonar (SSS) is an effective means of underwater remote sensing, providing a high degree
of visualization of the benthic surface of various reservoirs. It is significantly superior to optical means.
This device is used to conduct a wide range of hydrological studies, from geomorphological to
archaeological ones, as well as to perform applied tasks in the field of hydrography, hydraulic design and
construction, search and fixation of underwater objects. The development of SSS technologies and the
production of compact and at the same time affordable models have significantly expanded its operational
characteristics in terms of increasing the number of users and expanding the conditions for its use. The
miniaturization of SSSs has made it possible to include them as one of the components of amateur echo
sounders available on the market of recreational devices: they can be successfully used even by one
operator on board a small vessel (special works are devoted to the issue of using this SSS subtype [1-4]).

In the scientific literature, the problem of developing software for SSS systems has received
significantly less attention than their hardware. For example, the fundamental work of the British
scientist Phillip Blondel [5] is almost entirely devoted to the physical features of the operation and
application of SSSs. It is explained by the fact that it is the physical parameters of the device (the
higher the frequency, the more detailed the visualization) that are responsible for the quality of data. In
addition, for the correct interpretation of images, it is necessary to take into account the propagation of
sound waves in water, the reflective abilities of benthic objects and other hydroacoustic phenomena.
Thus, a trained operator knows, for example, that dark areas of the image are softer, dispersed
surfaces, and light areas, on the contrary, are hard and dense, giving a stronger reflective signal.
Therefore, equipment users are often focused on improving the SSS hardware, rather than its software.
It should be noted that the software installed by default fully meets the requirements of the majority of
users of this device: searching for objects and studying the area are carried out mainly in sifu, which is
quite acceptable in small water areas. Proprietary programs (Scanline Starfish, Reefmaster,
Humminbird, etc.) quite satisfy the user with the capabilities of viewing images in real time,
recording, as well as built-in post-processing functions.

At the same time, it should be pointed out that there is no effective and accessible software on the
market that allows for the automated identification of detected underwater objects, their classification
and cataloging, as well as the automated calculation of telemetric data coming from the device. The
solution to these issues is the focus of this paper.

The problem of visualizing SSS sonograms is considered in [2—6], but in these works the main at-
tention is paid not so much to the issues of creating new software, but to using existing one. Thus,
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visualization of field material was carried out according to the method proposed in [3—5] for sono-
grams obtained by recreational SSSs.

Due to its physical characteristics, the data obtained by SSSs cannot be parsed within the
framework of existing pattern recognition algorithms for optical images. The operating principle of
SSSs, as well as other acoustic imaging devices, is to process reflected sound rays from the surface of
objects (Fig. 1). While at nadir, the transducer studies a thin acoustic beam directed towards the
bottom of the reservoir, then receives the reflected echo. The data processing unit processes the
received signal and displays it as an image on the operator’s monitor. At the same time, the physical
identity of this principle of working with ultrasonic medical devices, as well as non-destructive testing
devices, should not create a misleading impression about the possibility of using their data processing
methods in hydro-acoustics. This is due, first of all, to completely different operating conditions of this
technology. The above devices are used in direct contact with the object being studied, while SSSs can
be operated in ranges from one meter to several thousand meters. The features and nature of the
objects being studied within the framework of diagnostics are relatively known, while at the bottom of
reservoirs there can be a variety of sometimes unpredictable objects of both natural and anthropogenic
origin. Finally, the amount of data generated by SSSs is significant.
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Puc. 1. Ilpuanmn gpopmuposanue I'6O n300paxeHus 1 MonoKeHNE TPAHCABIOCEPA (Xy, Vy; Z7):
¢ — yron ataku; 0 — yron peickanus. Cocr. 1o [7]

Fig. 1. Principles of SSS image formation. The position of transducer is denoted by (x;, y;; z)):
its pitch angle by @, its yaw angle by 6. Based on [7]

The problem of visualizing SSS data

SSS systems make it possible to obtain an image of the aquatic environment by converting the
amplitude values of the own acoustic signal reflected from objects into successive rows of pixels that
make up the image of the bottom of the reservoir. Thus, this system, measuring the amplitude of the
signal, converts the values into the tone of pixels of the future image. Hard and dense objects reflect
more sonar signal than soft and loose objects. Therefore, based on the tone or color of the pixel, one
can make assumptions about the underlying object. There are other factors that influence the tonality
of pixels in the final image: characteristics of the water body itself (water composition, its density,
temperature), scanning parameters - scanning range (scanning bandwidth) and frequency of the
emitted sound signal, survey route, the speed of movement of the transducer and other sources, the
occurrence and influence of which is not always possible to foresee and prevent, for example, different
speeds of water flows on the surface and under water, thermoclines, meteorological conditions
(precipitation, atmospheric pressure) and other factors.

Considering that the stability of the hydrosphere depends on a set of fixed factors of both natural
and anthropogenic origin [8], the accumulation of information about the state of the bottom of water
bodies is the most important task not only for developing a strategy for the economic exploitation of
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water resources, but also for creating geographical information systems using SSS data. Thus, the
interpretation of SSS images by a human operator is based on a combination of knowledge of factors
and their causes that influence the operation of the device, personal experience, as well as parameters
and settings of the equipment.

Let us consider, as an example, a fragment of a survey of several sections of the Yenisei River in
the upper and lower reaches (depths 3—15 m). During the work, a Starfish 990F SSS (manufactured by
Tritech) was used, operating at a constant frequency of 1 MHz and intended for work at depths of up
to 30 m. Figure 2 shows underwater objects, as well as the characteristics of the water space.

Sidescan Plotter

A return signal The reservoir
A water column g the mirror A shadow bottom

component

A reflected signal component

Puc. 2. ®parment orcusaroro npoxona I'bO (mupuna npoxoga 50 m)
paifoHa TToncKa ¢ 371eMEHTaMH CHUMKa

Fig. 2. A fragment of the SSS scanline (overall breadth of 50 m)
showing the main elements of the image

There is no shoreline in the image because the passage was made more than 25 m from the shore.
The left half of the image shows the clear geometric shape of a reinforced concrete hydraulic structure,
with an acoustic beam passing through the structure, which is about 5 m thick. The image is clear and
bright. This is ensured by the uniformity of the passage (tack), as well as the presence of a rocky and
pebble bottom, which provides the strongest return signal. Large boulders and fragments of building
materials are clearly visible at the bottom. In the middle of the image, traces of the sound wave re-
flected from the mirror of the reservoir are clearly visible. This effect occurs when the signal is re-
flected twice, first from the bottom of the reservoir, then from the mirror, which is due to the choice of
acute angles of the signal pitch at shallow depths of the reservoir. As depth values increase, the data in
the image becomes less clear. Although SSSs do not determine depth, it can be calculated from the
width of the shadow area in the center of the image, representing the water column below the trans-
ducer. There may be fish, floating debris, and various suspended matter. Thus, it is possible to make a
rough assessment of the level of water contamination with large particles. Changes in depths along the
entire survey route are significant - both small areas with a depth of up to 2 m and large depressions
with a depth of more than 8 m are observed. For the most part, the bottom material is homogeneous,
presumably fine stone. At the very edge of the water, the stone formations increase in size.
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Based on the above, it is clear that with a small area of water at shallow depths (up to 10 m), as
well as with the ability to build a correct, uniform trajectory of movement, one can obtain images of
high quality, amenable to simple interpretation, and not requiring automation. However, due to their
physical characteristics, SSS sonograms are subject to distortion in any case, be it distortions in the
intensity of the SSS signal (caused by deviations in the ideal linear relationship between image inten-
sity and signal backscatter) or geometric distortions (caused by inconsistencies between the relative
location of properties in the image and the true position of the object on the bottom) [7].

Geometric distortions of benthic objects

One of the key problems is the geometric distortion of underwater objects. The SSS image is a
monochrome digital image with return acoustic signals reflected from benthic objects applied to it. For
a mathematical description of this transformation, it is necessary to introduce a three-dimensional rec-
tangular coordinate system (x, y, z) of the benthic surface and a two-dimensional rectangular coordi-
nate system (m, n) on the sonogram. The main problem of image formation is the instability of the
transducer position, which can change the direction of movement in different planes. Changes in the
speed of transducer movement, sudden deepening or ascent, fluctuations in pitch and yaw angles lead
to significant distortion of the image. So, in Fig. 3, curvature of all objects to the right side of the im-
age is observed, which is caused by a sharp change in the movement of the transducer tack. The man-
made structure on the left side is distorted and has acquired a typical “twisted” shape.

Puc. 3. [Ipumep reoMeTpUYECKUX UCKAXKEHHUH JOHHBIX 00BEKTOB

Fig. 3. An example of SSS geometric distortion caused by irregularity of vessel movement

One of the most effective ways to solve the problem of geometric distortion is a set of methods
based on a combination of the least squares method (extended and recursive identifier) and the use of
an effective recursive filter, for example, the Kalman filter, presented in [7; 9]. The main merit of the
developers of this approach is the ability to perform automatic image correction without additional
navigation or field data. The proposed method is suitable for images with high resolution (frequencies
100 KHz and higher), which is fully consistent with our examples. This approach does not require
navigation information and does not rely on image correction by slant range determination.

Let us consider one of the mathematical models of geometric distortions proposed in [7]. Let us
imagine the absolute position of the benthic surface points (x, [m, n], y, [m, n]) as a function of the
values of the transducer position parameters relative to fixed coordinates (x, y, z) (see Fig. 1). If the
values of the measured parameters could be obtained directly from sensors installed on the transducer,
it would be enough to substitute them into a known set of equations to obtain the coordinates of the
benthic points, and then correct geometric distortions to obtain the correct image. Unfortunately, for
the reasons stated above, it is not possible to directly reference underwater objects to the GNSS
system. To assess changes in the positioning parameters of the towed transducer, it is necessary to
extract some values of geometric distortions from the sonogram.
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Assessing the geometric distortion of images requires making a number of assumptions about it.
The basic assumption to obtain the size of the geometric distortion is that the 2D backscattering func-
tion is an arbitrary process with an isotropic autocorrelation function. The assumption about the con-
stancy of the backscattering function may turn out to be erroneous in the presence of significant diver-
sity in the benthic surface topography and its geomorphology. However, this technique can well be
used to correct hydroacoustic images if the surface under study is first divided into homogeneous areas
according to their morphology. In this case, a certain degree of constancy can be assumed. At the same
time, the assumption of isotropy is valid in the absence of a systematic direction of benthic objects
(direction of current, geology, prevailing direction of waves, etc.).

Thus, assuming that the backscattering function is constant and its autocorrelation function is iso-
tropic, the degree of geometric distortion of a hydroacoustic image can be calculated by measuring
changes in the shape of an autocorrelation sequence sample of small sections of the image. Estimation
of local geometric transducers can be performed for two images using the method presented in [10].
Due to the fact that the medium under study is not isotropic, the parameters will be determined at the
local level. After performing the analysis of SSS images, automatic compensation of the data acquisi-
tion speed occurs. Thus, the speed factor (the main distortion factor) is no longer needed to perform
running scanning. In the case of using this method, the geometric transformation of a certain object in
the scalar factor is equal to zero at a zero rotation angle for each identified object.

Image adjustments can be made during surveys. Thus, the real distance to the benthic object from
the transducer can be calculated using a simple formula

x=Ay K,

where x is the actual distance to the object; y is the distance indicated on the SSS image; / is the
transducer height at nadir. Although this problem is more relevant for towed transducers, it should also
be taken into account when operating fixed devices, since each point on the sonogram is conditionally
referenced to a geographic coordinate system, calculated depending on the distance of the point from
the onboard GNSS receiver.

When processing sonograms, the acoustic shadow area can be removed using graphic editing
programs, thus connecting the visible areas on both sides of the vessel into one image. In this case, the
width of the shadow along one side represents the conditional distance from the bottom point of the
transducer to the bottom of the reservoir.

The choice of the trajectory of a hydrographic vessel is also important. There are several standard
methods for covering a given water area, but the meander type performed by a sequence of reciprocal
parallel tacks is suitable for SSSs [11].

The results of image correction based on the methods presented above can be seen in Fig. 4.

Puc. 4. Pesynbrarsl koppekunu u3odpaxenus ¢ 'O

Fig. 4. Results of a corrected SSS image
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Construction of an SSS mosaic and recognition of acoustic images

A sonogram and its description are not the final product of hydroacoustic study. A sonogram can
be used as the main source when compiling maps of water bodies or as an additional source of
information in the case of studying a specific object located in the water column or lying at the bottom
of a reservoir. An example of constructing a SSS mosaic for images is presented in works [2—4; 6],
however, they were performed using recreational echo sounders, for which commercial mapping
software exists. Starfish Scanline does not have the function of constructing a route track, as well as its
further plotting on the map. In [12], we referenced the SSS sonogram to the Landsat-8 satellite image
(Fig. 5). The work was performed in the Quantum GIS software package.

Puc. 5. ITocroenne 'BO Mo3anku, HaTOKECHHOM
Ha KocMuueckuii caumMok Landsat-8

Fig. 5. SSS mosaic transferred
to a Landsat-8 satellite image

The sonar sonogram is a file with a LogDoc extension, a standard file format for StarFish, which is
visualized by the instrument manufacturer's Starfish Scanline software. The software offers several
ways to extract data - directly the finished sonogram and the so-called “raw data”, which is a table
with parameters entered into it. We used the function to extract the finished sonogram. Thus, the
sonogram file was divided into 43 uniform fragments, representing the details of a large mosaic. For
each element, the coordinates of 15 points were recorded in the table. It is necessary for carrying out
the procedure of georeferencing each element; in addition, this number of points is sufficient to
transform the display of sonograms by a second-order polynomial, which will increase the accuracy of
the work. Thus, georeferencing gave the data a natural location in space for each sonogram, not in the
form of a “straight line”, but along the trajectory of the watercraft with filming equipment with all the
turns along the route during research work. As the georeferencing proceeds, the elements are joined to
each other one by one, making up a single mosaic.

The problem when carrying out georeferencing was the so-called “corner fragments” (fragments
located in areas of the vessel). Special attention was paid to them. Since it is not always possible to
shoot on straight lines, sharp bends are visible in the images, which can lead to severe distortion of the
sonogram, which, in turn, negatively affects the clarity of the image and the referencing accuracy. In
our work there is a fragment of a sharp turn (Fig. 6). One can see how much the shape of the fragment
has changed after spatial referencing and transformation of the image. It is also necessary to note that a
“tear” has formed on the outer corner of the sonogram - this is the lack of data in this place due to a
sharp turn [13].
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Puc. 6. I3MeHeHue yrioBoi COHOTPaMMBI MOCIIE reorpa@uuecKoi MPUBSI3KU
1 TpaHcHOpMHUPOBAHUS HOIMHOMOM BTOPOTO HOPSAKA

Fig. 6. Correction of an angular sonogram after georeferencing
and transformation by a second-degree polynomial

After completing the mosaic, we add a layer of satellite imagery from Landsat-8. Combining the
image and sonar data allows one to accurately determine the position of objects in the water column
and at the bottom of the reservoir relative to the shoreline and, in general, for correct visual perception

(Fig. 7).

SCALE 1:2000

Puc. 7. llocrpoennas 'O mMo3anka ¢ TOUEYHBIM CIIOEM
00HapyXEHHBIX 0OBEKTOB U SABJICHUI

Fig. 7. A SSS mosaic with a point layer showing
detected objects and artifacts

The discovered phenomena and objects can be divided into several groups. The objects themselves
stand out against the background of a relatively flat surface of the river bottom, regarding which it can be
assumed that they are fragments of a woody nature, since they have a characteristic elongated rectangular
shape, and their volume is determined by the falling shadow. It was also noted that these objects have
average reflected sound signal values (20-30 dB). The second group consists of areas with distortions
(including geometric ones) and fading of the reflected sound signal, which ultimately leads to data loss.
Such areas must be determined by knowing the coordinates and locations of such “dark spots” on the map
in order to re-explore this areca. Note that this problem has so far been solved only partially due to a
significant error in referencing satellite coordinates to the sonogram. In areas where the trajectory deviates
from a given meander, geometric distortion (stretching) of the raster image occurs, which subsequently
affects the work on object recognition. Taking into account the location of these sections, it will also be
possible to avoid distortions or minimize the turning radius.

All identified objects were presented on the map (Fig. 7) by creating and overlaying a new layer that
stored information about the location, the order of the sonogram (a mosaic fragment), as well as a brief
descriptive characteristic. This data is located in the attribute table of the layer.

This method of presenting information made it possible to detect some characteristics of objects
that were not so obvious in the original form of the SSS data. For example, at the junction of two
sonograms, a vertical object was discovered with a high degree of sound reflection and a characteristic
elongated sound shadow. This may indicate a large object. Also, in the vicinity of the object, other
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sources of high reflection were discovered, having a characteristic rectangular shape and their own
shadow (Fig. 8-9).

Puc. 8. ®parment nocrpoennoit I'bO mozauku ¢ o6Ha-  Puc. 9. ®parment nocrpoennoit I'bO Mozauku ¢ o0Ha-
PY’KEHHBIM BBITSIHYTHIM BEPTHUKAIEHO 3aJICTAIOIINM PYKEHHBIM BBITSIHYTHIM TOPU30HTAIIBHO 3aJICTAI0IIHM
OOBEKTOM Ha CTHIKE MO3aHKHU 00BEKTOM
Fig. 8. A SSS mosaic fragment showing distorted (elon- Fig. 9. A SSS mosaic fragment showing a horizontal
gated) object at mosaic join object distorted by stretching

The problem of automating the process of processing and interpreting SSS data

It should be noted that, despite the fact that the issue of creating a system that allows excluding the
human operator from the process of processing SSS data was considered by a number of researchers,
including [5; 14-15], they achieved very modest results. Thus, in work [15], by constructing a com-
plex neural network, it was possible, according to the authors, to create a system that makes it possible
to automatically identify boulders (Fig. 10).

Puc. 10. Pe3ynbraTsl paboThl CUCTEMBI IO aBTOMATU3UPOBAHHOMY PAclO3HABAHUIO BAJyHOB
(BbLIEIICHHBIC 00BEKTHI) [15]

Fig. 10. The results of the work of a system for automatic identification of boulders
(seen as highlighted shapes) [15]

As it can be seen from the image, the results are very modest and can hardly claim further devel-
opment. It should be noted that objects such as large stones and other rocks can be quite easily recog-
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nized by the strength of the return signal (more than 30 dB), and not by their graphical appearance,
which in conditions of geometric distortion can be very deceptive. Thus, the use of various methods of
information processing and its automation, including methods such as machine learning algorithms
[10], can be considered effective (the impossibility of fully implementing high-precision determination
of final objects, as well as the limitations of time determination models) only on condition that the
problems of object distortion will be taken into account, as well as taking into account acoustic pa-
rameters. Attempts to apply these methods to SSS images in the optical data recognition paradigm
cannot be of practical significance.

In this sense, work [16] compares favorably, in which the authors describe the process of classifica-
tion of SSS images, and also identify problems such as the inapplicability of most extractor programs,
since they are created for optical images.

The recognition and classification process for SSS images traditionally contains three main steps:

— data preprocessing (grey tone correction);

— feature extraction (image segmentation);

— classification (performed by a human operator on the basis of segmentation).

The authors of [16] proposed to solve the problem of automated recognition of underwater objects
using an algorithm built on the basis of a neural network with spatial pyramidal convolution and
referencing to network databases of hydroacoustic images. In the proposed method, five different
neural networks were used in data preprocessing for object recognition. Then, spatial pyramidal
convolution and network SSS databases were introduced into this system. Then a comparative analysis
of the results obtained by the networks before and after the inclusion of additional components was
carried out. This approach is in many ways identical to the principle of n-version programming,
according to which the optimal software or individual component is selected based on a voting
algorithm. Note that the data preprocessing within the proposed method was limited to improving
image quality.

Conclusion

Taking into account the above, we can conclude that, despite a fairly large number of studies in the
field of recognition, correction and automated interpretation of underwater objects visualized using
SSS, currently there is no effective way to implement this process. In this regard, we were the first to
propose combining methods for correcting geometric distortions of underwater objects with modern
methods of information processing proposed in recent scientific research. In our opinion, image cor-
rection using effective recursive filters, as well as a set of mathematical methods presented in [7; 9], is
promising. The use of more accurate satellite imagery data, as well as correction of the motion trajec-
tory (meander) using satellite coordinates, makes it possible to correct distortions in the planes of
movement of the transducer. As post-processing methods, both image correction using the proposed
methods and image fragmentation turned out to be effective, which provided the possibility of detailed
elaboration of each fragment and implementation of georeferencing at 15 points with subsequent trans-
formation by a second-order polynomial.

It can be affirmed that mathematical methods can quite effectively solve problems of geometric
distortion of images obtained from SSSs. This area of research has promise in terms of creating new
methods for image correction, as well as transferring them to solving similar problems in the field of
earth remote sensing (ERS).

Based on all of the above, we can conclude that creating a list of detected objects using SSSs is an
important step in processing the received data. However, such data analysis today cannot be made
without participation of a human operator, despite the availability of experimental automation
methods. Human participation makes it possible to rationally conduct repeated observations (if
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necessary), to further use data for more easy determining objects and phenomena, identifying patterns
or general characteristics of the area under study.

Automated SSS image recognition systems must include all of the above elements of image
distortion, and also rely on the physical features of the images themselves, obtained by processing
acoustic rather than optical signals. This issue needs to be paid attention to in the further development
of this topic.
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