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Cmamus nocsaujena nopsoky pazpabomxu u ONUCAHUI0 MAMEMAMUYeCKUxX Mooeell agmoKOMNeHcayu-
OHHBIX YCMPOUCME PAOUOIOKAYUOHHBIX CMAHYULL Kpy208o2o 0630pa. Paspabomka aneopummoe npocmpan-
CMBEHHOU 06pAbOMKU CUSHAN08 6 PAOUOIOKAYUOHHBIX CUCMEMAX C (PAZUPOBAHHBIMU AHMEHHBIMU Deulen-
KaMU S16/51eMCS 8AACHBIM IMANOM NPOEKMUPOSAHUSL PAOUOLOKAYUOHHBIX cmanyull. B dannoti cmamve 6y-
dem paccmompen NopsaooK CO30AHUS MAMEMAMUYECKUX MoOeiell A8MOKOMNEHCAYUOHHBIX YCIMPOUCMS,
KOMopble PA3HAMCs CROCOOAMU Pearu3ayuu, d UMEHHO. KOIUYeCMEOM KOMNEHCAYUOHHbIX KAHAL08, NOJI0-
JICEHUEM OCHOBHO20 U KOMNEHCAYUOHHBIX (OONOIHUMENbHBLX) KAHA08 PAOUOLOKAYUOHHOU CIMAaHyuu (cma-
YuoHapHoe wiu OUHAMUYECKOe), AMNIUMYOHO-(DA3068bIM PACNPEOeNeHUEeM OCHOBHOU U OONOJHUMEIbHbIX
AHMENH, npeocmasieHuem Gazuposantol AHMEHHOU PeueémKY, al2OPUMMAMU HAXONCOCHUSI 6eKMOpPA 6e-
€06020 KO3 Puyuenma. Aoexkeamnocnmov pabomvl Mooeell NPOSePeHa MemoOOM SbIHUCTIUMENbHO20 IKCHe-
PUMEHMA U Pe3yTbMAamamil, CPAGHUMBIMU C PEAnNU308aHHLIMU ABNMOKOMIEHCAMOPAMUY 8 PAOUOLOKAYUOH-
HbIX cmanyusx. Pesyiomamol bl4UCIUMENbHO20 IKCNEPUMEHMA, NPeOCMAasieHHble 8 8ude epapuros cue-
Ha1a Ha 6bIX00e aBMOKOMHEHCAYUOHHO20 YCMPOUCMEA, A MAKI’CE NPOXONCOCHUSI CONACOBAHHO20 (UL~
pa, nokasvléaion, HACKOIbKO 3phekmusen ancopumm ebIMUCIEHUS. 8eKMOpPa 8ec08020 Kod(puyuenma,
N0360JI5LI0OM HATSOHO, ObICIPO U IKOHOMUYHO CPABHUMb dPPeKmusHocms pabomvl a6mMoKOMNEHCAYUOH-
HbIX YCMPOUCME 8 3a8UCUMOCTU Om cnocoba ux peamusayuu. B cmamve paccmampusaemcs aneopumm
HeNnocpeoCmeenHo20 POPMUPOSAHUST 6EKMOPA 8eCOB020 KOIPPuUYUeHma U aieopumm Gopmuposanus
8EKMOPA 6eC08020 KOdpuyuenma uepes oopamuyio Koppersyuonnyio nepeobeusiowyio mampuyy. Ma-
memamuueckue MoOeiu A6MOKOMNEHCAYUOHHBIX YCMPOUCME U Pe3VIbMAmbl SbIYUCIUMETbHO20 IKCREPU-
MEHma Mo2ym RpUMeHsImscs Oisi 06yueHust 6y0ywux Cneyuaiucmos, papadamoléaiowjux u dKCHIyamu-
PYIOWUX PAOUOIOKAYUOHHBLE CILAHYULL.

Knroueswie cnosa: mamemamuueckas MO()eﬂb, AKMUBHAsS Utymoeas nomexa, KOppe]Zﬂl{I/IOHHblIJ aemokKo-

neHcamop, 6eKmop 6ec08020 Kodgpuyuenma, dbvicmpooelicmaue.
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The article studies the order of developing and describing mathematical models of automatic compen-
sation devices of all-round radar stations. The development of algorithms for spatial processing of signals
in radar systems with phased antenna arrays is an important stage in the design of radar stations. This ar-
ticle considers the procedure to create mathematical models of automatic compensation devices that differ
in implementation methods, namely: the number of compensation channels, the position of the main and
compensation (additional) channels of the radar station (stationary or dynamic), the amplitude-phase dis-
tribution of the main and additional antennas, the representation phased antenna array, algorithms for
finding the weight vector. The method of computational experiment verifies the adequacy of the operation
of the models and the results are comparable with the implemented automatic compensation devices in ra-
dar stations. Presented in the form of graphs of the signal at the output of the automatic compensation de-
vice as well as the passage of the matched filter, the results of the computational experiment show effec-
tiveness of the algorithm to calculate the weight vector; they permit to visually, quickly and economically
compare the efficiency of the automatic compensation devices, depending on the method of their implemen-
tation. The article discusses the algorithm for the direct formation of the weight vector and the algorithm
for the formation of the weight vector through the inverse correlation whitening matrix. Mathematical
models of automatic compensation devices and the results of a computational experiment can be used to
train future specialists who develop and operate radar stations.

Keywords: mathematical model, active noise interference, correlation automatic compensation, weight
coefficient vector, speed.

Introduction

The issue of detecting air objects and accurately determining their characteristics has been and re-
mains significant [1]. Radar stations (RS) of all-round coverage, designed to deal with this issue, per-
form information tasks under the conditions of exposure to external interference. Interference sources
conceal or imitate signals and make it difficult to extract useful information. A significant influence on
the detection and correct determination of the plane coordinates of an airborne object is exerted by
response pulse interference (RPI) and active noise interference (ANI) [2].

The impact on the operation of ANI RS is currently caused by the rapid development of methods
and techniques of radio countermeasures, as well as a variety of types of intentional radio interference
that reduce the efficiency of isolating useful signals [3]. RPI negatively affects the quality of reception
of the useful signal, affecting the side lobes of the antenna pattern of the main channel. That is why
one of the most important tasks in radar is the development of devices designed to compensate for var-
ious noise and interference when receiving a useful signal [4]. To solve this problem, radars use auto-
matic compensation systems that implement algorithms for ANI compensation and RPI suppression
along the side lobes of the main channel antenna radiation pattern.

Mathematical modeling is a powerful tool for studying complex technical systems, such as auto-
matic interference compensation systems, which has got a number of advantages over other research
methods [5]. The development of various mathematical models of algorithms and systems is currently
an urgent task [6].

The purpose of this work is to consider the procedure for modeling the autocompensator and the re-
sponse suppression algorithm adopted by the side lobes of the main channel antenna radiation pattern.

The automatic compensator (AC) is designed to reduce the influence of ANI affecting the receiving
channel of the radar. The main idea of side-lobe ANI compensation is to add in antiphase the signals
received by the antenna of the main channel with signals from additional channels, multiplied by a
weighting factor. With an accurate and fast calculated weight coefficient, ANI is successfully sup-
pressed without significantly weakening the useful signal [7]. To successfully suppress ANI, accurate
and fast calculation of the weighting coefficient vector is necessary.

The algorithm for suppressing RPI based on the side lobes of the main channel radiation pattern
consists of subtracting the signals received by the additional antenna from the signals of the main an-
tenna. In this case, the level of signals received by the additional antenna in the direction of the side
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lobes of the antenna pattern of the main channel exceeds the signals received by the main antenna in
the direction of the main lobe.

The procedure for creating a mathematical model of autocompensation devices
Fig. 1 presents the block diagram of the autocompensation system.

START @
A

/ Entering initial / 8 Formation of an array for receiving an

data interference signal: po, pd
I‘
*‘
: \
1 Time cycle: ¢ 9 Formation of an internal noise
e reception array: so, sd
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s , ; A
Cycle by number of probing periods: 10 Formation of an array of input
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interference sources: / ¢
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Fig. 1. Block diagram of the autocompensation system

To start modeling auto-compensation systems, it is necessary to set the initial data, as well as the
cycles indicated by block 1 in Fig. 1.

Modeling of the autocompensation system begins with the formation of amplitude-phase distribu-
tions of the antennae of the main and compensation channels (block 2 in Fig. 1). The amplitude-phase
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distribution of the main channel antenna, depending on the type of main channel antenna, is formed
according to the expression [§]
i 2(m+1)-M-1)} L)~

X(m,l)=e M- d(m), (1)
where m — sequence number of the antenna element of the main channel array; M — quantity of non-
directional antenna array elements; /— sequence number of the angular parameter of interference
sources; L — reference number of the angular parameter; d (m) — component of the amplitude-phase
distribution of the antenna depending on the type of antenna.

The formation of an array of amplitude-phase distribution of compensation channels is carried out

based on the expression
T

=i+ 2(m1+1)-M1-1)-L(7)-
Xi(ml,l)=e Mlp
where ml — sequence number of the antenna element of the compensation channel array,
M1— quantity of of non-directional elements of the compensation channel antenna array,
p — coefficient of normalization of the antenna radiation pattern by azimuth.
Further, an array of useful reception (x) is formed (block 3 in Fig. 1) [9]

x(m,t)=A4- e_i'(z'(mﬂ)_M_l)'aAM'P .e_i‘(w~t+tpo+tp) >

where A — useful signal amplitude; a — direction of the useful signal arrival; © — signal frequency; @,
— initial signal phase; ¢— inter-period signal phase shift.
The amplitude of the useful signal can be constant, rapidly or slowly fluctuating due to one of the

known laws [10].
Formation of an interference signal array (/p) (block 4 in Fig. 1)

ap(n,t) =ip - rnorm(1,0,1),,
fp(n,t)=rnd(2n),
Ip(n,t)=ap(n,t)-(cos(fp(n,t)+i-sin( fp(n,t)),

where ip — interference intensity; 7 — sequence number of the sounding period; ¢ — sequence number

of time reference.
Next, the rotation of the main antenna is simulated, that is, the displacement array is formed (block
5in Fig 1),

—i(2(m+1)-M -1)-aa(n)—
cc(m,n)=e Mp (2

where aa — antenna rotation step during the sounding period.

Multiplying (1) and (2) gives the scanning result (#c).

Based on the scanning expression, an array of scanning amplitude-phase distribution (Xv) is formed
(block 6 in Fig. 1)

n

Xv(l) =X(Z) -(nc(")) .
!

The notation (l ) indicates that the values of the matrix column vector are considered.

Modeling the rotation of antennas of additional channels depends on the radar stations. Their posi-
tion can be stationary, or the compensation channels can rotate along with the main channel antenna.
The formation of the amplitude-phase distribution (APD) for each compensation channel during their
rotation (this article provides an example for two compensation channels) is carried out according to
the expressions [11; 12]
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i 2(ml+1)-M1-1)(L()+al)——
Xl(ml,l)=e Mlp

—io(2(m1+1) =M 1-1)(L(D)~al)—~
X2(ml,l)=e ) Mlp

where al — correction for the separation of antenna electrical centers.
Based on the obtained amplitude-phase distributions for each channel, the amplitude-phase distri-
bution of the system of additional antennae is formed:

Xd =[x1 x2]".

where T — transposition operation.
Further, an array is formed for receiving the useful signal by compensation channels according to
the expression (block 7 in Fig. 1)

T

i+( 2 ml+1)-M1-1)-(axal)-

cd(ml,) = Ye(ml)- A-e M Hora),

where Yc — amplitude-phase multiplier for the received useful signal by additional channels; & — se-
quence number of an additional channel.

Taking into account the errors in the amplitude-phase distribution of the antenna caused by various
components and the movement of the antenna of the main channel, resulting in the formation of an
interference matrix of the main and additional channels (po, pd) (block 8 in Fig. 1),

. T
—ll~(2~(m+l)—M—l)~np~M

po(m,t)=lp(n,t)-e B

where np — direction of the interfering signal arrival.

—1i- 2~(ml+l)—Ml—l -(nptal)-
pd(t,ml) = (W(k) )m -Ip(n,t)-e ( ) Mlp

T

where YN — amplitude-phase multiplier for the received interference signal of additional channels.
The internal noise matrix of the main channel so is formed according to the expression (block 9 in
Fig. 1)

so(m,t) = as(m,1)-(cos( fs(m,1))+i-sin( fs(m,1))), (3)

where as and f§ — random amplitude and phase of internal noise, respectively, are formed in a similar
way to ap and fp . The noise matrix sd(ml,¢) of the additional channel is formed similarly (3).

From arrays of useful signal, interference and self-noise, an additive mixture of input influences ar-
riving at the input of the antennae of the main and compensation channels (zo, ud) is formed (block 10
in Fig. 1), which is a mixture of noise recalculated to the input of the antenna array, useful signal and
interference. In the case of rotation of the compensation channels, expression (4) will take a different
form (5)

uo(n) = po(n)+ so(n) + x(n),
ud(n, k)= pd(n,k)+sd(n,k)+cd(n,k), 4
ud =[udl ud2]", (5)

where udl,ud2 — additive mixture of input influences arriving at the input of the antennas of two
compensation channels, formed similarly to ud .

When forming a flat antenna array, the number of array elements in the a (M1) plane, the number
of array elements in the b (M2) plane, the direction of the useful signal source in the a (a) plane, the
direction of the useful signal source in the b (b) plane will be added to the initial data; quantitative pa-
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rameter reading in a (LL)plane, quantitative parameter reading in plane b (KK), as well as errors in the
positions of elements in a, b (r1, r2) plane, random component to the amplitude of the useful signal
(44).
An array of errors is formed caused by the delay in the arrival of the useful signal due to the loca-
tion of the elements normal to the antenna (73).
Then an array of useful signal (x) is formed
—io(2(ml+)-M1-1) oL —i(2(m2+1)-M2-1)}a—"—  —i(r3(n
x(ml,m2)=e S ) Ml .e (2(m2+1) ) M2.e ( ())”’1””2.
Next, an array of the random component of the signal amplitude (4#n) is formed.
Further, an array of signal distribution in the time domain is formed, taking into account the ran-
dom amplitude component (xt)
xt(t,ml,m2)=e"""" - An(n)-(x(n))

ml,m2’

where y — frequency multiplier; 4n — amplitude of a useful signal with a random component.

Expressions for the formation of the amplitude-phase distribution for each of the planes will take
the following form in plane a (X1):

—i~(2~(m1+r1(n,ml)+1)—M1—1)~L(Z)-%

Xl(mLl)=e (6)

For plane b, expression (6) will take a similar form, with the exception of the components M1, r/,
L, which will be replaced by M2, r2, K similar to them.

Then we set the direction of arrival of the interference signal in plane a (N1), the direction of arri-
val of the useful signal in plane b (N2), and the number of counts in the direction of arrival of the in-
terference signal (7).

Based on N/ and N2, a matrix of directions of interference sources is formed for two planes (np)

—i(2(m )M ) NIy —i(2(m21)-M 221} N2(r)—=  —i(r3(n

ml,m2 .

There are many methods for finding the weight vector. We consider some of them, namely: the di-
rect formation of a weight coefficient vector and the formation of a weight coefficient vector through
an inverse correlation re-whitening matrix.

In practice, as a rule, the ANI parameters and spatial correlation matrix are unknown. Moreover,
they change in time due to the movement of the noise sources and the radar space survey. Therefore, it
is not possible to protect the main radar channel with pre-selected fixed parameters [13; 14].

That is why the ability to adapt to a constantly changing interference environment is of great im-
portance for auto-compensation systems. The most important parameter of the quality of adaptive sys-
tems is their speed [14].

The performance of the auto-compensation system largely depends on the speed of calculating the
weight coefficient vector. The additive mixture of useful signal and noise is multiplied by a vector of
weighting coefficients and the summation of the signal coming from the main channel and the signals
received by additional channels and multiplied by the vector of weighting coefficients occurs. At the
output of the auto-compensator we receive a signal with compensated ANI. Based on this signal, the
vector of weighting coefficients is calculated again, which ensures an increase in the signal/(noise +
interference) ratio.

Direct formation of the weight coefficient vector is carried out due to the expression (block 11 in
Fig. 1) [15]
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S O 3
Wm0 =— 3 ((v0,01),-(udy, 1)), ™
T =0
where )0, | —reaction coefficient; 7 — number of time counts; . complex conjugation operation.

Expression (7) is applicable for the case when the main channel antenna rotation is disabled. When
rotation is enabled, expression (7) will take the following form:

1 71 1 OR—r
i) e 5

where yB — the result of the difference between the signals of the main and compensation channels.

The algorithm for directly finding the weight coefficient vector (W) is in the summation over time
of the product of the reaction coefficient in the previous sounding period by the additive mixture of
input influences arriving at the input of the antennae of additional channels and the expected complex
conjugate amplitude-phase distribution of additional channels.

Forming the weight coefficient vector through the inverse correlation whitening matrix is carried
out according to the expression [10]:

A v (e (Nc)j

where Nc — quantitative counting of the direction of arrival of the useful signal.
When rotation is enabled, expression (8) will take the following form:

T
ud® ud® |, )

171 1
T =0 1+(ud(t)) ,ud(t)

. . . (1) —(k)
where / — identity matrix; ud(k,t) = (((udb )nil )k ) - X1 .

n—1

At the second and subsequent sounding periods, expression (9) will take the following form:

1

- ud® -ud(t)T
1+(ud(’)) ud®

17-1
We(m)=— % | W,(n=1)—
T =0

Unlike the algorithm for directly finding the weight coefficient vector, the correlation matrix of
noise is estimated.

After calculating the weight coefficient vector (W) at the zero iteration step, the array of input in-
fluences is multiplied by the weight coefficient vector (W), which is calculated depending on the algo-
rithm used. It is calculated in such a way that after summing the signals coming from the compensa-
tion channels, ANI compensation occurs (block 12 in Fig. 1)

yo(n)=uo(n)- Xv—> (ud - Xd -W).
Suppression of RPI occurs according to the algorithm (block 13 in Fig. 1)
yo(n) = |u0(n) . Xv| - Z|ud . Xd| .
If the sum of the values of the signals arriving at the antennas of the compensation channels is

greater than the signal arriving at the main channel, then we can assume that yo(n) =0 . Therefore, RPI

is suppressed.
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Simulation results

The simulation results are presented in the form of graphs. Figure 2 demonstrates the simulation re-
sult with the autocompensator disabled. There is a lack of useful signal. It should be taken into account
that Fig. 2 and 3 reflect the amplitude of the additive mixture of the useful signal, interference and intrin-
sic noise is normalized to the standard deviation of the noise.
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9.10%

L

i

—9.10%
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Puc. 2. Curnain Ha BbIXOJie aHTEHHBI OCHOBHOT'O KaHaja

IIPH BBIKIIFOYCHHOM aBTOKOMIICHCATOPEC

Fig. 2. The signal at the output of the antenna of the main channel
when the automatic compensation devices is disabled

Figure 3 presents a graph of the signal at the output of the autocompensator and after passing
through a matched filter for two algorithms for finding the weight coefficient vector. From the results
of the computational experiment, we can conclude that the algorithm for finding the weight coefficient
vector through the inverse correlation whitening matrix compensates for ANI faster.

t V05100

a 0
Puc. 3. I'paduk curnana:
a — Ha BBIXOJI€ aBTOKOMIIEHCATOPA; O — IOCIE IPOXOKAECHHS COINIaCOBAaHHOIO (puibTpa Ui JBYX aJlFOPUTMOB.
1 — anropuT™M HEMoCpeACTBEHHOI0 (JOPMUPOBAHHS BEKTOPA BECOBOIO K03 GHUIUEHTa; 2 — aITOPUTM BbIYHUCICHUS
BEKTOPa BECOBOr0 K03 duIirenTa uepe3 00paTHyI0 KOPPEIALUOHHYIO IEPEOOEIAIOIYI0 MATPULLY

Fig. 3. The graph of the signal:

a — at the output of the automatic compensation devices; b — the graph of the signal after passing the matched
filter for two algorithms. In / — the algorithm for the direct formation of the vector of the weighting coefficient;
2 — the algorithm for calculating the vector of the weighting coefficient through the inverse correlation
re-whitewashing matrix

Conclusion

The article discusses the mathematical model of the autocompensator and the algorithm for suppress-
ing RPI along the side lobes. The results of computational experiments are presented in the form of
graphs. The developed model makes it possible to conduct computational experiments depending on:
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— from the selected adaptation algorithms to interference signals according to the criteria: maxi-
mum signal-to-noise ratio and speed of adaptation to interference;

— operation of the main antenna rotation system: rotation disabled or rotation enabled;

— position of compensation channels (dynamic or stationary);

— algorithm implemented in the radar for calculating the weight coefficient vector.

A mathematical model of an auto-compensator and an algorithm for suppressing RPI along the side
lobes of the radiation pattern of the main channel antenna allows to better understand the principle of
operation of auto-compensation devices and therefore can be used to train future specialists operating
radars.
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