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Ilybauunvie cepsucvl paziuyHbix OPeaHu3ayuil NOOBeP2armcs NOCMOAHHbLIM Kubepamaxam, Ymo no-
sviuLaem pucku UHGoOpMayuoHHol bezonacnocmu. AHau3 cemegoeo mpapura A61aemcs 8adcHoU 3adayell
011 obecneuenust Oe30NACHO20 QYHKYUOHUPOBAHUSL CEMeBOU UHDPACMPYKMYPbI, 8 MOM HUCie KOPHopa-
mueHbix cemeil. B dannou pabome npedcmagiern 0030p 0OCHOBHLIX NOOX0008 0151 AHANUZA Cemeso2o mpa-
Quxa, npusedervl cmedicHble pabomul, YKA3aHbl HeOOCMamKy cyuecmsyrowux pabom. OOHUM U3 Memooos
SA6IIEMCST AHANU3 OAHHBIX Cenmesoeo mpaghuka ¢ ucnonv3osaruem npomoxona Netflow, komopbiii n036051-
em coxpanamv dauHvle 0 mpaguke Ha ypoeue L3 mooeau OSI. Ocobennocmvio ucciedosanus A61aemcs
UCNOIb308AHUE OIUMETbHBIX Nepu0008 Habmodenus. [Ipu coxpanenuu OaHHbIX HA OTUMENbHbIX BPEMEHHBIX
UHMEPBANIAX HCYPHATLL UMEOm OOAbUIOU 00beM, Yumo mpebdyem pacnapaiienusanus 0s nepesutHol oopa-
bomku oanHvix. Asmopamu pazpabomar Kpocc-naam@pOpMeHHbIll NPOSPAMMHYIL KOMNIEKC PACHPeOeleH-
HOU 00pAbOMKU JCYPHATO8 CEMEBOU AKMUBHOCMU, KOMOPBLI UCNIOIb308ALC O AHANU3A CEMEeBOl AKMUE-
Hocmu Kopnopamughot cemu Kpacnosapckoeo nayunoeo yenmpa 3a 2021-2022 ee. Iloxazana cxema npo-
SPAMMHO20 KOMNIIEKCA, ONUCAHBL €20 803MONCHOCIU U 0COOeHHOCMU (pYyHKYUOHUpOosarus. [Ipusedenvl uc-
MOUHUKY OAHHBIX 011 AHAAU3A U MEMOOUuKa obpabomku. B pabome bviiu cghopmynuposarvt u popmanuzo-
BAHbL IEPUCIIUYECKUE KPUMEPUU QHOMATLHOCIMU CEemego20 mpapuKa, Komopvle CUSHATUIUPYIOM O HAIU-
YUU BO3MOJICHBIX AMAK HA Cemb, MAKIiCe BblOeNeHbL 0amacemsl N0 Cemesolt AKMUBHOCIU PA3TUYHBIX NPO-
MOKOI08 NPUKIAAOHO020 YPOBHA. [ NOAYUEHHBIX HAOOPO8 OAHHBIX ObLIU PACCUUMAHBL CMAMUCTIUYecKUe
nokazamenu, Ha OCHO8e KOMOPbIX NOJYYeHAd UHGOpMayus 06 AHOMATBHOU CEeMeBol AKMUBHOCMU
6 meuenue 08yx aem. B pabome npoeepen npeonodiceHuvlll paree asmopamu mMemoo CPAGHEeHUsl PUCKO8
Kubepyepos 015 pasiudHbIX 8PEMEHHbIX UHMEPBANI08, NOKA3ABWUL CYUeCMBEHHOe VeeauieHue PUcKos OJisl
50 % noxaszameneii ¢ 2022 2. CpasHenie MeCIUHbIX UHMEPBAN08 30 PA3IUYHbBIE 200bl NOKA3AL0 AHANO2UY-
Hoe yeenuuenue pucka. Taxum obpazom, memoo 00KA3al C80H PabOmMOCNOCOOHOCb U MOdNCEm NpuMe-
HAMbC 8 Opyeux oOnaAcmsx, 8 KOMOpulX CYWecmsyiom epynnvl Kpumepues He3a8UCUMbIX NOKA3ameinel.
Aemopbl npusenu nianvl no OalbHelueMy pa3eumuio MemoouKy aHAIU3A Cemegol aKMUSHOCMU.

Kniouesvie crosa: unmepnem, cemesas 6e30nacHocme, aHaius cemeso2o mpaguxa, Kubepyzposbl, Kop-
nopamuenas cema.
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Public services of various organizations are subject to constant cyber attacks, which increases informa-
tion security risks. Network traffic analysis is an important task to ensure the safe operation of network
infrastructure, including corporate networks. This paper provides an overview of the main approaches for
analyzing network traffic, it provides the related work and points out the shortcomings of the existing work.
Here is a method is to analyze network traffic data using the Netflow protocol, which allows traffic data to
be stored at the L3 layer of the OSI model. A feature of the study is the use of long observation periods.
When storing data over long time intervals, the logs become large, which requires parallelization for pri-
mary data processing. The authors developed a cross-platform software package for distributed processing
of network activity logs, which was used to analyze the network activity of the corporate network of the
Krasnoyarsk Scientific Center for 2021-2022. A diagram of the software package is shown, its capabilities
and operating features are described. Data sources for analysis and processing methods are provided. In
this paper the authors formulated and formalized heuristic criteria for the anomaly of network traffic,
which identify the presence of possible network attacks, and extracted datasets on the network activity of
various application-level protocols. For the obtained data sets, statistical indicators were calculated, in-
formation about anomalous network activity was obtained for two years. In this research, we tested the
previously proposed method for comparing the cyber threats risks for different time intervals, which
showed a significant increase in risks for 50% of indicators in 2022. Comparisons of monthly intervals
over different years showed similar increases in risk. Therefore, the method has shown its efficiency and
can be used in other areas in which there are groups of criteria for independent indicators. The authors
have proposed plans for further development of methods for analyzing network activity.

Keywords: Internet, network security, network traffic analysis, risk assessment, cyber threats, corporate
network.

Introduction

Currently information technology are used everywhere to organize the work of various services, in-
cluding corporate ones. Publicly available services are subject to information security risks, which re-
quires to organize comprehensive measures to protect information. One of the important parts ensuring
information security is to monitor and analyse network activity (NTA - Network traffic analysis), it
allows to detect anomalies in network operation, identify the cause (external or internal) and take ap-
propriate measures. Analysis of network activity is a significant task and is used in various fields. For
example, analyzing the network activity of IoT devices permits to identify their type [1] and identify
security problems [2]. Fragmented standards and methods for collecting and analyzing network traffic
do not often contribute to reproducing the results. Some authors are making attempts to develop uni-
versal formats and software for traffic analysis [3]. In spite of automating traffic processing and analy-
sis processes can reduce the number of routine operations, identifying anomalies with the help of a
human operator is a problem due to the large volume of data. Machine learning techniques presents the
interest to identify anomalies in network activity [4; 5]. Using various techniques to analyse and iden-
tify traffic features is applied for mobile devices [6], in particular, the analysis of encrypted traffic al-
lows to determine the mobile applications being used with high accuracy [7]. Therefore, analysis of
network activity makes it possible to obtain much useful information that can be used to improve the
performance and security of information systems, including corporate network services.
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An important part of ensuring information security is assessing the risks of cyber threats. Applying
various techniques to analyse network traffic affords to identify anomalies in network activity, which
results in assessing the risks of cyber threats to which the network infrastructure is exposed. Risk as-
sessments can be carried out at different time intervals, so it is necessary to be able to assess the dy-
namics of changes in cyber threat risks.

Related research

Network traffic analysis allows to identify anomalies in the operation of the network infrastructure.
Methods to detect network traffic anomalies can be divided into three categories: unsupervised, super-
vised, and partially supervised. Unsupervised methods are quite common and do not require prelimi-
nary data preparation. The normal data are assumed to be found in datasets more often than anomalous
ones [8]. Supervised methods involve building models by dividing data into two categories: normal
and abnormal. The analyzed data are compared due to two models, and a conclusion is made about
whether the data belongs to a certain category [9]. Partially supervised methods involve building a
model only for normal data [10] and are simpler and more common than supervised models.

Cluster analysis and classification methods are the most common. Cluster analysis involves divid-
ing the properties and attributes of data into clusters, from which normal and anomalous behavior are
distinguished [11]. In general, large clusters are normal and small clusters are abnormal. Classification
methods are used to divide data into previously known categories, they can be distributed into the fol-
lowing types: support vector machine (SVM), neural networks, decision tree, statistical methods. One
type of classification using supervised learning is the support vector machine (SVM), which is used
for training and testing a large amount of data. [12] uses the SVM method to analyze traffic, and high
matching accuracy is achieved. Neural network methods use a model of neurons with connections that
convert an input signal into an output signal. The method is widespread and used, for example, to
identify malicious traffic [13] and build intrusion detection systems (IDS) [14]. Decision tree methods
result in constructing a tree consisting of leaves, nodes and edges, which can be used for multi-stage
data classification. Research [15] shows its high efficiency in analyzing malicious traffic of IoT de-
vices. Statistical methods are based on Bayes theorem: if the class is known, it is possible to predict
the attributes; if the class is unknown, the rules can determine the class based on the available attrib-
utes. In [16], a Bayesian network is used to analyze traffic and ensure the security of cloud services.

An important component in protecting information systems and data networks is to assess the risks of
cyber threats. Risk assessment methods can be quantitative and qualitative [17]. Quantitative methods
operate with numerical indicators, while qualitative methods use fixed categories of “high risk”, “me-
dium risk”, “low risk”. Typically, qualitative methods are subjective and rely on expert judgment, while
quantitative methods are objective and enable results to be reproduced. There are various methods to
assess the risk of cyber threats [18]. In [19], the authors use various models of a quantitative method for
assessing cloud computing cybersecurity risks. Hybrid risk assessment models are also used, combining
different approaches [20]. Information security risk assessment is used in various areas: industrial net-
works [21], Supervisory Control and Data Acquisition (SCADA) management systems [22], Internet of
Things (IoT) devices [23]. Some researchers consider risk assessment as a complex task that includes
functional safety, physical safety and cybersecurity [24].

The existing research applies different approaches to traffic analysis and cyber threat risk assessment.
For example, the authors develop a new technique and use standard test datasets, which does not allow to
assess the effectiveness of the method on a real network infrastructure. Other authors apply real data with
short time intervals, which does not result in a deep analysis and identification of the dynamics of ongo-
ing processes.

The current research studies the security of the corporate network of the Krasnoyarsk Scientific
Center (Federal Research Center KSC SB RAS) based on analyzing Netflow network traffic. The pa-
per describes the use of a statistical method for comparing the risks of cyber threats proposed earlier
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by the authors [25]. Unlike the existing research, the method uses long time intervals when analyzing
real network traffic and enables to compare the risks of cyber threats at arbitrary intervals.

Data source and processing methodology

The data source to be analyzed is the Netflow network activity data of the edge router and proxy
server of the corporate network of the Krasnoyarsk Scientific Center for 2021-2022 period (volume of
680 GB, 19.5 billion records). Data processing is carried out in several stages: 1) collecting statistics
of network interfaces using nfcapd agents; 2) extracting data with the nfdump utility; 3) filtering and
aggregating the required fields based on specified rules; 4) saving the obtained data for the analysis; 5)
applying statistical analysis.

Data processing is performed using the GNetProc software package for distributed processing of
network activity developed by the authors in the Go language. The software package consists of sev-
eral parts: a client, a message broker, and a computing cluster (Fig. 1).

Compute cluster

Node 1

[ Worker 1 ] ( Worker 2 }

Node N

Client Message broker

Task 1
Task 2
Task N

[ Worker 1 } [ Woarker 2 }

Puc. 1. Apxurexrypa GNetProc

Fig. 1. GNetProc software architecture

The client part interacts with the message broker and allows to send assignments for processing to a
common assignment queue, the server part retrieves the assignment from the queue and starts process-
ing using workers. The server part consists of many nodes of a computing cluster; each node can run
several workers in parallel, which ensures parallel data processing and reduces assignment execution
time. The worker contacts the message broker, receives a new assignment, starts it for execution, saves
the processing results, then receives a new assignment. The worker contacts the message broker, re-
ceives a new assignment, starts it for execution, saves the processing results, then receives a new as-
signment. An assignment consists of a list of <name, value> elements that include the data source,
data sink, assignment type, aggregation parameters, start and end time intervals, filter, and data selec-
tor. A filter, using a special language, allows to specify a set of rules for filtering data. The selector
specifies a list of fields that, after filtering and aggregation, will be retrieved and recorded as the result
of the assignment. The message broker uses the Redis DBMS to process the assignment queue.
YAML is used to describe assignments. The software package is cross-platform and supports work in
heterogeneous configurations with Linux, *BSD, and Windows operating systems.

Data analysis

To assess the level of risk of cyber threats based on the principles of normal functioning of various
protocols, heuristic criteria for traffic anomaly were formulated:
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1. Incoming TCP flows with less than 4 packets indicate that the TCP connection was not com-
pleted in a controlled manner. Suspicion of a DoS attack.

2. Incoming TCP flows with a duration of 0 indicate that a TCP connection was not established.
Suspicion of a DoS attack.

3. A large number of incoming UDP flows is a suspicion of a DDoS attack.

4. An excess of incoming UDP flows over outgoing ones is a suspicion of a DoS attack.

5. An excess of the number of incoming TCP flows over outgoing ones is a suspicion of a DoS at-
tack.

6. Incoming TCP and UDP flows to unused but routable addresses are suspected of vulnerability
scanning (Unused).

7. Incoming TCP flows to common services (MSSQL, MySQL, RDP, SMB, SMTP, SSH, Telnet)
— unauthorized login attempts.

These criteria were formalized as rules for the primary traffic processing system according to a
given syntax. Having processed the primary data using the created software, the aggregated data were
obtained for further analysis. Each data set is a collection of pairs <time label, integral characteristic>.
A typical yearly data set consists of 105 thousand records (the number of five-minute intervals in a
year) and can be processed using desktop systems such as MS Excel. Figure 2 presents a diagram of
the number of streams of zero duration for 2022. Anomalous values do not have a pronounced perio-
dicity, they are several orders of magnitude higher than the average value (35256), due to which their
identification can be automated.
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Puc. 2. KonuuectBo TCP-n0TOKOB HYI€BOH ATUTEIBHOCTBIO
Fig. 2. Number of TCP flows with zero duration
The resulting distribution has a clearly expressed right asymmetry, that meets the following condi-

tion:
Mode < Median < Mean.

Figure 3 shows a histogram of the frequency distribution of TCP flows with a duration 0 s. More
than 99% of the sample is contained in the interval [u — 3*c, p + 3*c], which makes it possible to
identify cyber threats based on outlier data.
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Fig. 3. Histogram of frequency distribution of TCP flows with zero duration

For all obtained data sets, the following indicators were calculated: mean, mode, median, standard
deviation and percentage of outliers with values greater than 3 standard deviations from the mean. Ad-
ditionally, the relative increase in the standard deviation of indicators was calculated in 2022 com-
pared to 2021. The findings are in the table: Mean — sample average u; S — standard deviation o; Me —
sample median; Mo — sample mode; P — percentage of data outside the range [u — 3*c, p + 3*G]; AS —
average increase in S in 2022 relatively to 2021.

Indicator results calculated using traffic anomaly criteria

Name 2021 2022 AS, %
Mean S Me Mo P, % Mean S Me Mo P, %
TCP-flows, 25205 | 8343 | 22079 | 18975 2.15 | 35257 | 14301 | 29059 | 22951 1.13 71
duration 0
TCP-packages | 34906 | 11608 | 30188 | 27535 2.35 | 45287 | 17732 | 37461 | 35331 1.02 53

< 4 packages

UDP-flows 15071 | 5809 | 13541 | 13217 | 2.62 | 17221 | 6069 | 15589 | 13965 | 2.95 4
UDP 1878 | 2114 1678 1532 2.08 3511 2428 3175 1325 1.90 15
(input-output)

TCP 16759 | 8751 | 14846 | 12540 | 2.06 | 26087 | 11707 | 21363 | 16602 | 1.42 34

(input-output)
Unused TCP | 20615 | 6357 | 18662 | 15287 | 2.30 | 22035 | 6736 | 20457 | 15148 | 0.98 6
Unused UDP 965 500 762 376 1.82 1519 1184 862 454 4.24 137

MSSQL 128 63 93 87 7.01 96 30 82 82 3.93 —52
MySQL 21 19 10 3 2.93 32 31 13 5 4.25 63
RDP 105 66 78 39 3.97 120 80 84 40 4.27 21
SMB 367 267 190 128 3.33 224 128 154 129 7.84 -52
SMTP 190 80 166 139 3.88 195 95 162 104 2.98 19
SSH 281 160 197 141 4.19 494 389 270 226 4.02 143
Telnet 405 70 384 363 4.10 922 259 953 1151 0.17 270

All distributions except Telnet 2022 demonstrate right asymmetry. The Telnet 2022 data set has
two histogram maxima, which is due to reconfiguration of the data acquisition equipment. Figure 4
shows histograms for 2021 and 2022.
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Fig. 4. Histogram of Telnet datasets for 2021 and 2022

The standard deviation for most data sets for 2022 has a significant increase compared to 2021, in-
dicating an increase in the measure of uncertainty in the occurrence of various computer attacks. Using
the risk comparison method described in [25] for the 2021 (V) and 2022 (V,) samples, we calculate
the R function for assessing risk changes:

1 N
RV V) =—*> K,
N i=1

L if p,, >py,; +0,6745*c,,
where K; =4 0, if p; —0,6745*c,, <p,; <p,; +0,6745*c,;,, W;—sample mean of i-th sample char-

acteristic Vj; o;—standard deviation of the sample V; of the i-th sample characteristic.

Half of the studied indicators add up to 1, the rest add up to 0, resulting in R(2021, 2022) = 0.5.
This can be interpreted as follows: the risk within the framework of the studied criteria as a whole in
2022 compared to 2021 increased significantly - by 50% of the indicators. When comparing March,
2021 and March, 2022 intervals, we get an R value of 0.43. Therefore, the proposed method makes it
possible to compare risks both over long time intervals (a year) and over medium ones, provided there
are sufficient samples.

Conclusion

The paper examined the risks of cyber attacks based on Internet traffic data from the network of the
Krasnoyarsk Scientific Center SB RAS for 2021 and 2022. The cross-platform software for processing
large volumes of data was developed, which had scaling capabilities through parallel processing and
can perform data analysis in real time. Heuristic criteria for anomalous Internet traffic were formulated
and formalized, signaling possible attacks on the network. Statistical indicators were calculated for the
obtained data sets, based on them the conclusions were drawn about the shape of the distributions and
the dynamics of attacks. The method proposed by the authors for comparing the risks of cyber threats
for annual and monthly intervals was tested, which showed a similar increase in risks. Since the me-
thod does not depend on the time intervals and sample sizes being compared, it can be used in other
areas in which groups of criteria for independent indicators exist. The next task is to expand the analy-
sis criteria taking into account TCP connection flags and application level protocols, taking into ac-
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count the logic of their operation. The developed software are planned to use while creating data sets
for machine learning methods when solving problems of identifying cyber threats.
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