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Аннотация. Внедрение технологии интернета вещей (internet of things, IoT) на предприятиях ра-

кетно-космической отрасли требует обеспечения повышенных мер безопасности информационно-

коммуникационных процессов. Существующие системы обнаружения вторжений не способны 

учитывать гетерогенность структуры сети и масштабность циркулирующей между устройст-

вами информации. Для решения этой проблемы системы обнаружения вторжений используют 

метод аномалий, для применения которого требуется большое число репрезентативных данных. 

Авторами выполнен обзор публичных наборов данных, на основе которых может быть построена 

система выявления аномалий. Они содержат информацию из искусственных имитационных сред 

или изолированных окружений с имитацией устройств, включают примеры, которые напрямую не 

связаны с интернетом вещей, и не учитывают динамический характер изменения трафика.  
В данной статье мы представляем новую инфраструктуру, которая позволит избежать ука-

занных недостатков. Она собирает данные функционирования реальной сети интернета вещей и 

позволяет выполнять её тестирование на устойчивость к характерным атакам. Мы используем 

прикладной протокол MQTT (message queuing telemetry transport) и программные платформы, под-

держивающие информационное взаимодействие на основе шаблона «издатель – подписчик». Ин-

фраструктура содержит устройства, осуществляющие мониторинг технологических помещений 

с телекоммуникационным оборудованием, сервера с различными настройками политик безопасно-

сти, приложения для контроля и анализа данных, программные агенты сбора сетевого трафика и 

имитаторы угроз, выполняющие атаки на узлы сети с одиночных источников или в распределённой 

среде. Исследователи смогут, применяя собираемые в инфраструктуре данные для анализа кибер-

безопасности, создавать надёжные решения на базе интернета вещей, необходимые для внедрения 

этой технологии в наукоёмкие производства космических систем. 
 

Ключевые слова: кибербезопасность, интернет вещей, протокол MQTT, брокер данных, базы 

данных вторжений, имитация угроз безопасности. 
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Abstract.  The implementation of the internet of things technologies in the rocket-space industry requires 

increased security measures for information and communication processes. Existing intrusion detection 

systems are unable to take into account the heterogeneity of the network structure and the scale of informa-

tion circulating between devices. To solve this problem, intrusion detection systems use an anomaly me-

thod, which requires a large number of representative data sets. The authors have reviewed public datasets 

that can be used to build an anomaly detection system. They contain information from artificial simulation 

medium or isolated environments with simulated devices, include examples that are not directly related to 

the internet of things, and do not take into account the dynamic nature of traffic changes.  
In this paper, we present a new infrastructure that will avoid these drawbacks. It collects data on the 

functioning of a real Internet of Things network and allows testing its stability to typical attacks. We use the 

MQTT (message queuing telemetry transport) application protocol and software platforms that support 

information interaction based on the publisher-subscriber pattern. The infrastructure contains devices that 

monitor technological rooms with telecommunications equipment, brokers with various security policy set-

tings, applications for data control and analysis, software agents for collecting network traffic and threat 

simulators that perform attacks on network nodes from single sources or in a distributed environment.  

Researchers will be able to use the data collected in the infrastructure for cybersecurity analysis to create 

reliable IoT-based solutions needed to implement this technology in knowledge-intensive space systems 

production. 
 

Keywords: cybersecurity, internet of things, protocol MQTT, data broker, intrusion databases, simu-

lated security threats. 
 

 

Introduction 

Innovations defined by the concept of the Internet of Things (IoT), according to the recommendations 

of the International Telecommunication Union [1], reflect modern trends aimed at building infrastruc-

tures that unite physical and virtual objects based on functionally compatible information and communi-

cation technologies. The need for enterprises in the rocket and space industry for such solutions is deter-

mined not only by modern requirements for the digitalization of production, but also by the need for their 

prompt transformation, meeting the needs of consumers of products, as well as resource and technologi-

cal capabilities [2]. The introduction of digital technologies allows for continuous quality control of 

manufactured products, identifying operational risks, predicting failures of technical systems, ensuring 

increased efficiency of production processes [3]. However, the undeniable advantages of using Internet 

of Things technologies at enterprises in the rocket and space industry are offset by the need to ensure 

increased security and reliability of all information and communication processes.  

IoT networks are of interest to cybercriminals due to the nature of the devices, the ease of their 

connection protocols, and the value and scale of the information that can be obtained by accessing 

them. The main goal of cyber attacks is to distort the generated data that determines the actions of us-

ers or automated systems, disrupt current processes (denial of service), and disclose information that 

can be used to gain competitive advantages [4]. Compromise of any single device can spread to all 

enterprise systems and disrupt its critical functions [5]. Reports of hacks of IoT devices that allow re-
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mote control interception and penetration into corporate networks, or the unification of such devices 

into botnets appear regularly [6].   

Intrusion detection systems, according to research methods, are divided into signature-based (allow 

identifying attacks that exploit network vulnerabilities), rule-based (identify actions that are inconsis-

tent with legitimate users), and anomaly-based (use machine learning methods to detect atypical be-

havior or statistical discrepancies) [7]. Signature-based and rule-based security solutions are not de-

signed to support IoT networks, which are characterized by a heterogeneous structure, limited comput-

ing power of interconnected devices, multi-platform connection protocols used, large amounts of net-

work traffic, heterogeneity of security events, and a lack of accurate data on attack behavior [8]. For 

the IoT, an anomaly-based approach is preferable. However, its use requires the creation of representa-

tive datasets and reliable assessment methods that take into account the properties of real networks.  

Machine learning techniques can be used to generate patterns from malicious network traffic captured 

during an infection, which can be used to detect similar attacks in the future [9]. Unlike other areas 

where machine learning is widely used, the field of intrusion detection assumes that the characteristics of 

open-world traffic are constantly changing in terms of its content, service methods, attack scenarios, and 

their results, which change depending on the development of evasion tools [10]. As a result, the behavior 

of network traffic demonstrated in a training dataset cannot be expected to correspond to its behavior  

in a production environment to any extent over time [11]. Anomaly-based systems using machine  

learning techniques must have a significant number of real-world network traffic examples with all types 

of attacks and common user behaviors and payloads, which are relevant and cover long observation  

periods [12].   

In this paper, we present a new IoT data collection infrastructure designed to accumulate informa-

tion about network traffic and simulate security threats. The study was conducted in the corporate 

network of the Krasnoyarsk Scientific Center of the Siberian Branch of the Russian Academy of Sci-

ences(SB RAS), which includes IoT devices and software that collects and analyzes data [13]. To iden-

tify parameters characterizing the state of the network and the processes occurring in it, the ontology 

constructed in [14] is used. A concept for organizing a data collection infrastructure is proposed that 

will allow identifying the features of the IoT operating environment and taking into account the dy-

namic nature of security events, which will expand the scope of application of machine learning meth-

ods in the intrusion detection system.  

 

 

Overview of public data sets  

To develop and test solutions for information security and network interaction of IoT devices, pub-

lic data sets are created that describe various cyberspace infrastructures and scenarios that violate their 

reliability and performance. In order to determine the functions of the created infrastructure, the com-

position of indicators for security analysis, popular datasets widely used in the construction of intru-

sion detection systems were considered.  

The KDD99 [15] and NSL-KDD [16] datasets are among the most frequently cited, containing 

normal and aggressive traffic scenarios obtained from a testbed set up at the MIT lab. Researchers us-

ing these datasets have encountered redundancy and insufficient balancing of training samples. These 

datasets are now outdated and do not reflect the dynamics of modern network systems.  

Another widely used dataset is the CICIDS2017 Intrusion Detection Evaluation Dataset [17], de-

veloped by the Canadian Cybersecurity Institute (CIC), which represents network traffic generated in 

an isolated environment by simulating the actions of legitimate users and intruders. The set contains 

more than 50 GB of raw data and files with labeled sessions and extracted features on different obser-

vation days. The popularity of this set has allowed researchers to obtain comprehensive data on the 

errors it contains. In [18], the features of network sessions from the source files were analyzed and 

compared with the labeled data. Significant discrepancies in session allocation, errors in calculating 

feature values and their duplication, incorrect termination of sessions, assignment of boundary packets 
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to the next session, incorrect calculation of packet lengths, which can have a significant impact on the 

results of machine learning, were revealed. Our experience in applying the CIC Flow Meter packet 

processing tool [19], on which CICIDS2017 is built, to our own raw data confirmed the above issues. 

In NTLF low Lyzer [20], these issues are fixed.  

The listed data sets do not take into account the specifics of the networks and protocols of the In-

ternet of Things. In our study, to identify anomalies, we combine the characteristics of the transport 

layer traffic with indicators describing the application protocols of the IoT. To identify them, we con-

sidered data sets obtained within the framework of the implementation of such networks.  

The TON IoT 2021 comprehensive data set [21] includes information from IoT systems collected 

as log files from 10 telemetry sensors. Preprocessing of raw data was performed using the ZEEK (Bro) 

tool. For the Linux operating system, data was collected using its tracing tool, which monitors proces-

sor, memory, and network activity. For Windows, the operating system performance data collector 

was used. The set includes 9 different security threats.  

The UQ-IOT-IDS-2021 dataset [22] is obtained from a real-world heterogeneous IoT network envi-

ronment that includes various devices such as smartphones, smart TVs, IP cameras, smart speakers, 

etc.   

The MQTT-IoT-IDS-2020 set [23] contains traffic of a simulated network consisting of 12 sensors 

and a broker interacting with each other via the MQTT (Message Queuing Telemetry Transport) pro-

tocol and threat sources (4 types). The data includes protocol flags describing the session state and the 

level of service quality. In our study, we included similar flags and indicators that summarize the char-

acteristics of MQTT protocol sessions.  

CIC EVSE2024 [24] contains benign traffic, network attacks, and attacks targeting an EV charger. 

The anomalous traffic represents data collection (Reconnaissance) and denial of service (DoS) attacks, 

targeted attacks such as Backdoor and Cryptojacking. These datasets demonstrate the potential of us-

ing payloads to detect anomalous behavior of IoT devices.  

The peculiarities of public datasets consist of the heterogeneity of the provided data, differences in 

the methods of simulating security events and approaches to collecting and pre-processing informa-

tion, which can have a huge impact on the efficiency of anomaly detection. The purpose, functions and 

type of devices determine the permissible limits of measurements received from them as a payload. To 

detect anomalies in traffic, it is necessary to study the results of the operation of those devices whose 

security we plan to ensure. Most datasets include not only network traffic associated with the IoT, but 

also data from third-party services, systems and protocols, which complicates their use for localizing 

threats aimed at the operation of IoT devices. In addition, almost all datasets are obtained in an artifi-

cial simulation environment or isolated environments with device imitation. They consider threats that 

are typical not only for IoT systems, but also for any other information systems, thereby overloading 

data sources for machine learning with unnecessary examples not found in the networks under study. 

In such conditions, it is justified to develop our own infrastructure for collecting and accumulating 

data, taking into account the existing experience of creating public data and allowing us to update the 

data when the network operating conditions change.  

 

Corporate IoT structure 

In the Krasnoyarsk Scientific Center, the IoT technology is used to monitor the temperature and 

humidity of the premises where the servers supporting the network and mail services are located [25]. 

The network structure is shown in Fig. 1.  

When constructing data sets for anomaly analysis, it is necessary to take into account not only the 

network structure, but also the properties of the protocols used at individual machine-to-machine 

communication levels. Table 1 provides examples of protocols distributed across network levels (in 

the context of the TCP/IP protocol stack and the OSI reference network model).   

When building an IoT network, it is necessary to choose which protocols will operate at the data 

link layer and which will perform data exchange between devices and applications at the application 
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layer. The requirements for these protocols include ensuring reliable and efficient communication be-

tween distributed devices, real-time data synchronization, and the ability to transmit asynchronously 

over unstable connections and in low network bandwidth conditions [26].  

 

 
 

Рис. 1. Структура сети интернета вещей 
 

Fig. 1. Structure of the internet of things network 
 

For example, Ethernet, Modbus, Zigbee, WiFi, LoRaWAN are channel layer protocols. In our case, 

Ethernet and WiFi protocols are used, which is determined by the functionality of the corporate net-

work into which the Internet of Things devices are built. Application layer protocols perform the func-

tions of packaging, formatting and delivering data, ensuring control of their integrity and quality of 

service.   

The application layer protocols include MQTT, CoAP, AMQP. In the constructed network, the 

MQTT protocol was selected for the application layer – an open standard developed specifically for 

small computing capabilities of devices [27] and is currently one of the most frequently used protocols 

for machine-to-machine interaction in the Internet of Things. Its operation is based on the “publisher – 

subscriber” pattern (Fig. 2).   

 

Table 1  
Distribution of network protocols by layers of the OSI and TCP/IP models  

 
OSI model   TCP/IP  Examples  

Applied    

Representative   

Session   

Applied  
 

HTTP, HTTPS, FTP, MQTT, CoAP, AMQP 

Transport   Transport   TCP, UDP 
Network   Inter-network   IPv4, IPv6, ICMP 
Channel   Ethernet, Wi-Fi, BLE, Zigbee, Z-Wave 
Physical  

Channel  
 LoRaWan 

 



 

 
 

Part 1. Informatics, computer technology and management 
 

 13 

 

 
 

Рис. 2. Шаблон «издатель – подписчик» 
 

Fig. 2. Template “publish – subscribe” 

 
The following entities participate in data exchange: Publisher is a device that collects information 

or performs measurements; Subscriber is a client that receives and uses this information in the course 

of its work; Broker is an intermediary that receives data from the publisher and distributes it by sub-

scription to topics that determine the type and source of information. The mechanisms of information 

interaction in the developed Internet of Things network take into account the cyclical nature of the 

analyzed processes, which allows reducing the load on information consumers and the networks used 

[28].  

Despite the fact that the connection of IoT devices to the corporate network has not been an-

nounced in the public space, there is a steady increase in illegitimate connection requests. There is a 

constant scanning of various services on the ports of the MQTT protocol.  

Fig. 3 shows an example of the distribution of requests by source countries. Indicators characteriz-

ing the dynamics of growth of requests to devices of the corporate IoT network are considered in [29].  

 

 
 

Рис. 3. Распределение запросов по странам (статистика за 6 месяцев) 
 

Fig. 3. Distribution of requests by country (6 months statistics) 

 
The growing interest in IoT devices from illegitimate users and scanning of MQTT protocol net-

work ports show the relevance of monitoring the security of the constructed structure and creating 

tools for detecting network anomalies. An infrastructure has been developed for the study, ensuring 

the collection and updating of data.  

 

7% 

69% 
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Building a data collection infrastructure  

The infrastructure for collecting data and simulating security threats is placed within the existing 

network of the organization, without additional optimization and isolation. The previously shown 

structure of the IoT network is supplemented by various implementations of data brokers, software 

agents that collect information at key points of the corporate network, and threat simulators specific to 

the IoT.  

The choice of a software platform for implementing brokers is determined by the requirements for 

ensuring performance, reducing data transfer delays, supporting clustering, limiting resource con-

sumption, etc. As a rule, public data sets do not focus on the brokers used and their configuration, 

which does not allow identifying possible features of the functioning of the software platforms imple-

menting their functions. To take into account the features of various brokers, EMQX, NanoMQ, Ver-

neMQ brokers [30] are installed in addition to Eclipse Mosquitto. Broker configurations are config-

ured that differ in the software platforms used and settings for the authorization method, encryption 

(TLS – Transport Layer Security protocol or without encryption) and access (from an internal or ex-

ternal network). Examples of broker symbols are given in Table 2.  

 

Table 2 
Configuring security settings  

 
Designation on the diagram  Authorization  Encryption  

auth_priv Login/Password  No encryption  
anon_priv Without authorization  No encryption  
auth_priv_tls Login/Password  TLS 
anon_priv_tls Without authorization  TLS 

 

The conceptual diagram of the data collection and security threat simulation infrastructure is shown 

in Figure 4. The infrastructure includes 16 independent brokers and a replicating broker for distribut-

ing data from publishers, as well as software agents that collect information about the interaction of 

IoT devices with the outside world and within the network.  

Software agents running on brokers collect both external and internal network traffic coming to 

standard and encrypted ports of the MQTT protocol. In addition, server metrics and indicators pro-

vided by the broker software are collected. From servers, we receive percentage characteristics of sys-

tem resources (processor, memory, network channel load) required to perform work, the number of 

input/output operations performed, and others. From brokers, we receive the number of active clients, 

received and sent messages, their volume, static indicators obtained after analyzing network traffic. 

Data analysis will allow you to select a broker and its parameters in such a way as to maintain a bal-

ance between service availability and information integrity under the same usage scenarios without 

loss of functionality and under conditions of limited resource consumption.  

Network traffic collection agents are also located on the Proxy server (a device that services infor-

mation flows between users and web resources). The data collected there contains information about 

all external threat sources.  

To collect data that occurs during network attacks on Internet of Things resources, security threat 

simulators are configured (the eMQTT-Bench performance testing tool is used). Currently, traffic is 

collected with the following threats simulated:  

– DOS con, a large number of requests to the broker for connection are made in a short period of 

time; 

– DOS sub, a large number of requests to the broker for subscriptions are made in a short period of 

time;  

– DOS pub, a large number of requests to the broker to publish messages in a short period of time 

are made. 
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Рис. 4. Схема инфраструктуры сбора данных  
 

Fig. 4. Scheme of the data collection infrastructure 
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The listed attacks are performed both from a single source and simulate distributed threat variants 

from many sources. Additionally, a password attack is implemented, which performs a login/password 

pair selection for brokers with configured authentication. The data collected by agents is largely un-

structured and their use requires preprocessing, which divides traffic into sessions and calculates the 

parameters of the received sessions.  

The selection of the composition of the analyzed indicators is based on the conducted review of 

popular data sets. We combined indicators similar to those used in public sources, characterizing dif-

ferent levels of the network. By analogy with CICIDS2017, we calculate the characteristics of ses-

sions: date - time, flow identifier, source and receiver IP, protocol, flow duration, its speed, average 

value of the interpacket interval, total length of packets transmitted in the forward and reverse direc-

tions, and others. We supplement them with indicators generated in CIC EVSE2024 and not included 

in the first data source, for example, the number of SYN flags (ACK, FIN, etc.) in the forward 

or reverse direction. To study the features of the MQTT protocol, we calculate characteristics that 

summarize the flags of its sessions, similar to those used in the MQTT-IoT-IDS-2020 set, for example, 

the flag of the current session, connection, hold, session clear, quality of service level (requested 

and provided), message type, its length, etc. Thus, we use the structural elements of public data 

sources as dictionaries, which ensures the comparability of our metadata with them and allows  

us to compare the results of machine learning methods configured on our data with other works using 

public sets.   

The built infrastructure allows collecting IoT traffic and testing the network for resistance to sev-

eral types of attacks typical for such networks. Simulating attacks using tools included in the data bro-

ker will ensure their compliance with accepted standards.  

 

Conclusion 

The paper describes the infrastructure for collecting network activity data and simulating threats to 

the security of the IoT deployed within the corporate network of the Krasnoyarsk Scientific Center. It 

includes: sensors measuring temperature, humidity, etc.; brokers operating via the MQTT protocol; 

subscribers located in the local network or accessing data via the Internet; agents collecting informa-

tion; threat simulators that allow attacks to be carried out that are typical for the IoT and the network 

protocols used.  

Information is collected in a distributed environment that takes into account the specifics of the 

protocols used for interaction with all devices in various parts of the network. The collected data is 

processed and transferred to information systems within the network in an orderly manner, and access 

is provided to users located outside the local network.  

The infrastructure allows for the prompt receipt of new data sets with updated attack scenarios, tak-

ing into account the impact of the drift of attack concepts. Its use allows for the formation of a data set 

for the creation and verification of new methods and tools for detecting information security threats 

aimed at working in real IoT networks. Further development of the research topic consists in building 

a system for identifying and blocking cyber threats based on the analysis of network anomalies.  
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