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B cmamve npusedena nocmanoeka 3a0auu ORMUMUZAYUL CIPYKMYPbL ANARAPAMHO-NPOSPAMMHBLX
KOMNIEKCO8, NPEOHA3HAUEHHBIX OJis CUCTEM YRPAGIEHUS PEAlbHO20 DEMEHU, NPUMEHSIEMbIX, 8 MOM YUuce,
8 paxkemuo-kocmuyeckou ompaciu. Kpome moeo, uzyuenvl ocobeHHoCmu 0aHHOU 3a0a4u, éiusowue Ha
8b100p Memo0os onmumuzayuu. Jeiaemcs 6vl800, UMO OAHHAA 3a0ada Modcem Ovimb dPhexmusHo
Peuena ¢ UCNONb308AHUEM I80TIOYUOHHBIX MEMOO08 ONMUMUZAYUL.

Cywecmsyrowue mMooenu npou3so0umesbHOCmu NO380A0M ONPeOetsimG MUHUMATbHYIO ANNapamHyio
KOHpUSYpayuo MHO2ONPOYECCOPHOLO BbIMUCTUMENLHO20 Komniekca. TIpednoscennblil 8 OanHou cmamve
nOOX00 MNO380J5em HAXO00Umb KOHQUeypayuu, obradaowue annapamioi uzdblmoyHOCmbio  (no
CPABHEHUIO ¢ MUHUMAIbHOU KOHGuU2ypayuet), Ho, 3a CHém 3mo2o, umeiowue OOIbUYIO 8ePOSMHOCHIb
HAXO0MCOCHUSL 8 COCMOSIHUSIX, 00eCnedusarux npou3go0UmenbHOCb, 00CMAMOYHYIO 0I5l OOCHUNCEHUS]
yenell QYHKYUOHUPOBAHUS NPOEKMUPYEMOU CUCIEMbl YHPAGIEHUS DeanbHo20 epemeru. Onucauuwiil
nooxo0 sasisiemcs 0Oonee 2SUOKUM, HeM Hpocmoe OVOIUPOBaHue 6cex annapamuvlx KOMHOHEHMO8
MUHUMATLHOU KOHPuUeypayuu, 4mo mMoxcem 0blms UCHOIb308AHO OIS YMEHbUIEHUS. 3AMPA Hd CO30aHUe U
IKCNIYAMAYUIO NPOEKMUPYEMOTL CUCTIEMbL YAPAGIEHUS.

Ilpeonooicennas modenv modcem Obimb UCHOAL30BAHA OISl ONMMUMUZAYUU  NPOUZEOOUMENLHOCTU
MHO2ONPOYECCOPHBIX ANNAPAMHO-NPOSPAMMHBIX KOMWIEKCO8 CUCHEM YAPAGICHUs PEalbHO20 GDEMEHU.
Ipu 3mom HYZHCHO YUUMBIEAMb, YO PECYPCbl, BbIOCIEHHbIE HA CO30AHUE U IKCHAYAMAYUIO annapamuo-
NPOSPAMMHO20 KOMWIEKCa, 6ce20a ozpanuvenvl. Tlosmomy yerecoobpasno paccmampusams 3a0auy
ONMUMU3AYUY  NPOUBOOUMENLHOCIU — KAK — MHOLOKDUMEPUATIbHYIO:  OOHUM — Kpumepuem  6yoem

np0u3600ume/szocmb, a dpyewvz —3ampambsl Ha cozoanue annapantio-npocpammHoco KomMniexkca.

Kniouesvie cnosa: annapamHO-npozpaMMHblﬁ KOoMnJjieKc, MOdeﬂb, I’lpOLl&’GO()umeJZbHOCWZb, cucmemaol

ynpaejieHus peajiibHoco 6pemeru, meopusi Maccoeoco 06C/lnyCLt6ClHl/l}l.
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The article presents the problem of optimizing the structure of information processing computer appli-
ances for real-time control systems used, among other things, in the rocket and space industry. In addition,
the features of this problem that affect the choice of optimization methods are studied. It’s concluded that
this problem can be effectively solved using evolutionary optimization methods.

Existing performance models allow you to determine the minimum hardware configuration of a multi-
processor computing system. The approach proposed in this article allows us to find configurations that
have hardware redundancy (compared to the minimum configuration), but, due to this, have a greater
probability of being in states that provide performance sufficient to achieve the goals of functioning of the
designed real-time control system. The described approach is more flexible than simply duplicating all
hardware components of the minimum configuration, which can be used to reduce the cost of creating and
operating the designed control system.

The proposed model can be used to optimize the performance of multiprocessor hardware and software
complexes of real-time control systems. At the same time, it should be taken into account that the resources
allocated for the creation and operation of the hardware and software complex are always limited. There-
fore, it is advisable to consider the problem of performance optimization as a multi-criterion: one criterion
will be performance, and the other-the cost of creating a hardware and software complex.

Keywords: Computer appliance, model, performance, real-time system, queuing theory.

Introduction

A real-time system (RTS) is a hardware and software complex (HSC) that solves the problems of
controlling various processes in conditions of time constraints.

Many modern control systems are real-time systems for which performance is a critical parameter:
the control action must be developed in the required time, otherwise it becomes useless. This class of
control systems includes, for example, control systems used in the rocket and space industry, air traffic
control systems or technological process control systems. [1; 2].

Such control systems are hardware and software complexes that are a set of hardware and software
that work together to accomplish a given task.

Requirements for the performance of computing systems used in real-time control systems are con-
stantly increasing due to the increasing complexity of control objects.

Increasing the speed of computing technology has traditionally gone in two ways: increasing the
clock frequency of processors and developing multiprocessor systems. Today, we can state that the
possibilities of increasing the clock frequency have been exhausted, which is due to physical limita-
tions [3]. This means that real-time control systems will inevitably be created on the basis of
multiprocessor computing systems.

It is important to understand that the hardware performance requirements for real-time control sys-
tems are determined by the software that is used to generate the control action. Special requirements
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are also imposed on the software of real-time control systems related to the need to ensure that the cor-
rect control action is obtained in a strictly defined time. Therefore it is advisable to study the
performance of multiprocessor computing systems in close connection with the functioning of
software.

For the design of multiprocessor hardware and software systems, a model of their performance is
needed, which would make it possible to determine the speed of architecture options without experi-
mentation, which can be extremely time-consuming and require significant costs.

The existing models of performance of multiprocessor computing systems [4—6] do not take into
account the possibility of hardware failures and its recovery. In practice, when designing hardware and
software complexes of control systems real-time, this aspect cannot be ignored, since a decrease in
performance due to the failure of one of the processors can lead to the impossibility of generating a
control action in the required time, which is unacceptable for real-time systems.

Performance model and formulation of the optimization problem

We consider a more general performance model, which includes additional states in which not all
processors and buses are healthy, as well as transitions between states corresponding to processor and
bus failures, as well as their recovery. The computing system is considered as a queuing system (QS).

The investigated HSC consists of N types of processors containing by M; (i = 1, 2, ... N) processors
of each type with the average execution time of one instruction 7. Processors are combined with
RAM via N; buses. The service time of a request from a processor of the i type is 7i. It is assumed that
the time interval between any two adjacent claims obeys the Poisson distribution law with the parame-
ter v. The total flow of failures from processors of all types and interface buses also obeys the Poisson
distribution law with the parameter Ai. In addition, when evaluating the performance of a computing
system, it is assumed that the time interval between two adjacent services obeys an exponential distri-
bution law with the parameter pi, and the recovery time of buses and processors of the i type obeys the

exponential law with the parameter &;.

k, 1
N, My, M, e MG J 20 0 0N

this case, (N1—n) interface buses are in good order and participate in the computational process, and n
are faulty and are restored, (M1—mj) processors of the first type are serviceable and participate in the
computational process, while m; are defective and are being restored, (M2—m;) processors of the sec-
ond type are serviceable and participate in the computational process, and m; are faulty and restored,
..., (Mn—my) processors of the N type are in good order and participate in the computational process,
and my are faulty and restored. The system contains ji requests from processors of the first type, j. re-
quests from processors of the second type,..., jn requests from processors of N type, k buses are busy
with servicing, and | requests are in queues for servicing.

Due to the ordinariness of the streams of memory accesses, memory servicing of processors, fail-
ures and recovery of hardware components, transitions are possible only between states that differ in
the value of only one index, and this index can either increase or decrease by one.

Composing the system of Kolmogorov — Chapman equations [7] according to the general rules for
gueuing systems, we obtain a system of linear differential equations for the probabilities of states in
which the system can be.

Equating the derivatives to zero in this system, we obtain a system of linear algebraic equations for
the probabilities of states in a stationary mode.

Solving the system with one of the numerical methods of linear algebra, we obtain the values of the
probabilities of various states that can be used to determine any performance characteristics of the ana-
lyzed system [8].

The states in which the considered system can be will be denoted as a In
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In order for the failures of software elements to be considered statistically independent, like failures
of various pieces of equipment, these elements must be developed independently [9]. This approach to
critical software development is called multiversion programming (N-version programming) [10]. It is
easy to understand that the performance of software developed using this approach increases with an
increase in the number of different versions and an increase in the performance of their runtime envi-
ronment [11].

Obviously by increasing the number of redundant hardware and software components, the system
performance can be brought to any a given level [12]. However, such systems can be too expensive to
develop and / or operate. Therefore performance models must be complemented by cost models. The
cost of building hardware comes down to adding up the costs of the components. Models for estimat-
ing the costs of creating fault-tolerant software take into account the costs of developing multi-version
software, labor costs of personnel employed at different stages of the software life cycle, etc. [13; 14].

The constructed models allow one to proceed to the formalization of the problem of choosing the
optimal architecture options for multiprocessor hardware and software complexes of real-time control
systems. In this case, two groups of criteria are obvious:

- performance criteria that must be maximized (the probability of being in a state in which
performance is sufficient to generate a control action, etc.);

- cost criteria to be minimized (system cost, system development cost, operating cost, repair cost,
etc.).

In this case, constraints will be imposed on the variable tasks, for example, in terms of energy
consumption, speed, etc. To simplify the task, the cost criteria can be translated into constraints, since
for all cost characteristics of the system, as a rule, there are upper bounds set by the customer of the
system management. Having singled out the leader among the performance criteria, we get a one-
criterion conditional optimization problem with a set of essential constraints, into which the rest of the
criteria will go. In addition, there will be a set of natural constraints (for example, the number of
hardware components is an integer and positive number).

We consider the type of variables in our optimization problem. In this case, we will assume given
the maximum number of processor types N and software versions K, the maximum and minimum
possible number of processors of each type and buses (for processors mi* and mj, respectively, i =1,
..., N, and for buses n* and n"). Let us denote by m; the number of processors of the i type included in
the structure of the hardware-software complex (i = 1,..., N), by n - the number of buses, and by k -
the number of software versions. It is not difficult to see that the variables of our optimization problem
(k, mi, n) are integer, that is, we have a discrete optimization problem.

Let us give a formal record of the posed problem of optimizing the structure of a hardware-software
complex with multiversion software for real-time control systems:

Ro(my, ..., My, N, K) — max,
under conditions Ri(my, ...,mn, N, K)=RO 1=1, ..., Lg,
C|(m1, ..., My, N, k) < C|O, =1, ..., L

m<m<m®, i= 1,..., N,
n"<n<nt,
1<k<K.

In this problem, the following designations are adopted: Ry is the leading criterion for evaluating
performance; R, | = 1, ..., Lg, are secondary performance evaluation criteria; C, | =1, ..., L, - cost
estimation criteria; R\°, C\° - maximum permissible levels of criteria converted to restrictions.
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When designing the optimal structure of the hardware-software complex one cannot focus on the
maximum performance of special processors, but it is necessary to choose it so as to ensure the
maximum performance of the entire hardware-software complex as a whole. For the formal statement
of the problem, this means that the values of the average execution time of one instruction o by
processors of the i type cannot be constant, but must also be included in the number of optimization
variables. Moreover, the parameters of the system v; and wi become functions of Ty, that is,
vi= vi(Tai), 1i = wi(Toi). This leads to a significant complication of the optimization problem, turning it
into a two-level first hierarchical task:

(Ro*(Tog, ..., Toi, Ton), R*( Toa, ..., Toi, Ton), C*( Tos, ..., Toi, Ton)) —> extr,

rae Ro*, R* u C* is optimization problem solution.

First of all, it should be noted that the space of possible solutions is discrete, since the configuration
of the hardware-software complex is determined by the number of processors of various types and
RAM buses, which can only be integers. At the same time, the power of the search space grows
rapidly with the increase in the number of processor types.

If we roughly estimate the power of the optimization space, then we get the total number of
possible configurations more than 1,6 - 10%®. At the same time, significant restrictions will not
significantly reduce the number of search points.

A significant problem for solving the resulting optimization problem is created by the method of
calculating objective functions (criteria), which are mostly given algorithmically.

There are all the signs of a complex optimization problem: algorithmically specified functions,
different types of problem variables, a variable number of sought variables, a large search area for an
optimal solution.

When solving such optimization problems, evolutionary optimization algorithms have proven
themselves well [15-18]. Therefore, the study of the effectiveness of evolutionary algorithms when
optimizing the structure of hardware and software complexes of real-time control systems can be
indicated as a possible direction for further research.

Conclusion

The existing performance models make it possible to determine the minimum hardware
configuration of a multiprocessor computing complex. The approach proposed in this article makes it
possible to find configurations that have hardware redundancy (compared to the minimum
configuration), but, due to this, have a high probability of being in states that provide performance
sufficient to achieve the goals of functioning of the designed real-time control system. The described
approach is more flexible than simple duplication of all hardware components of the minimum
configuration, which can be used to reduce the cost of creating and operating the designed control
system.

The proposed model can be used to optimize the performance of multiprocessor hardware and
software complexes of real-time control systems. It should be borne in mind that the resources
allocated for the creation and operation of the hardware and software complex are always limited.
Therefore, it is advisable to consider the problem of performance optimization as a multi-criteria one:
one criterion will be performance, and the other will be the cost of creating a hardware-software
complex.

Thus, this article presents the formulation of the problem of optimizing the structure of hardware
and software complexes with multiversion software designed for real-time control systems. In the

222



Pazoen 1. Unpopmamuxa, svluuciumensuas mexuuka u ynpagienue

future, it is proposed to investigate the effectiveness of using evolutionary optimization methods to
solve this problem.
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B cmamve paccmampusaemcs pons UHGOPMAYUOHHBIX MEXHOIOSULL HA NPOMBIULLEHHBIX NPEONPUSIUIX
PAKEMHO-KOCMUYECKOU  OMPACAU, NPUBOOSMCS  PE3VIbINAMbl  AHANU3A  HAYYHBIX  UCTHOYHUKOE N0
Op2aHU3AYUU CUCTEM UHGOPMAYUOHHOU ROOOEPIUCKU OISl NPUHAMUS YRPAGIEHYECKUX PeuleHull, aHaiu3
CYWecmeyrouux Memooux NOCMPOEHUsl YHPAGIEHYeCKO20 YYemd HA HpeOnpusimusix u cnocobog e2o
asmomamuzayuu. J{enaromcs 6vi600bl 0 HeOOCMAMOYHOU NPOPADOMAHHOCINU U3YYEHHBIX DEUEHUll, KaAK C
MOYKU 3PeHUs NOSUKU OP2AHU3AYUU YYema, MAaK U ¢ MexHuueckou mouku 3penus. Onpedensomcs
OCHOBHblE 3a0a4U CUCHEMbl UHOOPMAYUOHHOU NOOOEPIHCKU, Memoobl (POopMUpo8anus 3phekmuenoco
VApagienyeckoeo yuema u yeau e2o 6Heopenus. Ilpediacaemcs noodxo0 K CO30aHUIO CUCHIEMbL
UHDOPMAYUOHHOU NOOOEPIICKU 8 8Ude HAOCMPOeHHOU ynpasaaowell 6aszvl Oanuvix 6 sude OLAP-pewenus,
nOCPedcmeom KOMOPOU UHMEZPUPYIOMCs (DYHKYUOHATbHbIE UHDOPMAYUOHHBIE CUCTNEMbL U CIPOUMCS
0emanu3upOBAHHDBIL YRPAGIEHYECKULL YUEem, CEA3AHHbI ¢ OYX2AMePCKUM U HALO208bIM YUEMAMU 8 eOUHVIO
cucmemy 8 eOUHOM UHPOPpMAYUoHHOM npocmparcmee. ORUCLIBAIOMC NPEUMYWecmed GHeOpeHUs
npeonazaemoll cucmemvl, NO36OMSIOUWEU NPOBOOUMb BCECIOPOHHUIL PemMPOCHEKMUGHbIL U ONePAMUGHDbILL
aHanU3 MeKyuje20 COCMOSHUS NPOMEKAIOWUX HA NPeOnpUsmuY NPoYeccos ¢ OEHENCHOU OYEHKOU
cpeocmsamu SQL ¢ evicokoii cmenenvio Oosepus k OdauHvim. 0208apusaromcss NPUHYUNvl CO30AHUS
INEMEHMO8 UHPOPMAYUOHHOU cucmemvl 01 NOCAeOYIowe20 3Phekmusnoco nian-gakm auamuza u
sbipabomxu ynpagienueckux pewienuil. IIpueooumcs cxema opeanuzayuu eOUuHo020 UHOOPMAYUOHHOSO
APOCMPAHCmMea u cucmemvl, obecneuusaroujell UHGOPMAYUOHHYIO NOOOEPHCKY NPOYECCO8 YNPAGIeHUs
npeonpusimuemM, PAcCMAmMpUearOmes, OCHOBHblE UHGOpMayuoHHble nomoku. Onucevleaemcs: JN02UKa
RO00ePHCANUSE NPOYECCA POPMUPOBAHUSL CIPYKIMYPUPOBAHHO20 XPAHUIUWA OAHHBIX NPU A8MOMAMU3AYUL
@unancoso-sxonomuuecxkou yacmu ACYII na base npedcmasnsiemoco cnocoba opeanHuzayuu OAHHLIX,
NO38ONAIOWAS YEI3aMb YRPAGIEHYECKUL, OYXeaImepCcKull U HAl02068bll YYembl ¢ OOHUM UCHOYHUKOM
AKMYanbHuIX OaHHLIX, co30asas npu dmo 3¢pgexmusnoe OLAP-pewenue. Ilpusooumcs naznsaonulii npumep
opeanusayuu OaHHLIX 8 ude Yes3Ku cpeocmeamu B ompadicenuil nepauunbix 00KYMEHMO8 NPeonazaembim
Ccnocobom, 0HecneHu8aloWuM BO3MONCHOCTG ONEPAMUBHO20 AHANU3A 0eOUMOPCKOU U KpeOumopcKou
3A00NIICEHHOCMU U OCYWEeCMENeHUsT NPEOSaApUMENbHO20 (YUHAHCO68020 KOHmMpouHed. I[Ipusoosmest
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npumepvl UnmMepHecos noab3oeamesns U3 paspabomaHHol Cucmemvl UHOOPMAYUOHHOU NOOOEPIHCKU,
HOCMPOEHHOU HA ONUCHIBAEMBIX CROCOOAX Opeanuzayuu 0aHHbIX. [lenaromcs 6bi600bl 00 dpghexmusHocmu
npeonaeaemozo peueHus..

Knrouesvie crosa: cucmema uH@OPpMAYUOHHOU ROOOEPAHCKU NPUHAMUS YAPAGLEHUECKUX peuleHull,
unmezpayusi, eOuHoe UHGOPMAYUOHHOE NPOCMPAHCME0, PuHancoswlil konmponnune, OLAP-pewenue.
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The article examines the role of information technology at industrial enterprises of the rocket and space
industry, provides the results of the analysis of scientific sources to organize information support systems
for making management decisions, an analysis of existing methods for constructing management account-
ing at enterprises and methods of its automation. Conclusions are made about the insufficient elaboration
of the studied solutions, both from the point of view of the logic of the organization of accounting, and from
a technical point of view. The main tasks of the information support system, methods of forming effective
management accounting and the goals of its implementation are determined. An approach to create an in-
formation support system in the form of a built-in control database in the form of an OLAP solution is pro-
posed, through which functional information systems are integrated, and detailed management accounting
related to accounting and tax accounting is built into a single system in a single information space. The
article describes the advantages of implementing the proposed system, which
allows for a comprehensive retrospective and operational analysis of the current state of the processes oc-
curring at the enterprise with a monetary value using SQL tools with a high degree of confidence in the
data. The principles of creating elements of the information system for the subsequent effective plan-fact
analysis and development of management decisions are discussed. A diagram of the organization of a sin-
gle information space and a system that provides information support for enterprise management processes
is given, the main information flows are considered. The logic of maintaining the process of forming a
structured data warehouse is described, while automating the financial and economic part of the automat-
ed control system based on the presented method of organizing data, which allows to link management,
accounting and tax accounting with one source of relevant data, while creating an effective
OLAP solution. An illustrative example of the organization of data in the form of linking the reflections of
primary documents by means of a database using the proposed method, which provides the possibility of
operational analysis of receivables and payables and the implementation of preliminary financial control-
ling, is given. The research provides examples of user interfaces from the developed information support
system based on the described methods of data organization. Conclusions are made about the effectiveness
of the proposed solution.

Keywords: information support system for making management decisions, integration, unified infor-
mation space, financial controlling, OLAP solution.
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Introduction

The prerequisite to implement economic activities (EA) is the application of information technolo-
gy (IT) at the industrial enterprises to automate design processes, production management, logistic
activities, financial economic and accounting processes. Successful automation of enterprise manage-
ment system increases the efficiency of the management, stimulates labour productivity due to accel-
erating the information exchange in agreeing various issues, transiting to digital document workflow,
reducing the influence of the human factor and the possibility of automated standard decision making.
Information systems (IS) and processes at enterprises should be interdependent, since currently, it is
impossible to provide workflow and management accounting without information support. IS ensures
the fulfillment of the set goal satisfying numerous requirements for the production and accounting
process, and not only records the results of business processes (BP) [1].

The relevance of the study in this article is determined due to the search for solutions to improve
the efficiency of enterprise management in the rocket and space industry (RSI) within the state defense
orders and high uncertainty.

An effective information support to the management process is required to make informed, relevant
economic decisions based on reliable information from various sources, formed by means of account-
ing and analytical support for management processes, structured and supported according to certain
rules.

Research analysis

The targeted research has demonstrated that the purpose of IP management is to provide consumers
with appropriate relevant information in a certain subject area in the form of up-to-date information
products [2].

Considering that the subject data of various processes are distributed over their functional 1S, and
management decisions are determined due to analyzing the financial and economic state of the enterprise
and the ongoing processes, developing systems of information support management based on current
economic data, connected in a database with the production process; the current economic data are avail-
able at any time. The process requires a data management tool for EA, integrated with functional IS con-
taining the results of this activity, thereby forming management accounting (MA) at the enterprise [3].

In the sources [4-14], the methodology to construct MA mainly consists in determining the sequence
of actions from the accounting audit to recommendations to automate the processes described and
regulated before, which ultimately allow obtaining various mid-assessment of information necessary for
making management decisions. However, there is a lack of clearly described solutions to organizing MA
information support at large enterprises. One of the most important conclusions made as a result of the
analysis is the need for MA obtaining data both on the planned performance of the enterprise and on the
actual ones in the form of accumulated costs in case the required results are achieved. The purpose to
develop information support to MA is to manage costs to control the cost of production. MA organiza-
tion should be based on the management policy principles and consider enterprise features.

MA automation means a method of technical systematization of information into a single database
with collecting, processing and transmitting the required information, which could be used to compile
both accounting and management reporting, its measurement and evaluation of the results obtained. The
analysis of sources [4-14] in the field of management accounting automation showed the following.
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1. The proposed solutions based on accounting data are ineffective due to a significant information
time lag concerning the fact of business transactions (BT), insufficient for managerial conclusions of
analysis reflected in accounting entries, however, these data on work in progress (WIP) are not con-
nected with the sales objects, affecting the cost of production. Fig.1 introduces a conventional ap-
proach to MA organization.

. : Management
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Source e . g » accounting information Znage.men
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Fig. 1. General approach to the organization of management accounting

2. MA automation problem is mainly solved by developing a parallel A autonomous MA system in
an economic entity, which will certainly results in data discrepancies and distrust to information. Such
solutions require very high qualifications of employees who process primary documents, since they
are responsible for the correct distribution of the primary data across the MA registers. Large enter-
prises obtain employees working with primary documents being ordinary registrars and, as a rule, not
having such skills when entering documents into the accounting system.

3. There are no ready-made solutions meeting the needs of companies in the rocket and space in-
dustry in the literature studied; on the contrary, there is a statement that such software has not yet been
developed to be adapted for accounting, tax and management accounting simultaneously, this forces
enterprises to use a whole set of tools, which is often inconvenient due to database incompatibility
[14]. Among the many different programs and local solutions, the visibility (traceability) of the MA
goals, the stages of their achievement with reference to the objects of control are lost.

Most of the scientists researching the problem of MA organization [4-14] conclude that it is
necessary to build 1S and their inherent information flows to store data to be considered as an OLAP
system and be able to continuously compare the current data with the planned values of economic
indicators tied to the objects of control and accounting. However, even such an approach to MA auto-
mation can contain hidden problems: processed and consolidated data, rather than primary data, can be
overloaded, which can lead to distortion of information obtained on the basis of created data marts. In
addition, accounting data is generated according to the rules and, for the accounting needs, they are
unacceptable for operational decisions due to a delay. And, finally, the most important drawback of all
approaches to the MA automation based on accounting data is the accounting records the performed
BT and beautiful pictures in the Bl system will show what a manager has not done, and they will use
these data only to prepare a solution for the future, if the same conditions are created.

The most important accounting principles for MA is the availability of operational information about the
real state of affairs rather than the document registration in the accounting system [8]. Accounting and MA
automation does not only significantly increase the efficiency of the accounting department, but also reduces
the likelihood of errors, improves the quality and efficiency of reporting by embedding mechanisms for BT
visual reflection into the software [9].
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In the rocket and space industry the main tasks to automate information support systems of enterprise
management are:

— time-efficient analysis of receivables and payables;

— preliminary financial controlling (both at the stage of agreeing the payment requirement and creating a
payment document);

— time-efficient tax accounting;

— organization of related management, accounting and tax accounting;

— management of the production cost in the form of accounting, controlling and managing production
costs, decomposed by the price structure;

— connection of management accounting with PDM and PLM systems for accounting of technical
results of activities to help detail work in progress to accounting objects.

In order to comply with the law, to ensure the ability to manage the life cycle (LC) of the
manufactured products and their impact on the economy, developing information support systems be-
come necessary for the processes occurring at the enterprise according to the regulatory authority
requirements to accounting. The regulations to maintain separate management, accounting and tax ac-
counting at an enterprise determine the conditions for the functionality of management information
and control system (MICS), for the processes of structuring, transforming and storing information in a
form meeting the requirements of regulatory documents and regulatory agencies for enterprise report-
ing, as well as suitable for analyzing statistical data. The tool for recording and analyzing data on EA
should be able to integrate with functional IS, where the activity results are planned and considered.
Up-to-date information about any individual item of the product should be available automatically in
various views. Such an integrated 1S should make compatible the processes of development and pro-
duction of technology with the economics of these processes and can be used at enterprises as a PLM
system. Fig.2 introduces MA main aspects.

The entire chain of processes from letting a contract to delivering finished products is accompanied
by primary documents, the data of which are subject to mandatory accounting and tax accounting. The
quality of information support to MA depends on the created opportunity to analyze the data of these
documents in various aspects and with the least time serving the information consumer's interests. At
large enterprises, with a large number of primary documents without an effective MA system, quickly
finding results on constantly emerging issues is very difficult.

Analyzing standards, methods and experience in developing information support tools inevitably
leads to an understanding the need for a transition to process management [15-19]. The most suitable
and practical technology, combined with the principles of CALS/IPS, is the methodology to describe
information flows in the IDEFO notation and the Workflow technology of workflow management,
supporting the BPMN notation [19]. A resolved issue can be considered the availability of BP descrip-
tion tools developed in the Russian Federation with the support of notations allowing to create detailed
business models and generate regulations to implement processes in the covered areas of activity and
of performers’ job descriptions .

The management methodology, based on using the principles and developing information support
for this, forms understanding of MA continuity and the quality management system (QMS) of an
enterprise [17]. For managers to unambiguously understand a set of control objects and economic
aspects of financial and economic activities (FEA), it is necessary to develop a corporate enterprise
management system in a single information space (SIS) using one control database, with an
unambiguous identification of accounting objects and primary documents associated with their life
cycle.
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Fig.3 demonstrates the principle of organizing information flows among the main functional
systems and information consumers, the principle to which one should strive for MA purposes [18].
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Fig. 2. Aspects of management accounting
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Fig. 3. Organization of information flows of management accounting
as an element of a quality management system

Developing MA information support

The most realistic and effective, and simultaneously, the most difficult way to develop MA infor-
mation support is to develop MA database in the form of a SIS, in which the storage and accounting of
the data of the main primary documents will be organized immediately in the form of an OLAP-
solution that excludes the consolidation and overloading of primary data, and using the same
structured array for the accounting and tax accounting. Realizing the solution will be effective through
a built-in database and interfaces corresponding to MA goals, providing the processes developed for
MA formation and their information flows. The data arrays formed by the solution are easily integrat-
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ed with the necessary functional IS at the database level, as a result of which the linkage of subject IS
with the economic system is organized, on the basis of which most management decisions are made.

Enterprise management, in addition to technical aspects, should be considered as a system of inter-
related processes, where economic indicators (direct costs, payroll, overhead costs, budget, financing,
etc.) act as controlled parameters. The result (feedback) to the deviation of the actual indicators from
the planned ones will be a balanced management decision. For an effective MA, it is necessary to de-
velop a methodology to store data for time-efficient analytical activities and making informed man-
agement decisions, as well as an applied functional model of the accounting process for the costs to
develop products with the ability to provide preliminary, in most cases, automated financial control.
Fig.4 demonstrates the developed approach to MA organization at the rocket and space industry enter-
prises.
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Fig. 4. Proposed approach to organizing management accounting

The developed logic of building information systems distributes the entire burden of MA
organization among the employees responsible for the primary documents, and the add-on in the form
of the proposed software ensures the structuring and storing the data in the database according to the
rules allowing to form MA and the related accounting and tax accounting, and not only hampering the
work of the system users, but also facilitating it due to preliminary automated controlling.Many
potential errors are eliminated at the stages of inputting primary information and linking data in the
form of logically completed BTs. The result of the MA information support implementation system at
the enterprise, based on the proposed approach, will be a unified database of the structured data con-
cerning the progressing BT, suitable for a comprehensive operational analysis by SQL means.

Realizing this approach is possible when forming an OLAP solution based on a specially designed
data warehouse meeting the MA goals. The most effective way of realization seems to be the
development of a ROLAP system with storing actual data in the database tables [20]. The database
logical structure must be developed to integrate functional systems on the same solution, which is also
the most effective way of integrating 1S. To form an up-to-date set of data available at any time, it is
more expedient to use an incremental update of data changed in the OLTP system [21]. This approach
contributes to developing a structured data repository prepared for the management analysis before it
enters the accounting system.

To ensure the possibility of measuring MA controlled parameters, it is necessary to introduce
analytical markers to the primary documents, selected from the reference books developed for MA
purposes, corresponding to the logic of BP primary documents. As a basis for the formation of an
OLAP cube for the main external primary financial documents, the most effective is to use the storage
architecture with dimensions according to the "snowflake" scheme, in which it is necessary to create
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fact tables providing the physical organization of data and organize links of primary documents corre-
sponding to the logic of the fixed BP. It is also rational to use normalized data warehouses in one rela-
tional data storage systems (RDSS) for linking with OLTP systems of our own design. Metadata de-
serves paramount attention in the development of a data warehouse: information about the structure,
placement and transformation of data, due to which the effective interaction of various components of
the warehouse is ensured.

Management solution is, as a rule, a respond to a comparison of indicators that characterize the
process. For MA, the forecast manufacture process values are compared to the actual accumulated data
of the EA results. For convenience, efficiency, traceability and the possibility of automated analysis of
ongoing processes, it is advisable to build planning systems according to the same principles in the
SIS with a fact collection system, based on the same reference information (NRI). The systems should
conduct efficient and automated plan/actual analysis. Adhering to the opinion that the cost of products
is formed by the processes, it becomes obvious to develop and improve BP to eliminate information
gaps, forming a root model (without information gaps and loss) and the basis for BP regulation, this
results in increasing labour efficiency, management efficiency, and reducing manufacture costs.

For planning, amenable to operational analysis by means of SQL, it is advisable to build a project
management system in the SIS as a central node integrated with all accounting systems, that contribute
to linking all work performed at the enterprise with the concept of a project, which should go through
all software and form the EA management basis. It is the work from the project work plan that should
be the connecting element in all BPs, and its cost attributes should become the basis for the MA sys-
tem. By linking work with sales objects (accounting objects), it is possible to obtain the opportunity to
quickly manage the timing of production, estimate resources, predict the prospects for the activities of
departments, as well as evaluate profitability both for individual projects and across the enterprise,
which increases efficiency and transparency in the field of management.

The data in MICS in all of its accounting systems should be linked to forming the main information
flow; Fig.5 demonstrates its diagram.

Applying certain methods of data structuring, based on the coding of analytical information about
the object of control, the SIS prepares data suitable for automated control, increases their connectivity
and traceability, which contributes to reducing the time of their analysis, improving the quality and
relevance of the solutions generated and the management effectiveness in general.
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Fig. 5. Diagram of the main information flow in the automated control system

Fig. 6 shows a simplified diagram to arrange SIS for the information support system, where each
process is organized using the developed software, its implementation leads to automating the main
information flows controlled in MA, and thereby, ensures the efficiency of the enterprise management
process. Introducing such processes and software organizing the presented information flows in the

234



Pazgen 1. VIHpopmatvka, BbI4UCANTEIbHAA TEXHUKA U YITPABAEHNE

SIS makes it possible to conduct an operational plan/actual analysis at any time and generate any de-
tailed reporting that corresponds to official accounting and tax accounting.

To support the process of forming a structured data warehouse when automating the MICS
financial and economic part based on the presented method of data arrangement, the main software
modules "Purchases" and "Sales" have been developed, in which all primary financial documents
accompanying commodity-money relations are entered, registered and taken into account with
counterparties, as well as proactive control over the legality of spending money. The main purpose of
these modules is to create and maintain SIS by linking the reflections of primary documents to each
other in the database tables and marking the resulting lines with analytical features. Documents are
linked according to the principle of belonging to each other, where one document is the basis for gen-
erating another, or documents are two parties to one financial and economic transaction (FET). Docu-
ments are linked both fully and partially in the amount of money that identifies the weight in monetary
terms of a particular FET [22].

The actual links of documents are stored in database tables and are supported by a set of rules and
restrictions that correspond to the developed logic through user interfaces. The software logic provides
the information structuring, the organization and maintenance of data connections in the described
way for the entities "Purchase” and "Sale"; it is shown in Fig. 7 and 8 respectively.

Connecting within the framework of the developed method of reflecting the primary documents to
purchases and sales, we obtain a lined up detailed MA within the framework of the cash flow before
financial transactions on the accounting. The link between purchases and sales is carried out by con-
necting a contract and a customer with contracts for supplying goods, work, services through an open
order in an integrated project management system [22].

Accounting records the same FET with the same analytics with a link to the primary documents.
When using the developed method of linking primary financial documents, there is no need to build
MA while analyzing receivable and payable on accounting entries, as it is arranged in most economic
systems. Actual data are available to analyze them immediately after linking the documents and it can
be changed before the documents are posted on accounting.
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Since the primary documents being the grounds for accounting entries, are interconnected at the
database level, then in accounting there is no need to keep a complete set of analytics tools
characterizing FET in every entry. These data are easy to find and analyze in a multidimensional array
supported in the described way, which is the basis of the OLAP system. Due to this approach, the rel-
evance of data is maintained in one place, where the primary document is born and the information
flow is generated, the logic of which is supported by the developed system and user applications.

The developed system links management, accounting and tax accounting, which are based on
detailed data on FET with the necessary analytics and fixed links between them, forming a
multidimensional array of structured data or OLAP solution. As a result, SIS is formed, containing up-
to-date and consistent information about the state of all FETs based at least on one of the listed prima-
ry documents.

SIS, formed by the “Sales” and “Purchases” software modules, is a repository of structured data
corresponding to primary documents, detailed to logically completed operations and having rigid links
to each other in the form of external keys in the database table. Fig. 9 presents an example of organiz-
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ing data within a separate process of supplying manufactured products (Sale) in the form of a struc-
tured array.
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Fig. 9. An example of the relationship of primary documents for the entity Sale in the framework
of the end-to-end delivery process of manufactured products

Proactive control of cash flow is performed in documents of the "Acceptance” type in the
"Purchases" module, where all the characteristics of the future payment are automatically checked for
the legality: budget plan item, payment purpose, contract balance, state contract identifier (SCI), bank
details, accounting policy restrictions and various customizable conditions. Acceptance is an internal
document of an enterprise, it acts as an integrator of the process of cash flow and it can be “loaded”
with any checks. In its turn, preparing a payment document for budget planning items requires obliga-
tory presence of an agreed registered acceptance, this budget rule is monitored. Software does not al-
low registering a payment document in the system if it does not meet the budget rules.

The forms for entering financial documents contain all the necessary reference books for MA for
marking the data of primary documents with MA attributes for subsequent analytical tasks in the
formed multidimensional array of structured data. Fig.10 presents the user interface for working with
the financial document data structured and linked in the form of an OLAP solution. This application
analyzes the relationship with counterparties, estimates receivables and payables.

Due to this data organization, the budget of the enterprise for a specific date is automatically
collected; the budget can be compared with its planned values (Fig. 11).

Software, providing the rules to structure and store the data, consists of two classes. This is a class
to maintain the logic of recording and process data about the primary documents and the links between
them, and a class to maintain the logic of recording and process data on (VAT) in the documents taken
into account, thereby forming tax accounting. The technically developed software maintains up-to-date
a multidimensional data array distributed over several tables in the database, each being responsible
for the necessary display of the same data on the operations that have taken place for various purposes
of accounting and analysis. The set of attributes in various database tables is determined by the stored
entity, technical fields to implement the method of data connection and additional fields to organize
and maintain the rules laid down in the accounting policy of the enterprise. Additional details in data-
base tables about VAT may vary depending on the selected accounting policy, while the part of the
software responsible for calculating the purchase ledger and sales ledger can be modified to comply
with the accepted accounting rules at the enterprise. As a result, the database tables can collect and
store the current data about the primary financial document data on the document linkage, reflecting
BT, thereby forming MA, and related data on VAT, calculated according to the accounting policy
rules, forming the tax accounting.
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Fig. 11. Form of analysis of the enterprise budget in the automated control system

In their turn, accounting entries in dependent accounting areas are developed on the basis of data
from the prepared tables of links of primary documents and related tables that consider the VAT
distribution. This allows analyzing the activities of the enterprise reflecting the BP financial and eco-
nomic reflection of in real time, which increases transparency and accuracy in management. An ana-
Iytical base is created for making timely and well-grounded management decisions, as well as prelimi-
nary financial control is carried out for the legality of financial transactions and their characteristics.
The possibility of an automated solution of many typical financial and economic operations is formed,
this results in saving time resources and increasing mobility and management efficiency. SIS, formed
and maintained in this way, is a single data source of contemporary and consistent information for var-
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ious types of reporting to various controlling organizations.

Conclusion

The studies demonstrate that the existing approaches to the automation of the control system are
mainly in developing autonomous control systems operating in parallel with the control unit, which
will certainly lead to data discrepancies and distrust of information. We consider the most effective
way to develop MA information support to create a MA database in the form of SIS, where the storage
and accounting of the data of the main primary documents is organized in the form of OLAP solution
excluding the consolidation and overloading of primary data, while the same structured array is used
for purposes of accounting and tax accounting. The proposed approach is realize through a specially
designed data warehouse that meets the MA goals. ROLAP system is developed with the contempo-
rary data stored in the database tables. To support the process of forming a structured data warehouse
on the basis of the presented method of organizing data, software modules are developed; the software
stores registers and considers all primary financial documents accompanying commodity-money rela-
tions with counterparties, as well as it performs proactive control of the legality of spending funds.
The developed system links management, accounting and tax accounting, which are based on detailed
data on the FET with the necessary analytics and fixed links between them, forming a multidimen-
sional array of structured data. This results in developing SIS, that contains contemporary and con-
sistent information about the state of all FETs, an analytical base is created for making timely and
well-grounded management decisions and automated financial controlling.
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The method of fictitious discrete models in the calculation of bodies
with an inhomogeneous regular structure

A. D. Matveev

Institute of Computational Modeling of SB RAS
50/44, Akademgorodok, Krasnoyarsk, 660036, Russian Federation
E-mail: mtv241@mail.ru

When the strength of elastic composite structures (plates, beams, shells) widely used in aviation, rocket
and space technology is calculated with the finite element method (FEM), it is important to know the solu-
tion error. To analyze the solution error, it is necessary to use a sequence of approximate solutions con-
structed according to the FEM using the grinding procedure for basic discrete models (BMs), which take
into account an inhomogeneous microheterogeneous structure of bodies within the microapproach. Dis-
crete models obtained by grinding BMs have a high dimension, which makes it difficult to use the FEM for
them. In addition, there are BMs of composite solids (CSs), for example, BMs of bodies with a microheter-
ogeneous structure, which have such a high dimension that the implementation of the FEM for such BMs is
practically impossible due to limited computer resources. To solve these problems, it is proposed to use
fictitious discrete models in the calculations of CSs according to the FEM.

In this paper we propose a method of fictitious discrete models (MFDM) for calculating the strength of
elastic bodies with an inhomogeneous microheterogeneous regular structure. The MFDM is implemented
with the help of the FEM using corrected strength conditions, which take into account the error of approx-
imate solutions. The method is based on the following provision. We believe that BMs of CSs generate solu-
tions that slightly differ from the exact ones. Such BMs always exist for CSs due to the convergence of the
FEM. The calculation of CSs according to the MFDM is reduced to the construction and calculation of the
strength of fictitious discrete models (FMs), the dimensions of which are smaller than the dimension of the
BMs. FMs reflect: the shape, characteristic dimensions, fastening, loading and the type of the inhomogene-
ous structure of CSs and the distribution of the elastic moduli corresponding to the BM of the CS. The se-
quence consisting of the FM converges to the BM, i.e., the limiting FM coincides with the BM. The conver-
gence of such a sequence ensures uniform convergence of the FM stresses to the corresponding BM stress-
es. The implementation of the FEM for FMs with the use of multigrid finite elements leads to a large saving
of computer resources, which makes it possible to use the MFDM for strength calculations of bodies with a
microheterogeneous regular structure. Calculation of the CS strength according to the MFDM requires

10® +10° times less computer memory volume than a similar calculation using the BM of the CS, and does
not contain the procedure for grinding the BM. The given example of calculating the strength of a beam
with an inhomogeneous regular fibrous structure according to the MFDM shows its high efficiency. Apply-
ing the adjusted strength conditions allows using approximate solutions with larger errors in CS strength
calculations, which leads to improving the efficiency of the MFDM.
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Mertoa (PMKTUBHBIX JMCKPETHBIX MOJe/Iell B pacyeTrax TeJl
¢ HEOJHOPOJAHOM PeryjsipHOH CTPYKTYpoi

A. 1. MarBeeB

WuctutyT BeruucaurensHoro Mmoaenuposanus CO PAH
Poccutickas denepanus, 630036, r. KpacHosipck, AkaneMroponok, crp. 50/44
E-mail: mtv241@mail.ru

B pacuemax ma npounocmv ynpyeux KOMHOSUMHBIX KOHCMPYKYUl (naacmumbl, 6anku, 0060104Ku),
KOmopble WUpoKo NPUMEHAIOMCA 8 Ad8UAYUOHHOU U PAKEMHO-KOCMULECKOU MeXHUKe, C NOMOWbIO Memood
KoHeyHbIx nemenmos (MKD) easicno 3nams noepewinocmos peuterus. [ns aHanusza nozpeutHocmu peueHus
HeoOX00UMO UCNONB308AMb NOCAEO08AMENLHOCHb NPUOTUNICEHHBIX peuteHull, nocmpoernvix no MKD
C NpUMEHeHueM npoyeoypvl UMenbYeHus 01a 0a308vix Ouckpemuvix mooenei (bBM), xomopuvle
VUUMBIBAIOM 8 PAMKAX MUKPON0OX00a HEOOHOPOOHYIO, MUKDOHEOOHOPOOHYIO CMPYKMYPY KOHCHPYKYULL
(men). Juckpemuvle modenu, noiyyennsvie nymem usmeavienus bM, umerom bicoKYI0 pazmepHochib, 4mo
sampyousem 0na Hux npumenenue MKD. Kpome moeo, cywecmeyrom BM xomnozumnvix men (KT),
Hanpumep, BM men ¢ MUKpOHeOOHOPOOHOU CMPYKMYpPOU, KOmopvle UMEIOm maKylo  blCOKVIO
pasmepHocms, umo peanuzayusi MKD ona maxux BM, 6 cuny oepanuuennocmu pecypcos IBM,
NPAKMuU4ecKu Heeo3mModicHA. i peuterus 0auHbix npobiem 30ech npeoaazaemcs 8 pacuemax KT no MKO
UCNOABL3068aMb PUKMUBHBIE OUCKPEMHbIE MOOEU.

B oannoii pabome npeonracaemces memoo uxmuervix ouckpemuuvix mooeneti (MDIM) ona pacuema Ha
NPOYHOCMb YHpYyeUxX mei C HeOOHOPOOHOU, MUKPOHeOOHOPOOHOU pecynapHou cmpykmypou. M®OJM
peanuzyemcs ¢ nomowppto MKD ¢ npumeHeHuem cKOppeKmuposanuvlX YCI08Ull NPOUYHOCMU, KOMOpble
VUUMBIBAIOM NOZPEUIHOCTNb NPUOTUdICEHHbIX peuteHull. B ocnoee memooa nexcum ciedyroujee nonosicenue.
Cuumaem, wmo BM KT nopoowcoaiom pewienus, Komopvie MAai0 OMAUHAOMCI Om MOYHbIX. B cuny
cxooumocmu MKD maxue BM ons KT ecez0a cywecmsyiom. Pacuem KT no M®/M ceodumcs k
NOCMPOEHUIO U pacyemy Ha NPOYHOCMb QUKMUBHBIX OUCKpemHblX mooenell (PM), pazmeprocmiu KOmMopsix
MmeHvue pasmeprocmu BM. @M ompadicarom: ¢popmy, xapakmepHvie pazmepbl, KpenieHue, HazpyiceHue u
6U0 HeoOHopoonou cmpykmypul KT u pacnpedenenue moodyneii ynpyeocmu, omeewarowee bM KT.
Tlocreoosamenvuocmo, cocmosiwas uz @M, cxooumces k BM, m. e. npedeavnas @M cosnadaem ¢ hM.
Cxoo0umocms makoi nocied08amenbHOCmu 0becnedudaem pagHOMEPHYIO cXo0umMocms Hanpsicenu @M
K coomeemcmayiowum Hanpsdxcenusm bBM. Peanuzayus MKD ons @M ¢ npumenenuem MHOSOCEMOUHBIX
KOHEYHbIX DNIEMEHMO8 Npugooum K 60abwiol 3KoHoMuu pecypcos DBM, umo nossonsem ucnonb3o8amo
M®JIM ona pacuemos na npouHoCmb Mell ¢ MUKPOHEOOHOPOOHOU pe2yliapHou cmpykmypou. Pacuem na

npounocms KT no M®IM mpebyem ¢ 10° +10° pas menvwe o6vema navsimu IBM, uem ananocuunbviii
pacuem ¢ ucnoavzosanuem BM KT, u ne codepocum npoyedypy uzmenvuenuss bM. Tlpueedennwiii npumep
pacuema Ha NPOYHOCMb OAIKU C HEOOHOPOOHOU pe2YspHOU BOAOKHUCTOU cmpykmypou no MOIM
nokasvieaem ezo 8bICOKVIO
appexmusrocmo. Ilpumenenue CKOPpPeKMUPOBAHHBIX YCAOBULL NPOYHOCHIU NO360I51em UCNOTb306AMb
6 pacyemax KT na npounocme npubnudicennvie peuieHus ¢ O0AbUWION NOSPEUHOCHIbIO, YO NPUBOOUM
K noswiuenuio sppexmuenocmu MPDIM.
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Knroueswle cnosa: ynpyeocmb, KOMNO3Uumbvl, CKOPPEKMUPOBAHHbIE YCI06UA NPOYHOCMU, d)uKmuGHble
()UCerWIHble MO()eJZl/l, MHO20CEMOYHbIE KOHEYHblE d1eMEHMDbL.

Introduction

Composite structures (plates, beams, shells) especially those with a microheterogeneous fibrous
structure are widely used in modern aviation, rocket and space technology. Calculation of the structure
strength is one of the most important at the stage of preliminary design, which is a feasibility study of
a structure project. As a rule, the static strength calculation of an elastic structure (body) of a certain
class (for example, aircraft structures) is carried out according to the safety margins [1-3] and comes
down to determining the maximum equivalent stress of the structure. In this case for the bodyV, the
specified conditions (in terms of safety margins) have the formn, <n, <n,, where n;, n,are speci-
fied; nyis the bodyV, safety factor, ny=o; /o,; oris a yield point (ultimate stress) [1]; o,is the
maximum equivalent body stress corresponding to the exact solution of the elasticity problem (con-
structed for the bodyV, ). For stresses that are determined approximately, the corrected strength condi-

tions are used [4], taking into account the stress error. When analyzing the stress-strain state (SSS) of
elastic bodies, the finite element method (FEM) is actively used [5—11]. Basic discrete models (BMs)
of bodies, which take into account their inhomogeneous, microheterogeneous structure within the mi-
cro-approach [12], have a very high dimension.

Let us consider the main difficulties in composite solids (CSs) calculation using the FEM. To ana-
lyze the error of the approximate solution, it is necessary to use a sequence of solutions constructed
according to the FEM using the grinding procedure (within the microapproach) of composite discrete
models. The use of the grinding procedure leads to a sharp increase in the dimensions of discrete mod-
els. The multigrid finite element method (MFEM) [13-19] which uses multigrid finite elements
(MFEs) [24-29] is effectively used to solve problems of the elasticity theory [20-23]. Since nnested
grids (n>2) are used instead of one grid when constructing a n-grid finite element (FE), the MFEM
can be considered to be a generalization of the FEM, i.e., the FEM is a special case of the MFEM.
From here it follows that if the MFEs are used in the calculations of bodies according to the FEM, then
in this case, in fact, the MFEM is implemented. Inhomogeneous, microheterogeneous structures in
multigrid discrete models are taken into account within the microapproach. MFEs generate discrete
models of small dimension. However, for example, BMs of bodies with a microheterogeneous regular
structure have such a high dimension that the implementation of the FEM for such BMs with the use
of MFEs is difficult due to limited computer resources. To solve this problem, it is proposed to use
fictitious discrete models when calculating the strength of CSs according to the FEM. Let us note that
the existing approximate approaches and methods for calculating CSs have complex formulations, are
laborious and difficult to implement for CSs of complex shapes [30-38].

In this paper, we propose the method of fictitious discrete models (MFDM) for calculating the
strength of bodies with an inhomogeneous, microheterogeneous regular structure, which is imple-
mented with the help of the MFEM using the corrected strength conditions. Let us introduce the fol-
lowing definition.

Definition 1. Discrete models constructed for the CS V will be called fictitious models (FMs) if
these FMs have the following properties.

1. Inhomogeneous FM structures differ from the inhomogeneous structure of the CS V BM.

2. FMs reflect the shape, characteristic dimensions, fastening, loading and type of the inhomogene-
ous structure of the CS V, as well as the distribution of elastic moduli corresponding to the CS V BM.

3. The sequence consisting of FMs converges to the CS V BM, that is, the limiting FM of the se-
guence coincides with the CS V BM.
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4. The dimensions of the FM are smaller than the dimension of the CS V BM, except for the limit-
ing FM, the dimension of which is equal to the dimension of the CS V BM.

Let us note that properties 3, 4 are important for practice.

Scaled composite discrete models, the dimensions of which are smaller than the dimension of the
CS BM, are considered as FMs in this paper. The proposed FMs formed with a scaled regular CS cell
have the same characteristic dimensions, shape, fastening, and loading as BMs, but the inhomogene-
ous FM structures differ from the inhomogeneous BM structure. The considered FMs reflect the form
of the BM inhomogeneous structure and the distribution of the elastic moduli corresponding to the
BM. The FM sequence that converges to the BM is used in the calculations, i.e., the limiting FM of
this sequence coincides with the BM. The convergence of such a sequence (see property 3 in definition
1) ensures the convergence of the FM stresses to the corresponding BM stresses. Calculations show a
uniform monotonic convergence of the maximum equivalent stress of the FM to the maximum equiva-

lent stress of the CS BM. The implementation of the MFDM requires 10° =10° times less computer
memory than a similar calculation using the CS BM, and does not require grinding the CS BM. The
implementation of the FEM for FMs with the use of MFEs leads to a large saving of computer re-
sources, which makes it possible to use the MFDM for strength calculations of bodies with a micro-
heterogeneous regular structure. The given example of calculating a beam with an inhomogeneous
regular fibrous structure according to MFDM shows its high efficiency. The use of the corrected
strength conditions allows using the approximate solutions with a large error in the CS strength calcu-
lations, which leads to an increase in the MFDM efficiency. When calculating a CS of a complex
shape according to the MFDM, it is advisable to use FMs with variable characteristic dimensions.

1. The main provisions of the method of fictitious discrete models. The MFDM is applied for
CSs that satisfy the following basic provisions.

Provision 1. CSs consist of isotropic homogeneous bodies of different modulus, connections be-
tween which are ideal, i.e., the functions of displacements and stresses are continuous on the common
boundaries of different-modulus isotropic homogeneous bodies.

Provision 2. Displacements, deformations and stresses of different-modulus isotropic homogeneous
bodies correspond to the Cauchy relations and Hooke's law of the three-dimensional linear problem of
the elasticity theory [39].

Provision 3. Approximate solutions that correspond to the CS BM differ little from the exact ones.
Such approximate solutions will be considered to be exact ones. Let us note that such BMs for CSs
always exist due to the convergence of the FEM.

2. The theorem of the method of fictitious discrete models. Corrected strength conditions which
take into account the error of approximate solutions are used in the MFDM.
Theorem. Let the strength conditions be given for the safety factor n, of the elastic body V,

n<ng<n,, 1)

wheren,, n, are given; n, >1, ny, =o; /o, ; oy is ultimate stress of the bodyV, ; o, is the maximum
equivalent bodyV, stress, which corresponds to the exact solution of the problem of the elasticity theo-
ry, constructed for the body V.

Let the safety factor n, of the bodyV,, corresponding to the approximate solution of the problem of
the elasticity theory, satisfy the corrected strength conditions
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L <n<—2-.
1-8 1+,

o

(2)

Then the safety factor n, of the body V,, which corresponds to the exact solution of the problem of
the elasticity theory, satisfies the given strength conditions (1), where n, =o; /o, ; o,is the maxi-
mum equivalent stress of the body V,, corresponding to the approximate solution of the problem of
the elasticity theory, constructed for the body V,, and found with such an error &, that

8] <8, <C,=E=E, ®3)
where &, is the upper estimate of the relative error 3, ; §,, is given, the error §, for the stress o, is de-
termined by the formula &, = (5, —o},)/ oy.

Let us note that if the body V, consists of plastic materials, then o is the yield point. From (3) it
follows that if n, —n, is small, then it is necessary to determine o, with a small error 5, . The proof of
the theorem is presented in [4].

3. Implementation of the method of fictitious discrete models. For the sake of simplicity, with-
out losing the generality of judgments, we will consider the main procedures for implementing the
MFDM using the example of the beam V, with an inhomogeneous regular structure with dimensions
HxLxH, where H=96h, L=1152h, h is given, the beam is located in the Cartesian rectangular
coordinate system (Fig. 1).

“1 1"

F 3
=
{) - H=96"h

v

X L=1152h re. H=96h

<
<

Fig. 1. The dimensions of the beam (body) V, (model R,)

Puc. 1. Pasmeps! 6anku (tena) V, (Moxenu R, )

The regular cell G, of the beamV, has a cubic shape with the side 6h (Fig. 2). The cell G, is locat-
ed in the local Cartesian rectangular coordinate systemOxyz, i, j,k =1,...,7. Fibers with the cross-
section hx hare located along the axis Oy , the cross-sections of the fibers in the plane Oxz are colored
(Fig. 2). So, the beam is reinforced with longitudinal continuous fibers. When y = 0the beam is fixed,
when z =H it has the loading g, , g, . Strength conditions are specified for the beam V, (1).

/'Al‘. i

35 |6h

%

O X, i
6h

Fig. 2. The regular cell G,
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Puc. 2. Perynsapnas siueiika G,

Isotropic homogeneous fibers have the same elastic moduli. It is believed that if the thickness of
the fibers is less than 0.5 mm, then these fibers form a microheterogeneous fibrous structure.

3.1. Basic discrete model of the composite bodyV, . The BM R, of the CS V,, which consists of
one-grid finite elements (1gFES) th of the 1% order of a cubic shape with the side h (in which a three-

dimensional SSS is realized [39]), takes into account the inhomogeneous structure of the CS V,, within
the microapproach and generates a uniform (basic) grid with the step hof the dimension
97 x1153x 97 with the total number of nodal unknowns of the FEM equal to N, =32517504, the

bandwidth of the FEM simultaneous equations (SE) is equal to b, =28524 . Since the BM R has a

high dimension (over 32 million of unknown FEMSs) and taking into account thath/H <<1
(h/H=h/(96h)=0,0104 <<1), we believe that the maximum equivalent stress corresponding to the

BM R, differs little from the exact one, provision 3 MFDM for BM R is performed (see item 1).
Fig. 2 shows the basic grid of the regular cell G, .

3.2. Scaled composite discrete models. Following the MFDM, (see Fig. 1) we determine the FM
sequence for the CSV,. We use scaled composite discrete models R, that form the sequence
{R.}*¢ as FMs. The modelR,, n=1,...,16, has the same characteristic dimensions, shape, fastening
and loading as the BM R, (Fig. 1). The discrete model R, , consisting of 1gFEs of the 1* order of a

cubic shape with the side h, (a three-dimensional SSS is implemented in 1gFEV,"), has a uniform

grid with the step h, of the dimension n{™ x n{™ x n{” , where
™ =6n+1, ni"=12x6n+1, n{”=6n+1, n=1..,16. (4)

The steps of the nodal grid of the model R, along the axesOx, Oy, Oz respectively, are equal to
h™ =H/(6n), h{” =L/ (72n),h{™ =H/(6n). Since L=12H, thenh, =h{" =h{" =h{" . By virtue
of (4), we have

h,=B,h, n=1..,16, (5)

where B, is the scale factor, B, =16/n, for n=1,...,15we have B,>1, i.e. h,>h, for n>16we
have B, =1, B =1, hg=h.

According to (4), the model R, consists of a finite number of bodies G,, of the same shape with di-
mensions 6h, x6h, x6h,, n=1,...,16 (Fig. 3). The CSG, is located in the local Cartesian rectangular
coordinate system Oxyz . The body G, has the same number of fibers (with the cross-sectionh, xh,)
and the same mutual arrangement of these fibers as the regular cell G, (Fig. 2). In Fig. 3 the fiber sec-
tions of the cell G, in the plane Oxz are coloured, i, j,k =1,...,7 . The fibers and the binder of the CSs
G,and G, have the same modulus of elasticity.

Let us introduce the following definitions, which are used in the construction of scaled composite
discrete models.
Definition 2. We will say that the three-dimensional elastic body G is formed by scaling the elastic

three-dimensional body G° with the scale factor p > 0if any point Ae G? corresponds to such a single
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point Be G that Xg = pX,, Yg = PYa, Zg = PZp, Where X,,Ya.Za (Xg, Yg,Zg) are the coordinates of
the point A (point B) corresponding to the Cartesian rectangular coordinate system Oxyz . And vice

versa, if any point B e G corresponds to such a single point AcG® that X, =Xg/p, Ya=VYg /P,

2, =25 / p . The elastic moduli at the points A G®, B G are the same.

/.\ v

3/, | 6N,

6h

n

Ol . X, i
6h,

Fig. 3. The regular cell G,

Puc. 3. Perynsapnas siueiika G,

Definition 3. The three-dimensional elastic body G obtained by scaling the given (basic) elastic three-
dimensional body G° with the given scale factor p will be called a scaled one. The relationship between
the scaled body G and the base body G is represented asG = p G°, where p is the scale factor.

So, by virtue of (5), the CS G, is formed by scaling the regular cell G, of the CSV, BM with the scale
factor B, (see Definition 2), that is, the body G, is a scaled regular cell (see Definition 3). The shapes
and inhomogeneous structures of the bodies G,, and G, are geometrically similar, that is, they differ only
in scale (Fig. 2, 3, whereh, >h, atn=115). Then, taking into account (5) and that the fibers and the

binder of the CSs G, and G, have the same elastic moduli, the connection between the bodiesG,, G, is
represented in the form (see definition 3).

G, =B,G, , (6)

where B, =16/n; n=1...,16, at n »>16 we have B, =1, ;5 =1.
Since the inhomogeneous structure is taken into account in the regular cell G, , by virtue of (6) and
in the CSG,,, the inhomogeneous structure is also taken into account with the help of a 1gFE V,"of a
cubic shape with the side h, . The model R, , which by virtue of (5), (6) is formed using the scaled reg-
ular cell G,,, will be called a scaled one. We note that the CS G, is, in fact, a regular cell of the mod-
el R, . Since the inhomogeneous structure is taken into account in the regular cell G,, therefore, the

inhomogeneous structure is also taken into account in the model R, . For the model R, , we note the
following properties, which show the main advantages of the MFDM.

1. The dimension of the model R, at n<15 due to (4) is smaller than the dimension of the BM
R, . Therefore, the implementation of the FEM for the model R, (atn<15) requires less computer
resources than for the BM R, .
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2. When constructing scaled composite discrete models R, , the procedure of grinding the BM of
the CS is not used.

We note that the models R, , n=1,15are, in fact, fictitious discrete models.

3.3. Convergence of a sequence of scaled discrete models. Let us show that the sequence
{R,}*¢, consisting of scaled discrete models R, converges to BM R, atn —16 . According to (5), (6)
at n=16 (hg =h,B;s =1,G5 = Gy) the discrete models R;s, R, coincide, that is, R = R. Since the
model R4, like the BM R, has a high dimension, that is, it has N, = 32517504 nodal unknown FEMs,
and taking into account that h<<H (h/H =h/(96h)=0,0104), we assume that the maximum
equivalent stress o,40f the model R, differs little from the exact stress o, of the CSV,,. Then we as-
sume o, = 0;4, that is, provision 3 of the MFDM for the BM Ry is satisfied (see item 1). By virtue of
(5), (6) at n—>16 (at B, —1) we have G, - G,. Hence, taking into account that CSs G,, G, are
regular cells of the models R,, Ry, respectively, and that these models have the same shape and char-
acteristic sizes, we obtain

R,—»R, for n—16. (7)

According to (7), for n - 16 (taking into account that R,; =R,) we have o, — o, 0r (taking into
account the equality o, =6,5) o, = 6,, where o, is the maximum equivalent stress of the discrete
model R, . Let 8, = |o, -0, |/c, beasmall valueand|3, | <3§,, where §, is the relative error for
the stresso,, that is, 8, =(c,—0,)/ 0y, 8,is given, &, <C, (see (3)), n=2, 3, .... Then we ac-
cepto, =o,. Let the safety factor n, (wheren,=o;/0c,, taking into account thatc, =c,, we
have n, =o; /c,), corresponding to the approximate solution of the elasticity problem, satisfies the

adjusted strength conditions (2). Then the safety factor n, of the CSV,, corresponding to the exact so-

lution of the elasticity problem satisfies the given strength conditions (1) (see the theorem in item 2).
MFEs are used to reduce the dimension of the model R, .

4. The results of numerical experiments. Let us consider a model problem of calculating the
strength of a cantilever beam V, with an inhomogeneous regular fibrous structure with dimensions

96h x1152hx96h (Fig. 1). The regular cell G, of the beam is shown in Fig. 2. For the safety factor
N, of the beam, the strength conditions are specified
1,8<n,<3,4. 8)
For the model problem we have the following initial data:
h=0,2083; o; =4,5; E, =1, E, =10, v,=v, =0,3, 9)
whereE., E, (v.,v,) are Young's moduli (Poisson's ratios) of the binder and fiber, respectively;
oy is the fiber yield point; loads q, =q, =0,00075 act on the surface z=H, 0,5L<y<L (Fig. 1).

We use two-grid FEs (2gFEs) in the calculations. We will consider the main provisions of the con-
struction of 2gFEs using the example of the 2gFE Vd(z) with dimensions 6hx6hx6h (Fig. 4), which

consist of one regular cell G, (Fig. 2). The two-grid FE Vd(z) is located in the local Cartesian rectangu-
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lar coordinate system Oxyz . When constructing the 2gFEVd(2) , We use two nested grids: a uniform fine
grid hy with the step h of the dimension 7x7x7 and a coarse one H, with dimensions2x3x2. The
gridH, has the step 6h along the axesOx, Oz and the step3halong the axisOy . Fig. 4 shows the
grids hyand H , the nodes of the coarse grid H, are marked with dots (12 nodes). The fine grid h; is
generated by the basic partition R, of the 2gFE Vd(z), which consists of 1gFE th of the 1% order of a
cubic shape with the side h (in which three-dimensional SSS is realized, j=1,...,M,M is the total

number of 1gFE V', M =216) and takes into account the inhomogeneous structure of the 2gFE V(.

Sy
4z . /

Wi -
EYRL
¥ o
0 i, x

oh
Fig. 4. Fine and coarse grids 2gFE V,?

Puc. 4. Menkast u kpynHas cetku 2cK9 Vd(z)

We construct a superelement Vg on the partition R; using the condensation method [10]. We repre-

sent the total potential energy I1, of the partition R, of 2gFE Vd‘z) in the form
1
M, =2 as[Ksds —0sFs, (10)

where T is the transposition; [Kg]is the stiffness matrix (dimensions 654x654);Fs, Qg are the
vectors of nodal forces and displacements ( of the dimension 654 ) of the superelement Vg .
We write the basis function Ny, (x,y,z) for the node i, j,k of the coarse grid H using Lagrange
polynomials in the form Ny, = L (X)L; (y) Ly (z) , where
2 3 2

L= TT 32 L= 1 22 Lo 1 7=

Z(X

a=loz N T Mo a=lLazj Yj  Ya a=lazk “k

where X;,Y;,z,are the coordinates of the node i, j,k of the grid H in the coordinate system Oxyz ;
i, j,k are the coordinates of the integer coordinate systemijk introduced for the nodes of the coarse
grid Hy; i,k=212, j=12,3 (fig. 4).

Let us denote: Np = Ny, U =Ujj , Vg = Vi , Wy = Wy, Where Uy, Vi, Wy, are the values of dis-
placements u, v, w in the node i, j,k of the grid H,; i,k=12; j=12,3 ; B=1...,12. Then the ap-

proximating functions of displacementsu® ,v(®  w(® of the 2gFE can be written in the form

12 12 12
(@) _ (2 _ (2) _
u _BZ‘INBUB .V _BZ‘INBVB , W _BZ;NBWB . (11)
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Let us denote the vector of nodal displacements of the grid H, (of dimension 36), that is, the
vector of nodal unknowns 2gFE Vd‘z) byq, . Using (11), the vector g of nodal displacements of the
superelement Vg is expressed through the vector g , that is

qs =[AS1dy . (12)
where [A] is the rectangular matrix (of dimension 654x 36 ).

Substituting (12) into (10), from the condition o/, / 6q4 =0, we obtain[K,] q4 =F,, where

[Kal=[ASTKIIAST . Fy =[AST Fs (13)
where [K,] is the stiffness matrix (of dimension 36x36) and F, is the vector of nodal forces (of di-
mension 36) of 2gFE V.

The solution built for a coarse grid H, of 2gFE Vd(z) is projected onto the super element Vg grid us-
ing formula (12), and then, according to the condensation method [10], is projected onto the fine grid
hy , which makes it possible to calculate stresses in any 1gFE th of the basic partition R, of 2gFE
V2,

On the basis of the model R, , we construct a two-grid discrete model R?, which consists of compo-
site 2gFEs of the type V2 with dimensions6h, x6h, x6h,, n=1,...,12. For the two-grid model R?,
we determine (according to the 4™ theory of strength [1]) the maximum equivalent stress 2 ,n =112.
The calculation results are presented in table 1, where o7 is the maximum equivalent stress of the
model R?; N7and bpare the dimension and the bandwidth of the FEM SE of the modelR?,
n=5,...,12, the relative error 5, (in percent) is determined by the formula

8,(%) =100 %x|op —op 4| /o, Nn=6,...,12. (14)

The analysis of the results shows uniform monotonic convergence of stressesc?,n=5,...,12, and

relative errors 3,(%), n=6,...,12.

Table 1
Calculation results for models Ry — Ry,
n| RO o? 3, (%) N? b? n R? o? 3, (%) N? b?
5 RO 1,476 - 12960 240 9 RO 1,819 4,01 64800 636
6 RS 1,576 6,34 21168 321 | 10 RS, 1,888 3,65 87120 765
7 RO 1,665 5,34 32256 414 | 11 RS 1,952 3,28 114048 906
8 RS 1,746 4,64 46656 519 | 12 RS, 2,012 2,98 146016 1059

Let us note that the BM R, generates the maximum equivalent stress o, of the CSV,, which dif-
fers little from the exact one. The stress o is considered to be accurate (see provision 3, item 1). Ac-

cording to calculations, oy =2,140 where o, is the maximum equivalent stress of the model R}, . We
have Rz =R, (see Section 3.3). The two-grid model Rfis built on the basis of the model R4 using
2gFE Vd‘z) (Fig. 4). Since the dimensions of the 1gFE of the BM R are small, the dimensions of the

2gFE model Rjjare also small, so we accept o7 = 6, = 2,140.
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Calculations show that if 5, (%) <3% (see (14)), then the error of the maximum equivalent stress
oy of the model R?is not more than10 %. Since the stresses oy, =2,012and o7, =1,952 differ by
81,(%) =2,98 % (see Table 1), that is, we haved,,(%) <3 %, the stress error o;,is not more than
10%. We note that the stress o7, differs from the stress o, by 5.98%. We will assume that the upper

estimate for the stress error o;,is 10%. Then we acceptd, =0,1, o, =c}, =2,012. Condition (3) is
satisfied, that is, we have the inequality 5, =0,1<C_, =0,3. Substitutings, =0,1, n, =18, n, =3,4in
(2), we obtain the corrected strength conditions for the CS V,, in the form

2<n, <3, (15)
where ny is the safety factor of the CSV, corresponding to the approximate solution of the elasticity

problem,
n,=or /cy. (16)
Using in (16) oy =4,5, o, =2,012, we find the safety factor n, for the CS V.
n, =oy /o, =4,5/2,012=2,24. (17)

So, the safety factor n, = 2,24 of the CS V, (corresponding to the approximate solution of the elas-
ticity problem) satisfies the corrected strength conditions (15). Then, according to the theorem of item
2, the safety factor n, of the CS V, (corresponding to the exact solution of the elasticity problem) satis-
fies the given strength conditions (8). We note that the BM R, of the CS V,, has over 32 million nodal

unknown FEMs, which makes it difficult to implement FEM using 1gFE of the 1% order of a cubic
shape with the side hfor constructing the solution for the BM R, which we consider to be accurate

(see provision 3, item 1 and item 3.1). In calculating the strength according to the MFDM of the com-
posite beam V, (see Fig. 1) we use the model R}, that has N, =146016 nodal unknowns of the FEM

and the bandwidth of the FEM SE of which is equal to b, =1059 (see Table 1). The discrete model

Noxb, 32517504 x 28524
NS xbS,  146016x1059

Ry, requires k; = =5998,34times less computer memory, that is, al-

most 6x10°times less than the BM R, (see item 3.1), which shows the high efficiency of the
MFDM.

5. The application of approximate solutions with a large error in the MFDM. Let us consider
the case of calculating a CS for strength according to the MFDM, when it is possible to use elastic ap-
proximate solutions with a large error on the example of calculating the CS V, (see section 4). Calcu-

lations show that if &,(%) <5% (see (14)), then the error of the maximum equivalent stress o of the
model Rpis not more than 25%. Since the stresses og =1,746and o9 =1,665differ by
85(%) =4,64 % (see Table 1), that is, 54(%) <5 %, the stress error ogis not more than 25 %. In
fact, the stress oy is different from the stress o, = 2,140 by18,41 %. We will assume that the upper

estimmate for the stress error o is 25 % . Then we acceptd, =0,25, o, =ocg =1,746. Condition (3)
is satisfied, that is, we have s, =0,25<C_ =0,3. Substitutings, =0,25, n, =18, n, =3,4in (2), we
obtain the following corrected strength conditions for the CS V,,

2,4<n,<2,7. (18)
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Using o; =4,5, 6, =1,746in (16), we find the safety factor n, for the CS V,

n, =oy /o, =4,5/1,746 = 2,58. (19)

The safety factor n, = 2,58 of the CS V, (corresponding to the approximate solution of the elastici-
ty problem) satisfies the corrected strength conditions (18). Then the safety factor n,of the CSV,
(corresponding to the exact solution of the elasticity problem) satisfies the given strength conditions
(8) (see item 2). In this case, when calculating the strength of the CS V,, according to the MFDM, we
use the model Ry that has Ng = 46656 of unknown FEMs and the bandwidth of the FEM SE of which

Noxby 32517504 x 28524
NS xh®  46656x519

is equal tobg =519. The model Rg requires k, = =38304,76 times less

computer memory, that is, almost 38x10° times less than the BM Ro.

So, it has been shown that when calculating the CSV,, it is possible to use elastic approximate so-
lutions with a large error. In this case, in the calculations we use the stress og of the model Ry, the er-
ror gg =18,41 % of which is greater than the error &, =5,98 % of the stress o7, 0f the model R},
which leads to an increase in the efficiency of the MFDM (the coefficient k, is 6,38 times greater than
the coefficientk; ). This is due to the fact that the dimension and the bandwidth of the FEM SE of the

model Ry are smaller than the dimension and the bandwidth of the FEM SE of the model R, (see

Table 1). The following conclusion can be drawn on the basis of the results obtained in the given ex-
ample. The use of discrete CS models in MFDM, the maximum equivalent stresses of which have a
large error, leads to an increase in the MFDM efficiency.

6. Fictitious models with variable characteristic dimensions. When calculating CSs of complex
shapes according to the MFDM, it is advisable to use FMs with variable characteristic dimensions. For
the sake of simplicity, let us consider the brief essence of such FMs without losing the generality of

reasoning, using the example of the beam Vo(l) of a complex shape, that is, with a constant cross-
section of a complex shape (such as an I-beam) (Fig. 5). The beam Vo(l) is located in the Cartesian rec-
tangular coordinate systemOxyz , the axis Qy is parallel to the beam axis. Let the beam be reinforced
with continuous longitudinal fibers with the cross-sectionhxh, that is, which are parallel to the ax-
isOy, where h=L,/N , Nis given; L,is the length of the beam V" . The BM R{" of the beam
VY consists of the FE V, of the 1% order of a cubic shape with the side hthat takes into account the

inhomogeneous structure of the beam and generates an approximate solution that does not differ much
from the exact one. We consider such an approximate solution to be exact (see provision 3, item 1).

The FM R,El) of the beam differs from its BM Rél) only by one (variable) characteristic dimension L,
(along the axis Oy ) (Fig. 5). The FM R has fastening and the same loading pattern as the BM R{" of
the beamV, Y .

We determine the characteristic dimension L, of the FM R by the formula
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L,=L,n/N=hn, (20)

where n=ny,...,N ; ny >2, nyis given.

Fig. 5. The beam V®
Puc. 5. banxa Vo(l)

The FM R has the same inhomogeneous structure as the BMR{" , that is, the FM R{" is rein-
forced with continuous longitudinal fibers with the cross section hxhand has the same fiber distribu-

tion in the cross section as the BM R of the beamV" . Inhomogeneous structures of the FM R® and
the BM R{" are taken into account using the FE V, of the first order of a cubic shape with the sideh.

From the above, taking into account that according to (20) L, — Lyat n— N, it follows

RY »RY atn—N. (21)

From the fulfillment of (21) we obtain
o® 56 atn—>N, (22)
where 6 (o) is the maximum equivalent stress corresponding to the FM R (corresponding
to the BM R{" of the beam V).

Since the FM R and the BM R beams consist of the FE V, of the 1-st order of a cubic shape
with the side hand the cross sections of these models are the same, then the sections of the FM
R and the BM R" contain the same number of nodes, which we denote by N, . Then the total num-

ber of nodes M, of the BM R{" is equal to M, = N, (N +1) , the total number of nodes M, of the FM
RWisM, =Ny (n+1) . When n, <n< N we get that M, < M,, that is, the dimension of the FM R®" is
smaller than the dimension of the BM R . For n=N we have M =M,, that is, the dimensions of
the FM R{ and the BM R{" coincide. So, it is shown that when calculating the composite beam V"

(Fig. 5) of a complex shape according to the MFDM, it is advisable to use the FM Rr(]l) with the varia-
ble characteristic dimension L,,, which leads to saving computer resources.

Conclusion
The method of fictitious discrete models is proposed for calculating the static strength of elastic
bodies with an inhomogeneous, microheterogeneous regular structure. The proposed method is re-
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duced to constructing and calculating the strength of fictitious discrete models, the dimensions of
which are smaller than the dimensions of the basic discrete models of composite solids, and is imple-
mented with the help of the FEM using corrected strength conditions that take into account the error of
approximate solutions. The FEM implementation for fictitious discrete models with the use of multi-
grid finite elements provides a great economy of computer resources, which makes it possible to use
the proposed method for calculating the strength of bodies with microheterogeneous regular structure.
The implementation of the method of fictitious discrete models requires less computer resources than
the implementation of the FEM for basic discrete models. When constructing fictitious discrete mod-
els, the grinding procedure for basic models is not used. The calculations show the high efficiency of
the proposed method in calculating the strength of bodies with an inhomogeneous regular fibrous
structure. The use of the corrected strength conditions makes it possible to use approximate solutions
with a large error in the calculations, which leads to an increase in the efficiency of the method of fic-
titious discrete models.
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IIporpaMMHasi CHCTEMA MATEMATHYECKOI0 MOIeJHPOBAHUS NpoLecca
3JIEKTPOHHO-Ty4eBOM CBAPKH

A. B. Mypsirus, B. C. Teiuenko , C. O. Kypamkun, A. H. bouapos, B. E. Ilerpenko

Culupckuii rocy1apCTBEHHBII YHUBEPCUTET HAYKH U TEXHOJOTMi nMeHu akagemuka M. @. PenierHeBa
Poccuiickas ®eaepanus, 660037, r. KpacHosapck, mpoct. uMm. ra3. «Kpacuospckuit pabounii», 31
“E-mail: vadimond@mail.ru

B pamkxax nacmoswyeco uccnedo8anusi npeonoNCeHd NPOSPAMMHASL  CUCHEMA MOOeIUPOSAHUs
pacnpeoenenuss meMnepamypHo20 NoJlsi 6 VCMAHOBUBUIEMCSL DediCuMe Npoyeccd 3JeKMPOHHO-TYYesoU
CBAPKU  MOHKOCMEHHbIX KOHCMPYKYULL  A9POKOCMUYECK020 HasHadenus. Llenvio cosoanusi makoil
APOSPAMMHOU CUCEMbl SGNAEMCS NOGLIUCHUE KAYeCmed YRPAGIEHUs. NPOYECCOM NeKMPOHHO-TYHes0u
CBAPKU U, COOMBEMCIMBEHHO, CHUMNCEHUE KOIUUeC8d 0epeKmos 6 CEAPHbIX COCOUHEHUS MOHKOCMEHHbIX
Kkoncmpykyuil. Ilpoepammuas cucmema umeem MOOENbHYIO CMPYKMYPY U pPeanusyem NpeosodCeHHble
paree asmopamu Mooenu pacnpedenenus sHepeuu. B xawecmee cpedcme peanusayuu npozcpammol Ovliu
sulOpanvl cucmemul ynpasienus oazamu oannvix MySQL u npocpammuposanus Embarcadero RAD Studio.
Lenmpanvuvim 36eHom cucmemvl eblcmynaem 6a3a OAHHBIX, NO3GOJAIOWAS XPAHUMb U 00pabamvléams
UHpOPMAYUIO KAK MO MAMEMAMUYECKOMY MOOCIUPOSAHUIO, MAK U NO Pe3yTbMamam UMUMAYUOHHBIX U
HAMYPHBIX IKCNEePUMEHmMOo8. B cmamve onucana cmpykmypa paspabomanHoi npoepamMmHOt CUCmeMbl, d
makdce npeocmagnenvl aneopummvl pabomel ee cocmagnvix mooyneti. Cucmema npedocmasisiem
HONb308AMENI0 BO3MONCHOCHb HE MOAbKO HPOBOOUMb MOOETUPOSAHUE NO 3A0OAHHBIM MEXHOI0SUYEeCKUM
napamempam (CKOpocms C8apKu, YCKOpAujee HANPANCeHue, MOK NYUKd, 2PAHUYHblE VCI08US, 6pems.
MOOCIUPOBAHUSL, MAMEPUATL U30eUs), HO U GU3VATUSUPOSAMb PE3YIbMambl U COXPAHIMb UX 8 eOUHOU Dase
Oannwix. Ilpumenenue npeonodCeHHOU cucmeMbl NO360Jem He MONbKO MUHUMUSUPOSAMb 3ampamyl
APeOnpusmusi Ha OmpadomKy MexXHOI0SULECKUX NAPAMEMPO8 YCMAHOBUBUIE2OCS PercUMa OJi npoyecca
ONEKMPOHHO-TIYYEE0l  C8APKU, HO U  €030amb  2ubKylo  uHpopmayuonunyio 6asy 0 coopa
IKCNEPUMEHMATLHOU  UHGOpMAYyuU ¢ Yenvlo OdlbHeuuwel agmoMamus3ayuu U UHMeLNeKmyaru3ayuu
MEXHONIO2UUECKO20 NPOYecca CO30aHUsL HEPAZLEMHBIX coOeOuHeHull 8 pamxax Hnoycmpuu 4.0.

Kniouegvie cnoga: 2neKmpoHHO-TYyHe8as C8apKa, MOOenuposanue, mMexHoiozuuecKue napamempol,
npocpamma, OnmuMu3ayus, pacnpeoeienue IHepeUu.

* HccnemoBanue BHIIONHEHO IpH (uHAHCOBOH monmepxkke PO®U, Ipasurensctsa Kpacmospckoro kpas u
Kpaesoro ¢onna Hayku B pamkax HayqHoro mnpoekta Ne 20-48-242917 «Monenu 1 METOJbI YIPaBICHHS ITPOLECCOM
3J'IeKTpOHHO-J'Iy‘IeBOfI CBAPKU TOHKOCTCHHBIX KOHCprKHHfI».

The reported study was funded by Russian Foundation for Basic Research, Government of Krasnoyarsk Territory,
Krasnoyarsk Regional Fund of Science, to the research project: “Models and methods for controlling the process of
electron beam welding of thin-walled structures”, project No. 20-48-242917.
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Software system for mathematical simulation of the electronic beam
welding process

A. V. Murygin, V. S. Tynchenko”, S. O. Kurashkin, A. N. Bocharov, V. E. Petrenko

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
“E-mail: vadimond@mail.ru

Within the framework of this study, a software system for modeling the distribution of the temperature
field in the steady-state mode of the electron-beam welding process for thin-walled aerospace structures is
proposed. The purpose of creating such a software system is to improve the quality of control of the
electron-beam welding process and, accordingly, to reduce the number of defects in welded joints of thin-
walled structures. The software system has a model structure and implements the energy distribution
models proposed earlier by the authors. The MySQL database management system and the Embarcadero
RAD Studio programming system were chosen as the means of implementing the program. The central link
of the system is a database that allows you to store and process information both on mathematical
modeling and on the results of simulation and field experiments. The article describes the structure of the
developed software system, and also presents algorithms for the operation of its constituent modules. The
system provides the user with the opportunity not only to carry out simulation according to the specified
technological parameters (welding speed, accelerating voltage, beam current, boundary conditions,
simulation time, product material), but also to visualize the results and save them in a single database. The
use of the proposed system allows not only to minimize the costs of the enterprise for the development of
technological parameters of the steady state for the electron-beam welding process, but also to create a
flexible information base for collecting experimental information with the aim of further automating and
intellectualizing the technological process of creating permanent joints in the framework of Industry 4.0.

Keywords: electron-beam welding, modelling, technological parameters, software, optimisation,
normal distribution law.

Introduction

The basis of electron beam welding is the use of thermal energy released during the deceleration of
a sharply focused stream of electrons accelerated to high energy levels.

The process of electron beam welding as a whole is considered in sources [1-3], where the authors
propose to conduct research on various metals and in various branches of mechanical engineering. The
wide possibilities of electron beam welding make it possible to use this technology for the manufac-
ture of various types of products. For example, the authors of [4-6] use the technology of electron
beam welding to obtain a channel for heating the blades of the inlet guide vane of gas turbines, and
also determine the optimal options for the constructible structure of the welded joint, depending on the
amount of allowance for machining.

Studies carried out in [7-9] have shown that during electron beam welding of tungsten single crys-
tals, conditions are provided for epitaxial crystallization of the weld material, as a result of which its
parameters correspond to the parameters of the single crystals being welded. After welding the joints
using electric spark cutting, the technological sections are separated from the workpiece. Thus, a hol-
low monohedral tube is obtained, which is further used to produce the cathode of a thermionic con-
verter.

At present, in order to further improve the quality of the technological process of electron-beam
welding, many authors have carried out mathematical modeling of this technological process in differ-
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ent modes and with different materials. For example, the authors of [10-12] considered the multicrite-
ria optimization of the electron beam welding process using experimental data obtained on the basis of
real exact models of the electron beam welding process, which describe the dependence of the geome-
try of welded joints on stainless steel on the parameters of the electron beam welding mode. In turn,
the authors of [13-15] investigated the processes of formation of a melting channel in electron beam
welding with full penetration of the material.

Within the framework of this study, a dynamic mathematical model has been proposed that makes it
possible to describe the formation of a reverse bead of a welded seam depending on the parameters of the
technological process of electron beam welding. The mathematical model of the processes of evapora-
tion, condensation, and diffusion of the AMg-6 alloy in electron beam welding with dynamic positioning
of the electron beam is described in [16-18]. The developed model makes it possible to predict the
chemical composition of welds in electron beam welding.

The model was verified by comparing it with the results of the analysis of the chemical composi-
tion of the penetration zones in the material. The development of electron beam welding technology,
the development of new control methods for this technological process gave rise to a wide range of
modes of action of an electron beam on the surface of the parts to be welded. In [19-21], a differential
heat conduction equation is presented, which is a mathematical model of a whole class of heat conduc-
tion phenomena.

The authors of [22—24] developed a mathematical model of scanning electron beam welding, which
made it possible to simulate the dynamics of the technological process and obtain a criterion for its
optimization.

Mathematiacal support of the software

The software system proposed in the study allows calculating the distribution of the temperature
field for given process parameters, such as:

1. Welding speed.

2. Accelerating voltage and beam current.

3. The considered coordinate area (coordinate limits and grid step).

4. Time of exposure.

5. Product material.

All the above-described parameters stored in the database are used as input data for the model, and
the output is vector temperature correspondences depending on coordinates and time. In addition, the
data obtained during the simulation, if necessary, can be used to optimize the parameters of the elec-
tron beam welding (EBW) process within the framework of the investigated mode. For this, the possi-
bility of both data export and integration into the software system of the module for optimization is
provided.

In accordance with fig. 1 point source of heat of constant power g moves with constant speed v rec-
tilinearly from point Oq in the direction of the x -axis. Since the moment of movement of the source,
time t, has passed and it is at point O. Together with the source of heat, a moving coordinate system
move, the origin of which coincides with the location of the heat source, i.e with point O [25].

As the basic formulas for calculating the temperature field [25], expressions are used that describe
the actions of an instantaneous point source on the surface of a semi-infinite body (1) and a linear
source in an infinite plate (2):

Cvrt Vi xPayPer?
T.(x Y. 2 qV, t):TH+2—qe Zaje fa dar % 1)
cp (41161)3 0 t
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where X, y, z are the coordinates of the point in question in space; q is the effective power of the elec-
tron beam; v is the welding speed,; t is the time counted from the moment the source passes through the
section in which the point under consideration is located; T, is the initial temperature of the product;
cp is the heat capacity of the material; a is a coefficient of thermal diffusivity; T =t — ¢’ is the duration
of heat propagation in the moving coordinate system; t is the current moment in time; ¢’ is a certain
moment of time after the start of heating, in which the heat source is located at point O’ with coordi-
nates (v¢’, 0, 0) (fig. 1).

Puc. 1. Cxema JABUXXCHUSI HEIIPEPBLIBHO )leﬁCTByIOHICFO TOYCYHOI'0O UICTOYHHKaA
Ha MOBECPXHOCTH HOJIy6eCKOHeLIHOFO T€J1a MOIIIHOCTBIO (], IEpEMEIIAOIIETOCs CO CKOPOCThIO V

Fig. 1. Scheme of motion of a continuously acting point source on the surface
of a semi-infinite body of power g, moving with speed v

In accordance with fig. 2, a linear heat source of power g with a uniform distribution over the
thickness of the plate moves at a constant speed v. Boundary planes

z =0 and z = § give off heat to the environment, the temperature of which T, is equal to the initial
temperature of the body [25].

Puc. 2. Cxema JABHKCHUS HEIIPEPBIBHO HCﬁCTByIOHIeFO JIMHEHHOT0 UCTOYHHUKA
B OCCKOHEYHOM ITACTHHE MOIIIHOCTBIO (, NEPEMEIIAOIICTIOCS CO CKOPOCTBIO V

Fig. 2. The scheme of motion of a continuously operating linear source
in an infinite plate of power g, moving with a speed v

VX t v2r 2\t x2+y2

q - 4a cpd Adat dt
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Where § is the thickness of the product; A is the coefficient of thermal conductivity; t is the warmth

propagation time.
In this paper we apply the model of power, representing a function (3), recorded as follows:
Q=1-U-n-0,24, (3)

Where U is accelerating voltage; | is a beam current; 1 is efficiency.

A complex fast-moving source was selected as a combination of two sources - a point and a linear
one, equivalent to the real ones, taking place in the literature [25]. The calculation of the value of the
functional is performed for an area whose dimensions are comparable to the dimensions of the pene-
tration channel.

These formulae allow, when they are added (superposition of sources) in the process of calculation, to
describe the nature of the distribution of thermal energy after exposure to an electron beam.

The algorithm for calculating the model is shown in fig. 3.

Initial data

>l > >l
> >

Counter increment, grid Counter increment, grid Counter increment, grid
step step step
Calculation of the Calculation of the Calculation of the
temperature field temperature field temperature field
byx byy byz

yes ne yes Is the area

counted?

Is the area
counted?

Is the area
counted?

Saving results
modeling
in the database

Puc. 3. AJ'IFOpI/ITM MAaTeMaTUYCCKOTO MOACIINPOBAHNA TEIUIOBOIO IMOJIA

Fig. 3. Algorithm for mathematical modeling of the thermal field

At the initial stage of the algorithm shown in Fig. 3, the original data is received from the corre-
sponding record in the database. Further, a sequential calculation of the temperature field is carried out
along three coordinate axes; the results obtained are recorded in the database and remain available for
further analysis and use.

Fig. 4 shows a block diagram of the sub-process for calculating the field in one coordinate. Its cy-
clic use in all directions makes it possible to obtain a temperature field.
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Start
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Time step : )
Y, Calculation T2
Recording calculated Caleulation T1 Integration T2
data
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End

Puc. 4. AnropuT™ noamporecca pacueTa TeMIepaTypHOTo MO B paMKaX OIHOW KOOPAMHATHI

Fig. 4. Algorithm for the sub-process of calculating the temperature field within one coordinate

Within the software system, a graphical display of simulation results is available, which can be car-
ried out according to the principle of assigning axes and the corresponding codependent value.

This module of the software environment allows the operator to assess the feasibility of certain
technological modes, which in turn, greatly facilitates the task of exploratory research in field experi-
ments.

Software design

The software system for mathematical modeling of the electron beam welding process was devel-
oped in the C ++ language and is a Windows application that can work in the environment of Win-
dows 7/8/10 operating systems. The block diagram of the software system is shown in fig.5.

The software system consists of 6 modules with the following functions:

1. The module of mathematical modeling implements the model of the electron beam welding pro-
cess.

2. The module for editing the parameters of the model carries out the input and editing of the phys-
ical parameters of materials, the parameters of the ELS process and the parameters of the product.

3. The simulation data import module carries out the input of data and simulation graphs imple-
mented in third-party simulation software products, Comsol Multiphysics and Ansys.

4. The module for importing data from a full-scale experiment carries out the input of the results of
full-scale experiments carried out on an electron-beam installation, including photographs of thin sec-
tions, a description of welding defects, etc.

5. The graphics module provides graphical construction of the results of mathematical modeling of
the ELS process.

6. The data viewing module displays and edits the results of simulation and field experiments.
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Mathematical Parameter editing
modeling module module

Simulation data Database Field experiment
import module data import module

) }

Graphics module Viewer module

Puc. 5. CTpykTypHas cxema IporpaMMHON CHCTEMBI MAaTEMaTHYECKOTO
Mozenuposanus npouecca DJIC

Fig. 5. Block diagram of the software system for mathematical modeling
of the EBW process

The block diagram of the software system is shown in Fig.6.

The central object of the system is an experiment, which can be presented as the result of a mathe-
matical model, simulation and field experiments. Work in the software system begins with the creation
of an experiment and the determination of its parameters (material properties, parameters of the ELS
process, product parameters). You can also work with experiments that are already in the system by
editing their parameters.

After saving the parameters of the experiment, it is necessary to select one of the actions: start
mathematical modeling of the ELS process, load the data of simulation and full-scale experiment, edit
and view the data already obtained. As a result of performing actions, there is a constant interaction
with the database.

At the end of all manipulations with experiments and their results, you must log out of the system.
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Fig. 6. Block diagram of the EBW simulation software system

Information support of the software system

The central link table is the experiment table. Physical parameters of materials, EBW process pa-
rameters, and product parameters are stored in the material table, techprocess and workpiece tables,
respectively. These parameters describe the experiment and are used for mathematical modeling of the
process. The modeling and data_modeling tables are designed to store the results of mathematical
modeling of the ELS process, and the simulation and data_simul tables are designed to store the re-
sults of the simulation modeling carried out in third-party software products. The practice table stores

the results of field experiments.
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Fig. 7. Block diagram of the database of the EBW modeling software system

Description of the software system operation

Fig. 8 shows the basic form of the software system for mathematical modeling of the ELS process.

The main form has four tabs: experiment planning, modeling, simulation, natural experiment. The
work of the software system begins with the main tab - experiment planning. This tab is designed to
control the modeling process. Here new experiments are created or old ones are displayed, experiment
parameters are displayed, and new simulation conditions are set.

This tab is divided into three main blocks: material, process technology and product. In these
blocks, the physical parameters of the product material, the parameters of the ELS process and the pa-
rameters of the product itself are specified. The specified parameters will then be used to simulate the
ELS process.

Each block contains a block of buttons for defining new materials, processes and products. Gray
color of the labels indicates that the blocks are in the information display mode. Black color signals
the input of experimental conditions. At the bottom of the screen, there is a list of experiments, the
parameters of which are displayed above. The block of buttons allows you to create, delete, save and
edit experiment conditions. The block "State of the experiment” displays the fullness of the experi-
ment, that is, whether the simulation was carried out, whether the data of the simulation and the full-
scale experiment were loaded.
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Fig. 8. The main form of the software system for mathematical modeling of EBW

Within the framework of this study, a software system for modeling the distribution of the tempera-
ture field in the steady-state mode of the electron-beam welding process for thin-walled aerospace
structures is proposed. The software system has a model structure and implements the energy distribu-
tion models proposed earlier by the authors. The central link of the system is a database that allows
you to store and process information both on mathematical modeling and on the results of simulation
and field experiments. The use of the proposed system allows not only to minimize the costs of the
enterprise for the development of technological parameters of the steady state for the electron-beam
welding process, but also to create a flexible information base for collecting experimental information
for the purpose of further automation and intellectualization of the technological process of creating
permanent joints within the framework of Industry 4.0.
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IIeHTpaJIl/ISOBaHHLIﬁ aJanTUBHBLIH AJATOPUTM NpoueaAypbI OITUMAJIBLHOI'O
YCJIOBHOI'O ITOMCKA MECTA O0TKaza THHAMHYECCKHUX CHCTEM

A. B. Tloaxomaes'”, 1. A. [Moakomnaes?

'BoennbIif yueOHO-HAYYHBIH LEHTP BOEHHO-BO3AYNIHBIX CHI
«BoenHo-Bo3mymHas akagemus umenn npodeccopa H. E. XXykosckoro u FO. A. Tarapuna
Poccuiickas @eaepanus, 394064, r. Boponex, yi1. CTapbix O0JIBIICBUKOB, 54a
T'ocynapcTBeHHBIH JETHO-HCIILITATEIbHBIHA LenTp uMenu B. I1. Ukanosa
Poccuiickas @enepannms,141110, MockoBckas 06macts, r. [llenkoBo-10, BofickoBas yacts 27237
“E-mail: aleksanpodkopaev@mail.ru

CospemenHble U NEPCneKmusHble OUHAMUYECKUE CUCEMbl KOMNJIEKCO8 AGUAYUOHHO20 GOODYICEHUs.
Bo3zoywno-kocmuueckux cun (Oanee — cucmemvi) Xapakmepusyomest YCAONCHEHUeM CMPYKMypbl U NOSblUeHUeM
mpebosaruil Kk HadexcHocmu u dpgexmusHocmu ynkyuonuposanus. bonee moeo, cucmemvr noxonenus 4++u 5
00CAMOYHO YHUKATbHYL U (UIU) MATOCEPULIHBL, 4 COCMABTAIOWUE UX JJIEMEHMbl 8 C80€U OCHO8E MUHUAMIOPHLL U
00po2i, NOIMOMY HEOOXOOUMBIM YCAOBUEM RPU GLINOIHEHUU MPEOOSAHUTI KOHMPOAENPULOOHOCU K CUCHEMAM U
COCMAGISIOUUM INEMEHMAM SGIACTCS MAKCUMATIHO 803MOJNCHOE COXPAHEHUe KAYecmea UCXo00H02o 6asuca npu
Heu30ex#CHOU HOB0U MPAKMOsKe OONOIHUMENbHOU UHopmayuu. JarbHeliuee sHeOpeHue 8 NPAKmuKy peuleHus
3a0ay mexuuueckou oOuacrhocmuxu (T/) mexnonoeull UCKycCmeeHHO20 UHMENIEKMA HO360NAeN NOAYHAMb
adexkeamuvle Ppe3yibmamsl NPAKMU4ecku ¢ J1000u moyHocmulo. [JocmosepHocms  pesyiomamog  Oyoem
onpeoenamvCs UCKIIOYUMELbHO NYHKIMYAIbHOCHbIO 3A0AHUS OAHHBIX U NOJHOMOU MAMeMaAmuyecko20 ONUCAHUs
cucmem, npoyeccos u codblmuil paccmampueaemou npeomemnoi ooracmu. Iosmomy credyem odxcudame, 4mo
OdanvHeliuwee passumue meopuu u npakmuxu T/ 6yoem uomu no nymu 6onee 21y00K020 U3yueHus Gu3uieckKux
npoyeccos, NPOUCXOOAUUX
6 cucmemax, u 6ojiee MOYHO20 MAMEMAMULECKO20 3A0aHUsL NPOYedyp Noucka mecma omxasa cucmem. Llensio
pabomvi YCMAaro8IeHa pazpabomKa 63aUMOCEA3AHHOU COBOKYRHOCIU MAMEMAMUYECKUX U I02UYeCKUX OIOK-cxem
NONYYeHUss U NPUMEHEHUs. OUASHOCMUYECKUX 3HAHULL 6 NPOSPAMMHO-MAMEMAMUYEeCKOM —o0becneueHul
COBDEMEHHbIX U NEPCREKMUBHbIX OOPMOBbIX Cpedcmse KOHmpons mexHudeckozo cocmosanust (TC) cucmenm.
Ipuopumemmuvim HanpaeieHuem 6 HOOOOHBIX UCCACO0BAHUAX SBNAeMCA  OUPDepeHYupOBantas ceneKyus
anpobuposannvix memooos T ¢ 6bl60poM COOMEEMCMEYIOWe20 MAMEMAMUYECKO20 U ANCOPUMMUYECKO20
annapama npsamMo20 epOSIMHOCIHO20 MOOeruposanusi cucmem. Ilpedcmaenena 610K-cxema U paccmomper
BAPUAHM  NPAKMUYECKO20 NPUNONCEHUS PA3PAOOMAHHO20 AN2OPUMMA  NOCIE008AMENbHO20 PACNO3ZHABAHUS
OMKA308 cucmem (Oanee — aneopumm, eciu U3 KOHMeKCMa U30NHCeHUsL MAMEPUALA sICHO, Yo pedb UOem UMEHHO
o paspabomanrom aneopumme). C npumMeHeHuem aieopumma Omcymcmeyen HeooXxo0uMocns 6 0eKOMNO3UYUU
cucmem, a NOMEHYUA MHOZOKDAMHBIX NOGMOPEHUll pe3yibmamos cayuaiinozo npoyecca cmenvt TC cucmem
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npedonpeoensiem 8O3MONCHOCING  NOAYHeHUss OOMbUWUX BbIOOPOK C  GbICOKOU MOYHOCMBIO NPOSPAMMHOU
KOMRUTAYUU.

Kniouesvie cnosa: snemenmapnas nposepka, ouacnocmuueckuti npusuax ([I1), eeposmmnocme xnacca TC
cucmembl, MemMoo NOUCKA MeCma OMKA3d CUCMeMbl, MemoO NPUHAMUS peulenus, CPeOHUll PUcK NpuHAmus
pelens mexHU4ecKo2o0 OUACHOCMUPOBAHUSL.

Centralized adaptive algorithm for the procedure of optimal conditional search
for the place of failure of dynamic systems

A. V. Podkopaev!’, I. A. Podkopaev?

LAir Force Military educational and scientific center
“Air Force academy named after professor N. E. Zhukovsky and Y.A. Gagarin”
54a, Starykh bol’shevikov St., Voronezh, 394064, Russian Federation
2 State flight test center named after V. P. Chkalov
military unit 27237, Moscow region, Shchelkovo-10, 141110, Russian Federation
“E-mail: aleksanpodkopaev@mail.ru

Modern and promising dynamic systems of aviation weapon systems of the Aerospace Forces (hereinafter for
brevity in the text — the system) are characterized by a more complex structure and increased requirements for
reliability and efficiency of functioning. Moreover, systems of generation 4 ++ and 5 are quite unique and (or)
small-scale, and their constituent elements are basically miniature and expensive, therefore, a prerequisite for
fulfilling the requirements for traceability to systems and constituent elements is the maximum possible preserva-
tion of the quality of the initial basis with the inevitable new interpretation of additional information. Further in-
troduction of artificial intelligence technologies into the practice of solving problems of technical diagnostics
makes it possible to obtain adequate results with almost any accuracy. The reliability of the results will be deter-
mined solely by the punctuality of the data assignment and the completeness of the mathematical description of
systems, processes and events in the subject area under consideration. Therefore, it should be expected that the
further development of the theory and practice of technical diagnostics will follow the path of a deeper study of
the physical processes occurring in systems, and a more accurate mathematical specification of procedures for
finding the place of failure of systems. The aim of the work is to establish the development of an interconnected set
of mathematical and logical block diagrams for obtaining and applying diagnostic knowledge in the software and
mathematical support of modern and advanced onboard means of monitoring the technical state of systems. The
priority direction in such studies is the differentiated selection of approved methods of technical diagnostics with
the choice of the appropriate mathematical and algorithmic apparatus for direct probabilistic modeling of sys-
tems. A block diagram is presented and a variant of the practical application of the developed algorithm for se-
quential recognition of system failures (hereinafter referred to as an algorithm, if it is clear from the context of the
presentation of the material that it is the developed algorithm) is considered. By using the algorithm, there is no
need for decomposition of systems, and the potential for multiple repetitions of the results of a random process of
changing the technical states of systems predetermines the possibility of obtaining large samples with high accu-
racy of software compilation.

Keywords: elementary check, diagnostic sign, probability of a class of the technical condition of the system,
method for finding the place of a system failure, decision method, average risk of making a technical diagnosis
decision.

Introduction
Programs of the Ministry of Defense of the Russian Federation aimed at improving the quality of control
of TS of weapons and military (special) equipment are used to maintain and restore the serviceable (opera-
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ble) state of various types of systems. At the same time, the analysis of the properties of systems of the form
[1; 2], the results of scientific research of the theory, methods and means of determining TS systems [3; 4]
have shown that the complexity of systems has reached a level at which, in most cases, an individual human
expert or a group of experts is not able to fully and accurately process the amount of information about in-
homogeneous processes occurring during the operation, damage and system failures. Consequently, the fur-
ther development of TD as a necessary component of the control process of TS systems seems to expand the
base of theoretical foundations and their practical applications, focused on the partial or complete transfer of
analytical functions of an expert from a human operator to a machine.

An important role in this is assigned to the improvement of algorithms that provide maximum automation
of optimal operations to find the place of failure of systems.

Algorithms for probabilistic modelling of problems of combinational and sequential recognition of sys-
tem failures are developed in great detail and are considered in special literature, for example [5; 6]. We also
note a useful overview of current results in the subject area. So, in articles [7; 8] algorithms for identifying
defects and assessing their impact on the safety of systems operation using the rules of inference and formal
conceptual analysis are proposed; in [9], the algorithms for TD of the compressors of aircraft gas turbine en-
gines were developed using parameters that are highly sensitive to changes in the vehicle of the controlled
object; in the work [10], original algorithms for individual and group diagnostics of the functioning of infor-
mation-measuring complexes for electricity metering are presented; publication [11] argues the possibilities
of applying the achievements of neural network technologies in the algorithms of TD of digital systems.

Taking into account the actualization of the vehicle control strategy based on the state and the mixed ve-
hicle control strategy, as well as the processes of increasing the readiness coefficient of military systems, [2]
as the most natural, practically feasible form that meets modern requirements, we will determine the feasibil-
ity of further improving the failure recognition procedure the development of an algorithm that has the prop-
erties of centralization and adaptation. The block "decision making™ of such an algorithm is considered as the
central one, which provides the functions of the regulator when the proposed algorithm is applied for its in-
tended purpose. The adaptation property reflects the fact that the formation of branches of such an algorithm
is carried out on the basis of possible structures of systems, and the connections between the branches of the
procedure for conditional search for the place of failure of systems are implemented on the basis of an opti-
mal combination of all algorithmic blocks.

Presentation of the initial data and the main result

In the implementation of the structure and content of the algorithm, the apparatus of the theory of pattern
recognition is used and the tools of direct probabilistic (imitation) modelling are used, in which the algorithm
reproduces, imitates real human actions that are randomly dependent from the type of a priori information and
the structure of the system.

Based on the classical formulations of the problem of optimal search for the place of failure of systems
[12], the synthesized algorithm is presented in the form of a block diagram of operators, separate of which
represent a fairly large group of elementary arithmetic and logical operations, as shown in fig. 1.

The developed algorithm operates on the basis of the initial data systematized in operator 2.

The system under study, which belongs to the class of dynamical systems, is represented in the so-called
system theory by the "input - state - output” model [12-14].

E=(T, XY, Z A F), (1)

where T is a set of points in time t; X is a set of input signals of the system x; Y is the set of output signals of
the  system ; z is  the set of state  variables of the  system Z;
A — operator of outputs, describing the mechanism of the formation of the output signal as a reaction of the
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system to internal and external disturbances; F — is the transition operator, reflecting the change in the state
of the system under the influence of internal and external disturbances.

1
( Begin )
2 I

E; H; P(H,), P(W/H,),i=1,v;
cm,), j= Ll: |C||

’ System reliability model ‘

9

Determination of 4 by method
linear programming
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engineering
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o

Puc. 1. biok-cxema onTUMaabHOIO YCJIIOBHOTO aITOPUTMa IIOMCKa MeCTa OTKas3a

nquHamuueckux cuctem (Hauaimo)

Fig. 1. Block diagram of the optimal conditional algorithm for finding the place
of failure of dynamic systems (Beginning)
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Fig. 1. Continued (beginning on p. 277)

To organize the recognition of failures, it is necessary to use a pre-formed DS reference dictionary, the
number of descriptions in which should be equal to a given number v of the determined i-th classes of the TS

of the system, i :L_v . The DS system dictionary, formed in a form convenient for further actions, is present-
ed in the form of vectors

Hi = (hi1, hiz, ..., hij, ..., h), i=1v, (2)
whose components are the supporting j-th (out of the total number I) DS hi, ..., hi of any type describing
properties of the system of this class TS Hi, i =1v.

It is known that the j-th DS hjj, j =11 means a possible outcome of an elementary check in the i-th class

of TS of the system and shows what the outcome of an elementary check should be if the state of the system
belongs to the i-th class of TS [12]. Therefore, to denote an elementary check, the symbol = is used with the

index j —mj, j =1,_I , of the same name for the number of DSs, and for brevity, an elementary check is herein-
after called simply a check.
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Fig. 1. End (beginning on p. 277)

It should be noted here that the descriptions of classes formed at the stage of preliminary study of the
properties of systems do not remain unchanged. They are usually refined according to the results of recogni-
tion of newly created or modernized systems, which determines the open architecture of the algorithm.

The set of specified classes, obtained at the end of the learning process, forms an array of the alphabet of
classes of the TS system in a mathematical formulation, similar to formula (2), but representing it in a form
that excludes programming errors

h21 h22 : h2] h2I
H = hll hi2 hu hll (3)
hy h, .. h; .. h,

hy, h, .. h; .. hy

The alphabet of classes (3) assumes the existence of a maximum number of separate classes correspond-
ing to inoperable states of the system. It is also assumed that the recognition of failures is performed on the
set of the indicated DSs and that their number is sufficient for the correct classification of all inoperable
states of the system.

By their nature, all states of systems are random events caused by the randomness of failures of individual
elements and other random factors. Under these conditions, generally speaking, it is necessary to consider
the TD problem in a probabilistic formulation, and its solution within the framework of the application of
probabilistic decision-making methods, assuming the presence of information specifying:

— the probabilities of the i-th classes of the TS of the system P(H;), i =1v;
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— the probabilities of the appearance of images of the system h when the system is in the i-th classes of
the TS P(WH); i=1v;

— the prices of the j-th checks c(m), j=11.

In addition, in the structure of the initial data generated in operator 2, it is mandatory to provide for the

presence of a payment matrix that assigns average losses in case of correct and erroneous decisions of tech-
nical diagnostics obtained at the stage of training the system

Qi G2 e Gy
S DR @

Cy, Gy o C

AA%

On the main diagonal of the payoff matrix (4), there are losses with correct decisions, on the right side of
the main diagonal are losses associated with errors of the 1st kind, on the left are losses associated with er-
rors of the 2nd kind [15].

Upon completion of the process of entering the initial data, using operator 3, an analysis of the interaction
of elements with each other in the spatio-temporal organization of the system that determines the types, na-
ture of connections and relationships between elements is performed. Operator 3 is typical for identifying a
sequential model of system reliability or other structure of connecting elements and is intended to determine
the conditions for the applicability of one of the known methods for finding the place of system failure. To
structure the system, frames can be used — constructions for describing a certain system, that has certain
properties and stores all information about the properties and relationships of the system [4].

In general, such an analysis is an intermediate stage in solving the TD problem on a computing machine.

Next, a group of operators 4-16 functions, designed to reproduce the failure recognition method and de-
termine the system image, which, by analogy with the DS dictionary (2), is represented in the form of vectors

h= (hl, hz, veey hj, ceey h|) (5)
where h, ..., h are features of any kind obtained as a result of performing checks m;, j =11.

Obviously, features hjj, i =1v, j=11 from the DS dictionary of system (2) and features hi, ] =11 from
the image of system (5) assume comparable units and an identical form that allows their comparison.

Logical operator 4 provides a branching of the general procedure for recognizing failure depending on the
identification of the structure of the system.

When sequentially connecting elements in the system, operator 5 checks the condition of equality of pric-
es of the checks performed. When the condition c(r1) = ¢(r2) =...= c(m) is satisfied, the set of checks P = {
T, M2, ... T}, | =11 is obtained, and the final image formation of the system h of the form (5) is carried out

using the program of the half-partition method [ 6] introduced by operator 6. Here we note that the condi-
tions for the applicability of the half-partition method are not limited by the requirements for the equality of

the probabilities of the classes of TS of the system P(H;), i =1v.

If the condition c(m1) = ¢(n2) =...= ¢(m), | =11 is not satisfied, then operator 7, regardless of the previous
cycle checks the equality of the probabilities of the classes of the TS of the system, P(H1) = P(H2)=...=P(H;),
i=1v and connects operator 8, which implements the program of the method of sequential functional
analysis [5]. Failure to meet the conditions c(mn1) = ¢(m2) =...= c(m), j=1,_l and P(H1) = P(H2) = ...= P(Hi),
i =1,v, means the choice of a failure recognition program by the linear programming method [12] contained
in statement 9.With a mixed structure of connecting elements in the system, control from operator 4 is trans-
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ferred directly to operator 10, which, when the prices of the performed checks, c(n1) = c(m) =...= c(m),
jzl,_l , are equal, requests operator 11. If probabilities of classes of TS of the system, P(H:) = P(H,) = ...=

P(Hi), i :].,_v , obtaining a set of checks P = { w1, mo, ... W }, ] =1,_I , and the final formation of the image of the
system h of the form (5) is carried out using the information method program [6].

The lack of conditions for the applicability of the information method leads to the need to include in the
operation of the algorithm operator 13, synthesizing the method of dynamic programming of recognition of
failures [6].

If the condition c(my) == c(m2) =...= c(m), ] =1,1 does not hold for a mixed structure of the connection of
elements in the system, then operator 14 checks the equality of the probabilities of the classes of the TS of
the system, P(H1) = P(H2) = ...= P(H)), i =1,v, and connects operator 15, which implements the program of
the "engineering" method of finding the place of failure of the system [5]. If the prices of checks are not
equal, c(m1) # c(m) =...# ¢(m), | =11, and the probabilities of the classes of the TS of the system are not the

same, P(H1) # P(H2) # ...# P(Hi), i=1,v, then to establish the set of checks P ={m, m, ... 1 }, j=1I and
to determine the image of the system h of the form (5), the "time - probability" method [5] is selected, con-
tained in operator 16.

Thus, the operation of the group of operators 4-16 is carried out under the conditions of an active experi-
ment, which dictates the need to form certain optimality requirements for specific control conditions of the
TS systems.

The requirements for optimization of the set of checks are presented on the basis of the condition of pair-
wise distinguishability of the TS of the system, supplemented by restrictions on finding the optimal subset

IT, < IT, such that the formulations [12] presented in operator 17 are resolved.

Operator condition 17 defines a given number of checks required to determine the i-th TS of the system
and requires that in the required subset P* there is at least one check m;, such that any two dictionaries DS H;

uH,, Vi, x=1,v, i #y, were pairwise distinguishable by the results of this check and so that this subset was

the minimum of all possible ones.

In the general case, several subsets P*, can be found that satisfy the condition of operator 17. For the final
choice of one of these subsets, operators 18— 20 additional specific optimization requirements are formulat-
ed.

Optimization requirements are expressed in minimizing the total costs associated with performing checks
mj, included in the desired optimal subset P* (operator 19) or in maximizing the reliability of recognition of
failures when performing checks m;, included in the sought optimal subset P* (operator 20). When requesting
a minimum of total costs associated with performing checks included in the desired subset P*, operator 18
transfers control to operator 19, and, if necessary, to ensure maximum reliability of failure recognition, to
operator.

Operator 21 in each case makes a classifying solution to the problem of recognizing failures by calculat-
ing the index ¥(h, H) of similarity (measure of proximity) between the vector (5) and each of the classes (2)
of the alphabet (3). The use of the proximity measure ¥(h, H)
in the algorithms for recognizing failures is due to the type of DS used to find the place of failure of systems;
therefore, the options for calculating the similarity indicator W(h, H) for a large number of states are extreme-
ly diverse. By decomposing and generalizing the working dependencies proposed in the considered section
of the developed algorithm, the arithmetic operations of the operator 21 are reduced to a single scheme for
calculating the root-mean-square distance between the image components of the system (5) and the DS dic-
tionary (2).
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The decision rule of the problem of classifying the search for the place of failure of the system is present-
ed in the operator 22. The minimization or maximization of the decision rule of the operator 22 is determined
by the specification of the types of DS given by the type of system with previously known design features
D).

After optimizing the solution to the problem of finding the place of failure of the system, operators 23-29
are included in the process of functioning of the developed algorithm, designed to make a final conclusion
based on the results of the process of technical diagnostics of the system using an assessment of the average

risk of decision-making R(Hi/h), i = 1_v Operators 23-29 implement the Bayesian decision-making strategy

for technical diagnostics with its required modifications depending on the availability of the initial data and
the applied criteria for developing the final decision. Without violating the generality of reasoning, we note
the potential of probabilistic decision-making methods when processing, including data of deterministic and
logical DS, assuming the values of such DS to be probabilistic, with the probability of occurrence of unity.
Operator 23 checks the conditions for the direct statement of the Bayesian method. When defining the
image of the system (5) at the previous stages of the functioning of the algorithm, the stability of the descrip-
tion of the alphabet of classes of the TS of the system (3), the given probabilities of the classes of the TS of

the system P(H,), i=1v and the probabilities of the appearance of images when the system is in the i-th
classes of TS P(h/Hj), i =1v, the invariability of the payment matrix (4), the operator 24 calculates the av-

erage risk of making a decision of technical diagnostics R(Hi/h), i =1v by direct application of Bayes' theo-
rem [12; 16].

The value of the average risk of making a decision of technical diagnostics R(Hi/h), i =1,v is an indicator
by which the final decision is made about the belonging of the recognized state of the system to one of the
classes of inoperable states.

In the absence of information about the probabilities of the classes of the TS of the system P(H,),

i=1,v control is transferred to the operator 25, who checks the conditions for the applicability of the mini-
max method. With the known alphabet of classes of the TS of the system of the form (3) and the pay-out ma-
trix of the form (4), the operator 25 connects the operator 26, which contains the apparatus of the minimax

method. The average risk of making a decision R(Hi/h), i=1v is calculated in this case according to the
modified rules of the specified method [6; 15].

Operator 27 is intended for inclusion in the decision-making process of technical diagnostics of the tools
of the Neumann — Pearson method. If there is only information about the alphabet of classes of TS of a sys-

tem of the form (3), the average risk of making a decision R(Hi/h), i =1v
is calculated in operator 28 according to the criteria of the Neumann - Pearson method [15].

Otherwise, the decision on the diagnosis is not made and control is transferred to the operator 29, which
performs the process of refusal to make the decision of technical diagnosis.

In order to exclude operator 29 from the structure of the optimal conditional algorithm for finding the
place of failure of systems, further improvement of diagnostic knowledge is assumed in the following areas:

— justification and acceptance of assumptions about the neglect of losses associated with correct solutions
of the TD problem, incomparably small in relation to the losses associated with errors of the I-st and I1-nd
kind;

— estimation of the probability distribution densities for all classes of recognizable states of systems;

— introduction into consideration of the so-called threshold value of the likelihood coefficient, which is
the ratio of the conditional distribution densities of DS values in the classes of inoperable states systems.

In the developed algorithm, operator 29 is a dead-end test for finding a defect. Information about the ab-
sence of a solution related to the most probable place of system failure is transmitted to operator 34.
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Depending on the requirements, the output of the results of solving the TD problem involves the branch-
ing of the developed algorithm by the operator 30 on the line of quantitative or qualitative assessment of the
control results.

The structure of the developed algorithm also assumes the presence of a set of control and processing
blocks located in a certain sequence, indication (registration) of control results in the appropriate units of
measurement of the j-th DS or in the form of logical conditions for the assessment "Defect".

When specifying the requirements for the quantitative (measuring) presentation of the failure recognition re-
sults, the assessment of the results of technical diagnostics is expressed by the operator 30 in the form of the num-

ber L, showing the quantitative value of the j-th DS and the unit of measurement of the j-th DS — h? .

A quantitative approach to recognizing failures involves determining the deviation of the measured value
of the j-th DS h; from the nominal hjo in the gradations of the tolerance and scrap fields. The value of the gra-
dation in most modern control systems is chosen equal to 12.5% of the half of the tolerance [4]. The meas-
ured DS value is considered positive when the tolerance band is exceeded and negative if the measured DS
value is less than the tolerance band. Further, the operator 30 includes in the work operator 31, which deter-
mines the estimate of the defect of the j-th DS. In operator 31, based on the known maximum permissible
upper hj, and lower h;j, values of the j-th DS, respectively, by rounding to the nearest number from below
(ent), the gradation number Kg, corresponding to the DS value is determined.

The sign of the deviation of the measured value of DS from the nominal value is determined using an ob-
vious formula, resolved by operator 32.

When specifying the requirements for a qualitative (tolerance) presentation of the results of searching for
the place of system failure, operator 30 transfers control to operator 33.

In case of qualitative recognition of failures, the evaluation of the type "Defect" (D), or "Defect above"
(DA), "Defect below" (DB) of technical diagnostics results is carried out by operator 33 by trivial compari-
son of the measured value of the j-th DS h; with the maximum permissible upper h;, and lower h;, values.

Data of a quantitative or qualitative assessment of the results of solving the TD problem are submitted to
operators 34 and 35, intended, respectively, for displaying and documenting diagnostic information.

Development of recommendations for the practical application of solutions

A variant of the practical application of the developed algorithm is possible in the structure of information
diagnostic systems related to the typology of artificial intelligence systems [4]. The inclusion of the algo-
rithm in the mechanism for obtaining solutions (solver) of the information diagnostic system eliminates the
need to operate with rules - rather voluminous constructions for expressing connections, dependencies be-
tween facts and their combinations. Automatic connection of knowledge procedures that allow performing
calculations or transformations of functions and making decisions in a certain situation is performed by the
algorithm depending on the data of operator 2. Very laborious, especially with large systems, the process of
enumerating possible options is eliminated. Consequently, the mechanism for obtaining solutions of the arti-
ficial intelligence system containing the obtained algorithm is assumed to be maximally optimized.

In the structure of concepts formed in the form of abstracted systems that have definitions, structures and
constituent elements, the initial data indicated above are mandatory, which imposes significant requirements
on the amount of permanent memory and the speed of the calculator processor. However, this drawback is
less significant in comparison with the advantages of the proposed approach. Moreover, the resources of the
information diagnostic system are freed up by the absence in its structure of complex models for representing
the knowledge base and the rules involved in the derivation - the so-called production models and semantic
networks [4].
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Conclusion

The resulting set of prescriptions determines the optimal sequence of actions of performers and means
necessary and sufficient to recognize failures with minimal costs and (or) maximum reliability of control of
TS systems. The operations of recognizing unworkable states of the system are defined as multi-step actions
to transform the input information about the DS into the output one, which is a conclusion about which class
of TS the system image belongs to.

Thus, using the proposed algorithm, there is no the need for combination and unconditional checks of sys-
tem elements and at the same time predetermines the possibility of research, primarily of elements with low
reliability.
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Anomalies in IGS ephemeris and clock products
and their influence on the solution of navigation problems
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The subject of research of this paper is anomalies in the final products of the International GNSS Service
(1GS), namely in the orbits and clock drifts of navigation satellites (NSs). The purpose of research is to determine
the influence of such anomalies on the accuracy of solving the precise point positioning (PPP) problem. The
method of approximation by polynomials of high degrees previously proposed by the authors is used as a method
for detecting and distinguishing anomalies in the orbits of navigation satellites. The methodology recommended
by the 1GS is used in solving the PPP problem. The proposed method for detecting and distinguishing anomalies
in orbits is applied to the analysis of anomalies in the orbits of GPS navigation satellites. The examples of anoma-
lies that can be detected using the proposed method are demonstrated. The brief statistical analysis and compari-
son of the frequencies of anomalies occurrence in the orbits of GPS navigation satellites published by various 1GS
analytical centers from 2010 to 2018 are presented. It is shown that orbital anomalies occurring at the bounda-
ries of daily intervals are, as a rule, correlated with anomalies in clock drifts and have a partially mutually com-
pensating effect on the solution of navigation problems. Experiments showed that when solving the PPP problem,
anomalies significantly increase the root-mean-square deviation (RMSD) of the solution residual. Two options for
solving the problem with anomalous orbits are considered: the exclusion of satellites with anomalous boundaries
of daily intervals from the solution and the “correction™ of the anomaly in the orbit. The most natural method of
correcting orbits (changing the orbit in order to remove large anomalies) at the boundaries of the daily segments
of the published final orbits was tested. The exclusion of satellites with anomalies in the orbit turned out to be the
most effective from the point of view of PPP problems, since attempts to “"correct” the orbit more often led not to a
decrease in the RMSD of the pseudorange residuals, but to its increase, which is associated with correlated
anomalies in the navigation satellite clock drift. According to the research results, we can conclude: before solv-
ing the PPP problems, it is necessary to study the orbits and the navigation satellites clocks drifts for the presence
of anomalies by the proposed methods and, if possible, to exclude such satellites from the data used to solve the
PPP problem. Our proposed methods for detecting and accounting for anomalies in the orbits and clocks of nav-
igation satellites, in addition to obvious applications to solving ground navigation problems, are also applicable
to monitoring the quality of the space and ground segments of the GLONASS and GPS systems.

Key words: 1GS, GPS, satellite orbits, satellite clocks, PPP.
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Ilpeomemom ucciredosanuss 6 OawHOU pabome AGIAOMCA AHOMAIUU 6 DUHATLHBIX  NPOOYKMAX
Meowcoynapoonou cayacovr THCC (1GS), a umenno 6 opoumax u yxo0ax uaco8 HABULAYUOHHBIX CHYMHUKOS
(HKA). Lenv uccnedoganus: onpedenumv 6IuUsAHUE MAKUX GHOMAAUL HA MOYHOCMb peuienus 3a0aqu
gvicokomounozo nosuyuonuposanus (PPP). B xauecmee memoda Onst 0GHAPYICEHUSL U PASIULCHUS AHOMAIUTL 8
opoumax HAaBULAYUOHHBIX CHYMHUKOG UCHONb3YEmCs ONUCAHHLIL panee asmopamu Memoo annpoKcumMayuu
noaunomamu evicoxux cmenerei. Ilpu pewenuu 3aoauu PPP ucnonvzyemca memooonocus, pexomendosanuas
IGS. Ilpeonosicennviii Memoo oOHAPYI’CEHUA U PAZTUYEHUS AHOMATUL 8 OPOUMAX NPUMEHEH K AHAAU3Y AHOMAULL
6 opbumax HagueayuouHwvix cnymuuxkog GPS. [Ipodemoncmpuposanvl npumepvl aHoManuti, KOmMopwvle MONCHO
O0OHAPYIICUMb, UCHOTIB3YSA NPEOTONHCEHHBIU Memo0. [Ipueooumcs Kpamrkutl cmamucmudeckuil aHanu3 U CpasHeHue
yacmom nosenenus aHomauil 6 opoumax Hasueayuonnvix cnymuuxose GPS ¢ 2010 no 2018 e2., onybauxosantvie
paznuynvimu anarumudeckumu yeumpamu |GS. Ioxkazvieaemces, umo anomanuu 6 opoumax, ecmpeyarouuecs Ha
CMBIKAX CYMOYHLIX UHMEPBANO8, KAK NPABUNO, KOPPEIUPOBAHbL C AHOMAAUAMU 8 YX00aX 4Ydco8 U UMerom
YACTHUYHO 83AUMHO KOMNEHCUPYIOWULL dpghekm Ha peuteHue HABULAYUOHHLIX 3a0ay. DKCnepumenmul noKa3aiu,
umo npu pewenuu 3adauu PPP anomanuu cywecmeenno ygeauuusaiom cpeoHekeaopamuyHoe OmKIOHEHUe
(CKO) nessisku pewenus. Paccmompenvt 06a eapuarnma pewienus npodiemvi ¢ AHOMATbHBIMU OPOUMAMU:
UCKTIIOYeHUe U3 peuleHUsi CHYMHUKO8 C AHOMANbHLIMU CMBIKAMU CYMOYHBIX UHMEPBANo8 U «UCHpasieHue)
anomanuu 8 opoume. Onpobosana HauboIee eCmecm8enHAsk MemoouKda UCNPasieHus opoum (UsmeHeHuss opoumuvl
€ yenvio yoaneHus OONbUUX AHOMATUL) HA CIMBIKAX CYMOYHBIX OMPe3K08 NYyOIUKYeMbIX (DUHATLHLIX OpOum.
Haubonee s¢pgpexmusnvim ¢ mouxku spenus 3adau PPP oxazanocv uckirouenue cnymuuxos ¢ aHOMAIUAMU 6
opbume, maxk Kaxk MNONLIMKU «UCHpAsUmMby opboumy uauje npugoounu He K ymeHvutenuio CKO Hegaz0K
ncegooOanbHOCHel, A K €20 YBeIUdeHUulo, 4mo CEA3aHO C KOPPEeIUPOSAHHbIMU AHOMATUAMU 8 YX00e Ydacog
Hasueayuonnozo cnymuuxa. Ilo pezynomamam uccied08anus MOJICHO COeNAMb 8bIB00: Neped peuienuem 3a0ay
PPP  Heobxooumo uccredoeamv npeonodiceHHbiMu Memooamu opoumvl U YXoo0bl YACO08 HABUSAUUOHHBIX
CHNYMHUKOB8 HA NPUCYMCMEUE 8 HUX AHOMANULL U NO 8O3MOICHOCIU UCKTIOUAMb MaKue CNYMHUKU U3 OAHHbIX 0715
pewenun 3adauu PPP. Ilpeonacaemvie namu memoovt oOHapysicenus u yuema aHOMAnuti opoum u 4acos
HABULAYUOHHBIX CHYMHUKO8, KPOMe OYEeBUOHbIX NPUNLOJCEHUll K pPeuleHur0 HA3eMHbIX HABULAYUOHHBIX 3a0a,
npuUMeHuMbl U 0/l MOHUMOPUHA KAYecmea pabomul KOCMUYECK020 U Hazemnozo ceemenmog cucmem I JIOHACC
u GPS.

Kmouesvie crosa: 1GS, GPS, opoumuvr cnymuuxos, uacel cnymnuxos, PPP.
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Introduction

The problem of precise point positioning (PPP) is of great importance in geodesy and is one of the ways
to use global navigation satellite systems (GNSSs). To solve this problem, phase and code measurements
from a navigation receiver as well as updated information about the orbits and clocks of navigation satellites
are used. The analytical centers of the International GNSS Service (IGS) [1]: IAC GLONASS [2], CODE
[3], ESA [4] and others are a source of information about the updated (final) orbits and clocks (frequency-
time corrections to the satellite time scale). Information about the orbits is transmitted in the SP3 format for
each daily time interval in the form of time series of data with a time step of 15 min [5], information about
the satellite clock is transmitted in the CLK format with a time step of 30 s or 5 min [6]. The method for de-
tecting anomalies in orbits used by us was previously described in detail in [7; 8] and allows detecting small
(centimeter) anomalies in the orbits of navigation satellites. Also, in [7] it is noted that at the boundaries of
daily intervals there are often discontinuities ("jumps™) in orbits. It is not difficult to detect anomalies in
clock drifts: it is enough to remove linear and quadratic (for large time intervals) trends using the least
squares method (OLS).

We made attempts to "correct™ the detected orbit anomalies, that is, to correct the orbit so that a new orbit
would not have a discontinuity at the boundary of the day and would be close to the published final orbits.
However, such a correction did not always lead to an increase in the positioning precision or worsened it.
This is due to the presence of similar anomalies in the time information (the NS clock drift).

Orbit anomaly detection method

The technique for anomalies searching in SP3 data (standard text format for ephemeris IGS products,
available in daily intervals with a step of 15 min in time) consists in searching for orbital discontinuities
(time series jumps) at the boundary of two daily intervals by approximating each of the satellite coordinates
for this two-day interval by a high degree polynomial. Next, the approximation residual is calculated. As it is
shown in [7; 8], from the obtained residual it is easy to determine the type of anomaly ("jump™ or "ejection”,
as well as the satellite maneuver or the period of entering the shadow). The approximation method we used is
based on the application of a precomputable set of discrete orthogonal Chebyshev — Khan polynomials [8].
Such polynomials are calculated in timestamps of the analyzed series up to the chosen degree r (in our case,
r = 100), after which the polynomial of the best RMS approximation is easily calculated. The main problem
is calculating Chebyshev-Khan polynomials. The standard formulas of the theory of orthogonal discrete pol-
ynomials are not suitable due to the accumulation of large errors for high degrees and with a large number of
points (in our case, 192 points). Stable algorithms for computing Chebyshev — Khan polynomials are de-
scribed in [8]. In this work, we used a software package [9] adapted to the problem of approximating orbits.
The method of polynomial approximation is much simpler than the approach considered earlier in [10; 11],
which provided for high-precision modeling of the motion of the NS by solving the equations of motion us-
ing a lot of additional data.

For the precise positioning problems we are solving, not the orbital anomaly along each individual coor-
dinate is important, but the value of its projection onto the sighting axis between the satellite and the receiv-
er. To simplify the analysis, the center of mass of the Earth was used as the coordinates of the receiver, i.e.,
the value of the anomaly was calculated along the radius vector of the NS - the center of the Earth.

Anomalies detected in IGS final orbits

The issue of anomalies in the orbits of navigation satellites is discussed in [7; 8; 10; 11]. The work [7]
shows the detected anomalies in the orbits of GLONASS satellites; the same anomalies are observed in the
orbits of GPS satellites. The examples of the detected "jumps™ in the final orbits of satellites GO3 and GO08 at
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the boundary of the day (more precisely, their effect on the approximation residuals) according to the IAC
PNT analytical center are shown in Fig. 1 and 2.
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According to the recommendations given in [7], we determine the size of the "jump" at each boundary of
the day. For the approximation residual shown in Fig. 1, the magnitude of the "jump" is about 70 cm, for the
approximation residual in Fig. 2 the magnitude of the "jump™ is about 1.8 km. Large "jumps" in the final or-
bits of analytical centers are not very common (on average 1 "jump" per year for each satellite), while small
"jumps" are common.
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In addition to "jumps", "ejections" were also observed in the final orbits of the GPS satellites.
Figures 3 and 4 show “ejections” in the final orbits of GPS satellites GO1 and G04, respectively (to be
more exact, the effect of “ejections” on the approximation residuals).
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The magnitude of the "ejection” in the orbit of the G04 satellite (Fig. 3) determined from the approxima-
tion residual is approximately 3.5 cm. In the orbit of the GO1 satellite (Fig. 4) the magnitude of the "ejection”
is approximately 1.8 m.

The next anomaly that this technique can detect is the behavior of the final orbit of the navigation satellite
when performing a maneuver. It is possible to confirm the presence of the GPS satellite’s maneuver using
NANU messages (Notice Advisory to Navstar Users) [12; 13]. The satellite G15, according to NANU re-
ports, performed one of the maneuvers on August 20, 2013. Let us consider the approximation residual of X
coordinate of this satellite’s final orbit by the 100™ degree polynomial for August 20-21, 2013 (Fig. 5).

According to NANU, the satellite maneuver began at 13:01 GPS Time and ended at 19:42 GPS Time.
From the timing diagram of the residual in Fig. 3 it can be seen that in the middle of this section there is a
peak in the residual of the satellite orbit approximation. We note the difference in the shape (stretching along
the time axis) of the residual anomalies for Fig. 3-5.

On the basis of the residuals of the approximation results it is possible to determine the areas of entering
the shadow, the time diagram of the residual for such a situation is shown in Fig. 6. To confirm entering the
shadow, the SOE angle (Sun - Object - Earth) which corresponded to the presence of shadow parts of the
orbit in this time interval was determined.
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In the future, when accumulating statistics of anomalies at various analytical centers, we will consider the
maximum of the residual modulus (for each satellite, the maximum value of three coordinates is taken).
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Anomaly statistics in final GPS orbits

In [7], statistics of anomalies in the final orbits of various analytical centers for GLONASS satellites is
given. This section shows anomaly statistics for GPS satellites from 2010 to 2018.

We divide the found maxima of the residual modulus (in all three coordinates) into 2 groups: less than 10
and more than 10 cm.

For the group where the value is less than 10 cm, we construct a two-dimensional distribution, where we
choose the satellite to which the maximum of the residual modulus belongs at each two-day interval (the in-
terval starts at the beginning of each day) as one of the measurements, and the value of this maximum resid-
ual modulus with a step of 1 cm - as the second measurement. The accumulation of the number of anomalies
is performed over the entire time interval (from 2010 to 2018), for each analytical center graphs are plotted
separately. Two-dimensional histograms for each analytical center are shown: in fig. 7 for CODE, in fig. 8
for ESA, in fig. 9 for IAC PNT, in fig. 10 for IGS. To the right of the histogram there is the legend of the
number of anomalies from 2010 to 2018.

For the group of less than 10 cm, it can be noted that the final orbits of different analytical centers have a
different number of anomalies exceeding 1 cm. The CODE Analytical Center has no more than 120 anoma-
lies per satellite in the range from 1 to 2 cm. The ESA Analytical Center has on average from 1500 to 1800
anomalies in the range from 1 to 2 cm for each satellite. The analytical center of the IAC PNT has an average
of 1000 to 1400 anomalies in the range from 1 to 2 cm for each satellite. The IGS analytical center has an
average of 400 to 900 anomalies ranging from 1 to 2 cm per satellite. In this regard one can see the relation-
ship in the number of anomalies per satellite between the CODE and IGS analytical centers.

There are significantly fewer situations when the maximum of the residual modulus exceeds the threshold
of 10 cm; for such situations, we also construct a two-dimensional distribution. We choose a satellite as one
of the measurements, and the beginning of the annual interval (with a step of 1 year) as the second measure-
ment. For each year, the number of anomalies with a maximum residual modulus of more than 10 cm is ac-
cumulated at all two-day intervals of approximation, for each analytical center separately. The resulting dis-
tributions are shown in Fig. 11 for CODE, 12 - ESA, 13 - IAC PNT, 14 - IGS. The legend of the number of
events is shown to the right of the histogram.

The most significant anomalies of a massive nature (for almost all NSs) were observed at the IAC PNT
analytical center in 2014 and 2016. For different analytical centers, it can be noted that there were years
when, for certain satellites, the maximum number of anomalies per year was reached for a given center.
Moreover, such situations are not always interconnected at different centers. This is partly explained, among
other things, by gaps in the SP3 data published by each center (when the center did not lay out orbits that
were unreliable from its point of view): the day with large anomalies for one center could have simply been
thrown out by another center and are not present thereby in the statistics in Fig. 11-14. Availability (availa-
bility on IGS servers) of SP3 data for the CODE analytical center is 97%, for ESA - 90%, for IAC PNT -
93%, and for IGS - 95%. On average, for all analytical centers, the maximum number of anomalies exceed-
ing 10 cm is no more than 20.
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Fig. 8. Distribution of the number of anomalies of less than 10 cm over the observation interval

from 2010 to 2018 for the ESA analytical center
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Fig. 9. Distribution of the number of anomalies of less than 10 cm over the observation interval

from 2010 to 2018 for the IAC PNT analytical center
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Fig. 10. Distribution of the number of anomalies of less than 10 cm over the observation interval

from 2010 to 2018 for the IGS analytical center
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Fig. 11. Distribution of anomalies over 10 cm by year for the CODE analytical center
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Fig. 12. Distribution of anomalies over 10 cm by year for the ESA analytical center
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Fig. 13. Distribution of anomalies over 10 cm by years for the IAC PNT analytical center
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Fig. 14. Distribution of anomalies over 10 cm by year for the IGS analytical center
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The position of the maximum of the residual modulus in the approximation window was analyzed. Most
often, the maximum occurred at the boundaries of daily intervals, however, for GPS satellites there were sit-
uations when the anomaly did not occur at the boundary of daily intervals, which was almost always associ-
ated with the maneuvers of GPS satellites.

As it can be seen from the histograms, all analytical centers have both large (more than 10 cm) and small
(less than 10 cm) anomalies in the final orbits, which, nevertheless, are proposed to be used in high-precision
positioning problems.

Anomalies detected in GPS satellites clock drifts

For two-day intervals at the end of the day, for which anomalies in the maximum of the residual modulus
exceeding several cm were observed (for different analytical centers, different minimum deviations were
chosen), the clock drifts with the removal of the linear (and quadratic for large time intervals) trend were in-
vestigated.

For the period from 2010 to 2018 statistics of discontinuities whose magnitude in the radius vector ex-
ceeded 5 cm was accumulated. For GPS satellites in the data of the CODE analytical center there were 42
such situations. In the data of the IGS analytical center there were 275 of them, while situations were exclud-
ed when the discontinuity in the radius vector exceeded 10 cm. At the boundaries of the day with a disconti-
nuity in the orbit, the satellite clock drifts were approximated by a linear function and the approximation re-
sidual was calculated. Further, a joint analysis of the residuals of the orbit approximation and the clock drift
of this NS was carried out. As it turned out, when solving the PPP problem, these residuals (data discontinui-
ties), as a rule, cancel each other out. A typical example of compensation for discontinuities at the boundary
of the day in orbit and clock drift is shown in Fig. 15, 16.
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In fig. 13 the discontinuity in the orbit along the radius vector is about 60 cm; in solving PPP problems it
is partially compensated for by a time gap (about 2 ns).
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Influence of anomalies in IGS products on solving the PPP problem

The problem of high-precision positioning (PPP) is to find the coordinates of the station with centimetric
accuracy and its clock drift from direct measurements of the phase and pseudo-range from the NS signals. To
solve this problem, it is necessary to use high-precision ephemeris and a posteriori estimates of the NS clock
drift, which we take from the final SP3 and RINEX Clock files of the IGS service, as well as other pro-
cessing centers. Besides, according to [14], to achieve adequate accuracy it is necessary to take into account
the following effects:

— relativistic clock correction [15];

— signal delay in the troposphere (when performing this work, the model from [15] is used, the formula
(9.12), while the parameters Dr;, Dw;, Gn, Ge are modeled using a piecewise linear function, the values of the
functions at the nodes are estimated together with the coordinates and station clock drift);

- displacement of the phase center of the NS and station antennas, as well as the variation of the phase
center depending on the angle at which the signal is transmitted and received with respect to the nadir and
zenith, respectively (these corrections are transmitted in ANTEX files by the 1GS service);

- correction for the rotation of the signal phase when turning the NS relative to the receiver;

- displacement of the ground measuring point due to deformations of the earth's crust caused by tides in
the solid body of the Earth, uneven rotation of the Earth, as well as the pressure of oceanic water moving
under the action of the tidal forces of the Moon and the Sun [15].

The initial data in the PPP problem are pseudo-range and phase measurements according to NS signals.
The estimated parameters are station coordinates, receiver clock drift, tropospheric signal delay model pa-
rameters, and phase ambiguity. A measurement data model is a system of conditional equations linking
measured and estimated quantities. The system is solved by linearization according to the specified parame-
ters; the linear system is solved by the least squares method.

In this work we used measurement data from IGS stations [1]: KOKV, MGUE, MAD2, and HRAO. For
such stations, the days were chosen when the satellite with an anomaly in orbit was in the radio visibility
zone of the station at the boundary of the day (anomalies were determined by polynomial approximation).
Two series of experiments were carried out in which parameters such as the pseudo-range residual between
the measured non-ionospheric combination and the one modeled in the PPP problem as well as the coordi-
nates of the observation station were estimated.

In the first series of experiments, the PPP problem was solved at two-day intervals with an anomaly in the
orbit of a satellite at the boundary of these intervals. In the experiments the influence of the anomaly in the
satellite's orbit on the residuals between the measured non-ionospheric phase pseudorange and its model val-
ue was estimated first of all. In the residuals, anomalous "jumps" were observed, both for the satellite with an
anomaly in its orbit and for other satellites. At the next stage of this series of experiments we excluded satel-
lites with an anomaly in the orbit from the solution of the PPP problem. After that, the residuals of the pseu-
dorange were analyzed again. As a result, the anomalies in the pseudo-ranges near the boundary of the day
decreased their value or completely disappeared. At the third stage of this series of experiments, instead of
excluding the satellite with an anomaly in its orbit, we tried to “correct” this anomaly by forming a new orbit
using the satellite motion model described in the IERS Conventions [15], matching it with the published final
orbits on a two-day interval. The analysis of the pseudo-range residuals showed that orbits corrected in such
a way not only do not reduce the magnitude of the "jump" or "ejection" of the residuals, but often lead to
their increase. This situation is a consequence of the fact that satellite clock drifts also contain anomalies, and
these anomalies often compensate for anomalies in orbits, therefore, an approach related to correcting only
anomalies in orbits cannot be applied.

The second series of experiments was devoted to assessing the quality of the PPP problem solution on a
relatively small interval, which is located at the boundary of the day with the anomaly. In the experiments an
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interval of 2 hours before and after the boundary of the day (Fig. 17) was considered, during which the PPP
problem was solved.

point in time at PPP is solved

-2h

-

A/ 1
o
L ]
PPP solving Intarval Day boundary

Fig. 17. Timing diagram of solving the PPP problem in the second series of experiments

+2h
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Thus, the PPP problem was solved in three versions: a) satellites with an anomaly in orbit were included
in the solution; b) satellites with an anomaly were excluded from the solution; ¢) for satellites with an anom-
aly the orbit was corrected. The station coordinates obtained by averaging three solutions of the PPP problem
were taken as the reference coordinates over a two-day interval: at the beginning, in the middle, and at the
end. As a result, it was revealed that in most cases excluding a satellite with an anomaly in its orbit from the
PPP solution reduces the error in determining the coordinates. Attempts to "correct” the satellite's orbit with
an anomaly in it only increase the error in determining the coordinates.

The Euclidean norm of the distance between three averaged coordinates and three coordinates determined
in solving the PPP problem was also determined to assess the quality of solving the PPP problem in this se-
ries of experiments. Their statistics for all stations at all solution intervals are shown in the table.

Euclidean distance norm distribution statistics
between averaged and determined coordinates

Orbit correction was carried
Without anomalous satellites With anomalous satellites out for anomalous
satellites
Maximum 151 cm 115 cm 28088 cm
Mean 37 cm 36 cm 2682 cm
RMSD 26 cm 21cm 3407 cm

As it can be seen from the table, the solution without satellites with orbital anomaly is on average 1 cm
worse than the solution with the anomalous satellite, while the solution with the corrected orbit is on average
2682 cm worse.

Conclusion

In the ephemeris and clock products of GNSS analytical centers there are often significant anomalies at
the boundaries of the day, which negatively affects the accuracy of solving navigation problems. We pro-
posed and tested on a 9-year time interval a simple technique for finding discontinuities and other anomalies
in the final orbits published by the IGS analytical centers. The above analysis of the anomalies showed that
there is a mutual compensation of discontinuities in the orbit and the drift of the satellite clock when solving
PPP problems. Attempts to "correct™ the orbits in order to remove discontinuities at the boundary of the day
do not make sense without a corresponding correction of the NS clock drift, which is not possible at this
stage.
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A technique for determining the acoustic characteristics of combustion cham-
bers of a solid propellant rocket engine
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Many developers of new high-thrust solid-propellant rocket engines are faced with the problem of acoustic in-
stability of combustion. The phenomenon of resonant combustion of solid fuel is associated with a number of spe-
cific features. The cavities of the combustion chambers of such engines have complex geometric shapes. The gas
channel is long enough. Its length usually exceeds five or more calibers. The thickness of the flame front is meas-
ured in micrometers and the combustion zone is localized over the open fuel surface. The flame front often turns
out to be capable of amplifying pressure perturbations at the frequency of one of the acoustic eigenmodes if the
wave antinode falls on a thin combustion zone. The oscillatory process can be regular or sporadic. Resonances of
the longitudinal acoustic mode are most often observed. However, there were cases of simultaneous oscillation of
two modes. In some cases, during the operation of the engine, the amplitude of the resulting oscillations began to
decrease and the combustion process became almost quasi-stationary. Self-oscillatory processes in the combus-
tion chambers of solid propellants have a threshold sensitivity to pressure overshoots. The vibration amplitudes
can be several tens of percent, sometimes reaching the nominal working pressure in the chamber. The amplitude-
frequency characteristics of the oscillations are sensitive to the composition of the fuel, responding to changes in
the chemical composition, as well as to the mechanical properties of the fuel. The regions of unstable regimes are
definitely related to the geometry of the gas cavity. Together with pressure fluctuations, the combustion process is
influenced by gas-dynamic factors, significant non-uniformity of the gas flow parameters along the length of the
channel, its turbulence, and other factors. When designing solid-propellant rocket engines, it is necessary to esti-
mate the frequencies of the natural acoustic resonances of the combustion chambers.

The article discusses a technique for determining the frequencies of natural resonances of the first and second
tone of the longitudinal mode of acoustic vibrations in the combustion chambers of solid propellant rocket en-
gines. The gas path of the combustion chamber is divided into homogeneous sections, for which the solutions of
the wave equation are presented. To determine the natural frequencies and distribution of vibrational pressures
and velocities, the method of “stitching ” acoustic fields at the boundaries of the cavities was used.

Keywords: acoustic vibrations, longitudinal mode, frequency, damping decrement, wavenumber, quality fac-
tor.
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MeToaunka onpeaejieHusi AKYCTHYECKHUX XaPAKTEPUCTHK

KaMep CropaHusi PAKETHOI'0 ABUIraTe sl TBEPAOro TOIIUBA

C. A. Acraxos®”, B. U. Buprokos?, I". A. Cuzosl 2

l®enepansroe kazennoe npeanpusaTue «'0CyJapCTBEHHEIN Ka3eHHBIH
HAYYHO-HCIIBITATSIILHBIHN IMOJIMTOH aBHAIIMOHHBIX CHCTEM)

Poccutickas @enepanus, 140250, MockoBckas 001., 1. benosepckuit
2MOCKOBCKMi aBHAIMOHHBIA MHCTUTYT (HALMOHATILHBINA HCCIE0BATENLCKUN YHUBEPCUTET)
Poccuiickas ®enepanust, 125993, r. Mocksa, A-80, I'CII-3, Bonokonamckoe miocce, 4
“E-mail: aviatex@mail.ru

C npobremou aKycmuueckou HeyCmoUuYUgOCmu 20peHUs CMAIKUBAIOMCA MHO2Ue paspabomyuKu HOBbIX
PpaKemuuIx Osueameneti meepoo2o0 MOnaUea boavuux mse. Aenenue pe3oHaHCHO20 2openus meepooco Monaued
conpsidiceHo ¢ padom cneyuguueckux ocobennocmetl. Tlonocmu kamep ceopauusi makux ogueameneti UMem
CLoJICHblE 2eomemputeckue opmvl. [ a306biil KAHA BLINOIHAEMCS OOCMAMOYHO npomsdiceHHbM. E2o Onuna
00b1YHO npesviuiaem namo u 6oaee kanubpos. Tonwuna ponma niamenu uUsMepaemcs MUKpOMempamu 1 30Ha
20peHUs JIOKANU3YEeMC N0 OMKPbIMOU NosepxHocmu monaued. Dpoum NiaMeHu 3a4acmyio OKa3vleaemcs
CNOCOOHBIM YCUNUBAMb B03MYUEHU OABICHUA HA Yacmome OOHOU U3 COOCMEEHHLIX AKYCMUYECKUX Moo, eciu
NYYHOCMb 8OIHbL NPUXOOUMCS. HA MOHKYIO 30HYy copenus. KonebamenvHulii npoyecc modicem 6bims pecyiaphbim
unu cnopaouveckum. Yawe 6ceeo HaAbGMOOAOMCA PE3OHAHCHL NPOOONBLHOU aKycmuueckou moovl. (OQOHaxo
B8CMPEYAnUCh CIYUal KONeOaHus 00OHOBpeMeHHO 08YX MOO. B nekomopwix ciyuasx 6 npoyecce pabomol 0gucamens
AMIAUMYOQ  GOZHUKWUX KONOAHULl HAYUHANA YMEHbUAMbCA U NPOYecC 2OPeHUsi CMAHOBUNCA NOYmu
K8a3UucmayuoHapHuiM. Aemokonebamensvuvie npoyeccel 6 xamepax ceopanus PHTT umerom nopozogyio
YYECMBUMENLHOCHb K 3a0pocam 0agieHus. Amnaumyosl KoneOaHuti MO2ym cOCMAGIsamsd HeCKOIbKO 0eCcsimKos
NpoYeHmos, Nopol OoCmucas HOMUHATLHO20 paboyeco O0asneHuss 6 Kamepe. AMRAUMYOHO-YACMOMHbIE
Xapaxmepucmuxu KoneOauuti 4y8cmeumenbHvl K COCMABY MONIUBA, OMKIUKAACL HA USMEHEHUs XUMUYECKO20
cocmasa, a maxoice U Ha MexaHudecKue ceolCcmaa moniusd.

Obnacmu HeycmoUu4UBbIX pedCUMO8 ONpedeieHHO CEA3AHbl C 2eomempuell 2a3060ti norocmu. Bmecme
C KonebamusmMu OdAGleHUs HA NPOYecc 2OPeHUsl GAUAIOM 2a300UHAMUYEeCcKUe (aKkmopul, CyuecmeeHnas
HEepasHOMePHOCb NAPAMEMPO8 24308020 NOMOKA NO ONUHe KAHAAA, e20 MypOyIeHMHOCHb U Opyaue pakmopui.
Ipu npoexmupoganuu P/TT neobxoduma oyenxka uacmom coOCMBEHHbIX AKYCMUYECKUX De30HAHCO8 Kamep
ceopanusl.

B cmamve paccmampusaemcs memoouxa onpedeneHuss Yacmom coOCMBEHHbIX DPE30HAHCO8 NepPeo2o U
8MOP0O20 MOHA NPOOOTLHOU MOObI AKYCMUYECKUX KONeOaHull 6 Kamepax c2Opanusi paKkemmuvix oOsucameneil
meep0o2o monausa. 1 azosviil mpakm xKamepvl c2opanus pazoueaemcs Ha 0OHOPOOHbIe YYACIKU, O KOMOPbIX
npeocmasiieHvl peuleHusi 80IH08020 YpagHeHus. s onpedeneHus COOCMEEHHLIX YACMOM U pacnpeoeienus
KONebamenvHuIX 0agieHull U CKOpocmell UCNONIb308AH MeMmOo0 «CUUBAHUAY AKYCMUYECKUX Noiell HA paHuyax
noaocmeti.

Kniouesvie crnosa: akycmuueckue xonebanus, npooobHAs MOOd, YACHMOMA, 0eKPeMeHM 3amyxXanusl, 80JH080e
YuCno, 00OPOMHOCHb.

Introduction

The problem of acoustic instability of combustion in solid-propellant rocket engines is no less urgent in
comparison with high-thrust liquid-propellant rocket engines [1-4]. As a rule, the acoustic cavity has a com-
plex geometric shape. The combustion zone is located in close proximity to the interface between the phases
—a solid charge and a gas path. The thickness of the combustion zone of the mixed composition at a pressure
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of up to 4 MPa and a gas temperature of the order of (2500-3000) K is approximately 70-90 microns. A thin
combustion zone often turns out to be capable of amplifying the pressure disturbances of the acoustic mode
for which the maximum wave falls on the combustion surface. The effect of acoustic pressure fluctuations on
the combustion process, in accordance with the Rayleigh criterion, causes fluctuations in the combustion rate
[2-12]. The presence of this feedback leads to an increase in pressure fluctuations in a thin zone of chemical
reactions with high temperature gradients, fuel vapor concentration, and high rates of energy and mass trans-
fer. In addition, the possible thermodynamic heating of the gas during its compression should be noted. In
some cases, fluctuations in acoustic velocity can also play an important role. When solid fuels are burned,
turbulent pulsations are present in the channels of the checker — combustion noises. They are due to different
excitation mechanisms and have a different physical nature. Sound noise is usually associated with gas-
dynamic reasons of the same nature as in turbulent gas flows. In combustion chambers, regular pressure fluc-
tuations with a frequency close to the natural (acoustic) frequency of the gas column oscillations [7-12] can
increase, and more often stabilize at a certain level due to acoustic losses. The acoustic instability of combus-
tion is an autowave process with feedback through the action of sound waves on combustion. The parameters
of the wave process: frequency, amplitude and form of oscillations are determined by the properties of the
solid-propellant rocket engine charge as a dynamic system. Sound noise in the chamber cavity can also be
considered as a self-oscillatory process [6], in which the energy source is heat release during combustion,
and feedback arises due to the effect of sound waves on combustion, while persistent pulsations of a stochas-
tic nature arise [11], which have a wide frequency band and random phases. However, the frequency re-
sponse of the acoustic cavity often has frequency selectivity characterized by a high Q factor with respect to
the longitudinal mode [2—4].

Most theoretical works analyze the effect of small perturbations on the stability of combustion. However,
given the complex nonlinear mechanism of solid fuel transformation into the gas phase (heating, pyrolysis,
sublimation, etc.), the combustion process and its interaction with gas-dynamic phenomena in the acoustic
path of solid-propellant rocket engines are often characterized by “hard” excitation of self-oscillations. Oth-
erwise, the dynamic system can become unstable when the amplitude of the disturbances increases above a
certain threshold limit. Disturbances with an amplitude below the threshold attenuate. Rigid excitation of
oscillations is characteristic of nonlinear dynamic systems. The development of nonlinear theories is greatly
complicated by mathematical difficulties. Linear theories can be quite useful for understanding instability
and, in some cases, for nonlinear applications.

An assessment of the stability of combustion in solid-propellant rocket engines can be carried out on the
basis of determining the balance of acoustic energy in the combustion chamber, taking into account the influx
of acoustic energy (due to the interaction of acoustic vibrations with the combustion process) and losses of
acoustic energy during the period of vibrations. The diagnostic indicator of the margin of linear stability of the
combustion process is the coefficient (decrement) of damping of oscillations [2; 7-12]. The attenuation coeffi-
cient has a certain physical meaning:

S = ﬁ (1)
2ECVM

where E; is the inflow of acoustic energy generated by the oscillating system during the vibration period; E:
is a part of the energy dissipated by the oscillatory system during the vibration period; Ecym — acoustic ener-
gy stored by the system during the vibration period.
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The influx of acoustic energy from the combustion process depends — at certain phase (0 + n/2) the rela-
tionship between pressure fluctuations and combustion rate — from the amplitude of pressure fluctuations,
increasing in proportion to the square of the latter. To determine the flow of acoustic energy in combustion
chambers, experimental methods have been developed using a T-shaped chamber [3—4]. Losses of acoustic
energy in the gas volume of the combustion chamber are essential in the presence of condensed particles in
the combustion products. Calculation of losses at the boundaries of a combustion chamber with a complex
configuration in the case of solid fuel engines is associated with great difficulties. These losses can be ap-
proximately determined by carrying out experiments on models of combustion chambers without gas flow. It
follows from the foregoing that the acoustic properties of the combustion chamber: the frequency of natural
vibrations, the distribution of the vibration amplitude — can amplify the vibrations or damp them, and thereby
affect the stability of combustion in the engine. It should be noted that the properties of the combustion
chamber of solid-propellant rocket engines as an oscillatory system differ from the properties of systems
considered in acoustics. The differences are due to the fact that a high-speed gas flow is superimposed on the
vibrations in the combustion chambers, the specific configuration of the nozzle affects, there are distributions
of the parameters of the working process, etc. But despite these important differences, the forms and fre-
quencies of natural vibrations do not change significantly [2; 7-12], which makes it possible to carry out cal-
culations and experiments to determine the properties of the combustion chamber as an oscillatory system in
the acoustic approximation, that is, without taking into account complicating factors.

As a result of theoretical and experimental studies of the acoustic instability of combustion, a certain level
of knowledge of physical processes has now been achieved, which makes it possible to predict the influence
of changes in design and operating factors on the instability regions. Solid-propellant rocket engines are
characterized by acoustic vibrations of the longitudinal mode due to the large ratio of the charge length to the
cavity diameter (L /D > 5), and transverse modes are much less common.

Natural vibration frequencies and acoustic pressure fields in the combustion chambers of solid-
propellant rocket engines

Acoustic waves propagating in the paths of various systems often have a wavelength comparable to the
dimensions of the channels. In this case, it is advisable to consider the solution of the wave equation in the
form of standing waves. Standing waves are formed as a result of the interaction of direct waves and waves
reflected from the “hard” walls. Consider a superposition of two waves F moving towards each other with
constant phase velocities. For this, we represent the solution of the wave equation as a sum of particular solu-
tions of the form [7]

0°F(x)
ox?

&*F(t)
2 . 2.2 2
=—k2F(x); — =—k%c2F (1) =-0’F (1), )
where o =k*cg.

System (2) is equivalent to equations describing elastic vibrations of a material point. The solutions to
these equations represent harmonic vibrations with their own phase shift:

F(x)=Acos(kx+q,); F(t)=Bcos(wt+¢,). ©)
The solution to the wave equation is written as a product

v =F(x)F(t)=Ccos(kx+ @, )cos(ot+¢,). (4)
Here C = AB.
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The function F (x) describes the distribution of the vibration amplitude, constant in time, and the function
F (t) shows that all points of the wave move synchronously. Oscillation does not propagate, displacements of
all points reach their maximum or minimum values at the same times. The resulting particular solution is
called a standing wave or natural vibration. To describe wave motion in an unlimited volume requires an in-
finite number of solutions with a continuous spectrum of frequency » and k = @ / co. Here ¢y is the speed of
sound and k is the wave number. The general solution has the form of a Fourier integral. In the case of the
implementation of a standing wave in a finite path with rigid walls, both the general solution and each par-
ticular solution are found, satisfying the boundary conditions

o Bu(xt) _
& (xt)=0 =2 =0,

Each particular solution must satisfy the wave equation and describe the possible oscillation of the system

v, (x,t)= A, cos(k, X+ @, )cos(K,Cot + @y, ), ®)

where yy (X, t) — velocity potential; o, = k, Co — circular vibration frequency.
If the potential function at the boundaries of the tract is equal to zero, then for any moment of time the
following should be fulfilled:

A, cos@,, cos(m,t+ @y )= A, cos(m,t+ ¢, )cos(k I +9,,) =0, (6)

_vr kl=vr, v=1 2, ... (7)

Pyx ,
Each particular solution can be represented by the expression

v, (Xt) =y, (x)cos(o,t +0,,), (8)
where

. VIIX
\IIV(X)='%S”1T, o, =k, = 9)
The function v, (X) describes the natural vibrations of the system in the absence of external forces and
damping, and the frequencies o, are the natural angular frequencies.
A more general solution can be obtained by adding all the natural vibrations of the system with the corre-
sponding amplitudes:

\VV(x,t)=z\uv(x)cos(covt+(pvt)=2AVsinVTmcos(mvt+(pvt), v=1 2, ... (10)

Consider a particular case of plane wave propagation in a moving stream and find relations for velocity
fluctuations and pressure perturbations. We represent the general solution of the equation in the form of two
waves moving in the opposite direction:

iot—ikyx

v =Ae + Bel@t-kex (11)
where

w

k, = ;o=Kky(Co+Vp); Ky =

= o=—K,(Cy—Vy). 12
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Velocity fluctuation

X

— _% — iklAe—k1X+icot + |k2 Be—k2X+imt . (13)

Pressure perturbations are related to the velocity potential by the equation

2 '
Spc_ozﬂ—a_\lj_{_voa_w

Y Po ot ox
Let us differentiate this expression with respect to time t and coordinate x
P’ =po (A ™ 1 iBe P —yjik AeT N —yjik,Be ! ).
Next, we introduce new coefficients, then the expression for the pressure perturbation will be somewhat
simplified
D= Celot-ikix Deimt—ik2x1 (14)
where the coefficients are:
C =(im—voikl)p0A=:§J%v":A; D = (io—Vyik, ) poB =:§’%\f:s.
Taking into account the form of these coefficients, the expression for the velocity perturbation will look

as follows:

V. =——e —e
PoCo PoCo

Let us express the mechanical resistance of the medium in the form of the ratio of pressure perturbations
to velocity fluctuation. For a wave traveling downstream, this ratio is

v C diotikx D iet-ikox (15)

Py
— =PoCo>
VX+
and against the stream
——="PoCo
X_
Magnitude

is the wave impedance of the medium. Thus, the sound pressure is equal to the propagation velocity of a
plane wave multiplied by the magnitude of the wave resistance and has a positive sign if the wave propagates
in the positive direction of the coordinate axis. When the wave propagates in the opposite negative direction,
the particle velocity is negative, and the sound pressure is positive. Wave resistance characterizes the envi-
ronment and is constant for it. The dispersion relation for the perturbation in the form of a plane entropy
wave is defined as follows [7-8]:

-k =0V, = kﬁ from here 5S = 8S,, ek, (17)
S

Entropy waves propagate without dispersion, while plane vortex waves do not exist.
Let us consider plane standing waves in a cylindrical combustion chamber closed on one side. Let us take

the solution of the wave equation in the form y = (Acoskx + Bsin kx)e‘i‘*’t .Thenatx=0
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v =¥ = (—Aksinkx + Bk coskx)e'™ =0. (18)

x=0

Identity (18) is fulfilled at B = 0, from which it follows that standing vibrations are excited and they are
the same in phase at all points simultaneously

y = Acos(kx)e'"; %z(—Aksin kx)e'". (19)

At x = |, the vibrational pressure is assumed to be zero (v = 0), then cos (kI) = 0; from this we obtain kI =
mn/2, and m are odd.
Thus, for a pipe closed at one end and open at the other

Y= Acos(m Xjei‘”t; V)'( :@:m(Aksinmjei‘”t, (20)
21 ox 2l 2l

wherem=1,3,5, ....

In the case of a pipe closed on both sides, i.e., at x = 0 and x = |, from expression (20) it follows B = 0 and
sin (kI) =0, whence mz =kl; m=0, 1, 2, ...

v = Acos(% xjei‘”t. (21)

The gas cavity of the combustion chambers of solid-propellant rocket engines has a more complex con-
figuration. Fig. 1 shows a gas cavity that is formed if the charge is tightly bound with the chamber and com-
bustion occurs along the inner surface of the charge channel and chamber ends.

!
| (L0024
| ot ,,,:,:,,,/,X
S B — ot S - <
v WS LT AT A LA
LA N/ /
11 ’2 13

Fig. 1. Diagram of the gas cavity of the chamber:
a — constructive; b — calculated

Puc. 1. Cxema ra3zoBoit moja0cTH KaMephI:
a — KOHCTPYKTHBHAs; 6 — pacueTHast

The propagation of vibrations in such a complex cavity is accompanied by diffraction phenomena. Con-
sidering that most of the sound wave approaching the nozzle is reflected from it into the chamber (due to the
presence of a converging part of the nozzle and a change in the acoustic resistance of the medium pc) to sim-
plify the considered oscillatory system, we replace the nozzle with a rigid wall. We divide a complex gas
cavity into three cylindrical cavities, each of which has a constant cross-sectional area. For each component
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of a complex cavity, we represent the solution of the wave equation. Further, for the natural frequencies and
the distribution of vibrational pressures and velocities, we use the method of “stitching” acoustic fields at the
boundaries of the cavities [13], taking into account the continuity of the medium during the transition of a
sound wave from one cavity to another. For example, the conditions for the continuity of the medium during
the transition from the first cavity to the second are determined by the equality of sound pressures (or veloci-
ty potentials) at x = I,

\Vl(ll)z\Vn(Il) (22)
and the equality of the volume velocities
s, (@j s, (5—"’j , 23)
oX )y oX ),

where S; and S; — are the cross-sectional areas of the first and second cavities.

The solution of the wave equation for a complex three-stage cavity should be written in the form of a se-
ries, taking into account the fact that there is a standing wave in the cavity and diffraction reflections of vi-
brations during the transition from cavity to cavity (at x = I, and x = I,), i.e., for each cavity taking into ac-
count zero boundary conditions for vibrational velocities at x = 0and x = 11 + I; + 5. If to simplify the prob-
lem we neglect the diffraction of acoustic waves at the joints of the cavities, then the solution of equation
(21) for standing waves in each cavity can be written in the form

vi = A k(x=0;) ", (24)

i — is the number of the cavity, ai — is the parameter that determines the conditions for the phase transition
from cavity to cavity; A; - vibration amplitude.
For the first cavity

vy =A[k(x—oy) e, (25)
From the zero boundary condition for the vibrational velocity v =0 x = 0 it follows that a1 = 0. Hence
y, = A cos(kx)e™, (26)
And for the second cavity
v, = Aycos[ k(x—ay) e (27)
Similarly for the third cavity
vs = Acos| k(x—ag) |e"". (28)

However, from the zero boundary condition for the vibrational velocity

_ Vs
i

v =0 npu x =1 + |2 + |3 cnenyer, uto az =l + 2 + I3,

The unknown wavenumber k and the parameter a, can be determined by substituting expressions (26) and
(27) into conditions (22) and (23), which characterize the continuity of the medium at x = I;. Eliminating the
coefficients A; and A, from the system of equations, we obtain the relationship of the unknown parameters

tgkl, = %tg[k(ll —ay)]. (29)
1

The conditions for “matching” acoustic fields at x = I, + I, are fulfilled similarly to conditions (22) and
(23):
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va(h+h)=ws(k+1); 32(66_\::) :Ss(%j : (30)
2 3

Eliminating the amplitude coefficients A2 and As, we obtain the second equation for determining the un-
knowns k and the parameter a.

S
S—ztgklg +tg[k(l +1, —az)]=0. (31)

Solving algebraic equations (31) and (33) together, we obtain the transcendental algebraic equation

tokl, + itgkl1 + ﬁtgkIB —Sl—§3tgkl1 -tgkl, - tgkl; =0. (32)
S, S, S;
Dependence (32) includes the geometrical dimensions of the gas cavity and the unknown wave number k.
The distribution of the amplitude of pressure fluctuations (in relative values) along the length of the com-
bustion chamber can be determined by the following formulas:
for the first cavity:

op, = P cos kx; (33)
0
for the second cavity:
P; coskl,
op,="2=—T""1  cos[k(x—a,)], (34)
2 py cos[k(l—a,)] [K(x-02)]

where o, is calculated from equation (30)

kl, —arctg El tgkll}
2

k

(12=

(35)
For the third cavity:
p; coskl;-cos[k(k+1,—a,)]

8 = —_—=
Ps Pp  coskly-cos[k(l—o,)]

cos[ k(x—a)]. (36)

Here po — is pressure amplitude at x = 0.

Fig. 2 shows the graph p/po = f (x) according to the calculated data.

According to the described algorithm, approximate calculated dependences can be obtained for other con-
figurations of the gas cavity of the combustion chambers. Comparing the calculated data found by approxi-
mate formulas with the experimental data obtained on an acoustic installation, one can find out the accuracy
of the calculations. The tasks of the experimental work include the determination of the natural resonances of
the acoustic longitudinal mode and the estimation of the vibrational energy losses.

Description of the test unit

The test unit consists of a model chamber, an electrodynamic emitter, a sound generator that sets the exci-
tation frequency, an amplifier, and receiving and recording equipment.

The model chamber is split and consists of several sections. Charge dummies can be inserted inside the
chamber. The geometric dimensions of the acoustic cavity are shown in Fig. 2.

Sound heads of the 10 GRAD-5 type are used as a source of small vibrations. The frequency range of
these heads ranges from 90 to 12,000 Hz. The sound heads are powered from the UM-50A type amplifier. A
sound generator of the GZ-18 type is used as a master oscillator. Receiving and recording equipment in-
cludes a pressure sensor and a computer. The sensing part of the detector is a hollow piezoceramic ball with
a diameter of 7 mm and a wall thickness of 0.25 mm. The dimensions of the detector's sensitive element are
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chosen so that they are an order of magnitude smaller than the measured wavelengths, in order to avoid dis-
tortion of the sound field.

The method of procedure

In operation with the help of an electrodynamic emitter, vibrations of a certain frequency in a given range
are excited. To obtain the acoustic characteristics of the chamber at different moments of engine operation,
experiments are carried out with several charge mock-ups having different sizes (imitating the burnout of the
charge). For each version of the gas cavity, by tuning the sound generator, the amplitude-frequency charac-
teristic is taken within the limits of the first two resonances of the longitudinal vibration mode. The frequen-
cy response is used to determine the natural frequencies of the camera. At the same frequencies, the distribu-
tion of the amplitude of the oscillatory pressure for the longitudinal mode of oscillation is recorded using a
sensor moved along the axis of the chamber.

Sequence of calculations and processing of experimental data

I. Calculation of the acoustic characteristics of a model combustion chamber:

— the lowest values of the wave number k are determined by the formula (32) (using auxiliary tables) and
the natural frequencies of longitudinal vibrations are calculated according to the formula
_ ke
=

When calculating the vibration frequency on an acoustic model installation, the speed of sound in air is
taken, and for a natural combustion chamber, the speed of sound should be calculated in combustion prod-
ucts;

— the amplitude of pressure fluctuations in relative values is calculated (attributed to the pressure ampli-
tude po at x = 0) according to formulas (33)-(36), (Fig. 2);

— approximate determination of acoustic energy losses in the combustion chamber. The loss of acoustic
energy per unit time, dE/dt is proportional to the energy density E. Denoting the coefficient of proportionali-
ty through 23, we have dE/dt = 28 E, whence integrating we find

E = E,exp(-25t),

f

where Eo — is energy density at the moment t = 0.
The pressure amplitude due to losses in the oscillatory system decreases exponentially

p'=pee .
The magnitude Szﬁis the attenuation coefficient for the longitudinal mode and characterizes the

acoustic energy loss per unit time. Approximately the damping coefficient 6 can be determined, having the am-
plitude-frequency characteristic of the oscillatory system, by the value of the quality factor Q [2; 6]. It should
be noted that Q is a characteristic of a linear system with lumped parameters, but conditionally Q can be used
as a characteristic of nonlinear systems with distributed parameters. The value of Q represents the ratio of the
time-average available energy to the amount of energy loss over the period of oscillation [2; 6-8; 14-15], there-
fore Q = % or Q= 2—0; here T = 2n is the period of fluctuations. The quality factor of the oscillating sys-
. ()
tem, having an amplitude-frequency characteristic, can be determined from the width of the curve (Fig. 3) (f.—

X

fz_f.

f>) at a level equal to % Pmax » @ccording to the formulaQ =
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Fig. 2. Distribution of vibrational pressure in the gas cavity of the chamber
(according to calculated data):
1 — the first tone of the longitudinal mode; 2 — the second tone of the longitudinal mode

Puc. 2. PaCHpe)IGJTGHI/IG KO0JIe0aTEeIHLHOr0 JABJICHUS B Ta30BOM MOJIOCTH KaM€pbl

(110 pacyeTHBIM JaHHBIM):
1 — nepBbIid TOH ITPOIOIBLHON MOJIBI; 2 — BTOPOM TOH TPOIOIBHON MOIbI

P
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Fig. 3. Determination of the quality factor Q by the amplitude-frequency
characteristic of the oscillating system

Puc. 3. Onpenenenue 1o6porHocTH Q IO AMIUIUTYIHO-YaCTOTHOM
XapaKTEePUCTHKE KOJIeOATETBHOM CHCTEMBI

From the above expressions for Q we obtain §=m( f, — f;).
If the combustion chamber is filled with gas with such characteristics that the ratio is fulfilled
(RT), K
( RT )mod Kinog

then in model experiments the vibration frequencies and loss characteristics will be simulated which are
close to those occurring in the combustion chamber of a running engine (counting losses with flow through
the nozzle small).

I

1,
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I1. Construction of acoustic characteristics of a model combustion chamber based on experimental data.

1. Graphs of the amplitude-frequency characteristics of the combustion chamber are constructed.

2. A graph of the natural frequency of vibrations of the combustion chamber is constructed as a function
of the ratio of the diameter of the charge channel to the diameter of the combustion chamber.

3. Graphs p/po = f (x) are plotted for the first and second tones of the longitudinal mode.

4. A graph of the attenuation coefficient is plotted as a function of the ratio of the diameter of the charge
channel to the diameter of the combustion chamber.

Conclusion

A method of computational and experimental approximate determination of the acoustic characteristics of
the combustion chambers of solid-propellant rocket engines has been developed, without taking into account
the effect of solid propellant combustion. Taking into account the high costs of creating a T-shaped experi-
mental solid propellant rocket engine combustion chamber and the significant difficulties in conducting such
experimental studies, the proposed algorithm makes it possible to determine the frequencies of natural acous-
tic resonances in the cavities of solid-propellant rocket engines, in particular for the longitudinal mode, less
costly in time and money, and to predict their coefficients ( decrements) damping.
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B nacmoswee 8pems 6 obnracmu 08ueamenecmpoetis 6eCoMa NepCnekmueHoll 3aoayeli A61aemcs paspabomra
MPEXKOMNOHEHMHbIX  0gueamenvhvlx  ycmarnogok ([[Y). Ocobwiii unmepec npedcmasisaiom HCUOKOCHIHbIE
paxemnvle osueamenu (JKP/]), pabomaowue Ha HauamwHoM yuacmike @vlgedeHusi paxkemvi-nocumens (PH) na
nape mMonauga MCUOKUU KUCIOPOO + KEePOCUH U HA BbICOMMBIX VUACMKAX 6bIBEOCHUs C UCHOTIb308AHUEM
KPUO2EHHO20 TMONAUBA (HCUOKUT KUCTIOPOO + AHCUOKUTI 8000POD).

JKPI], ucnonv3yowue mpexKkomMnoHeHmnoe monaueo, UMeiom 8blcOKUll ypoeeHs 0asNeHUll 8 Kamepe c2opanus
(KC) (00 30 MIla) u memnepamyp (0o 4000 K). B ceés3u ¢ smum 03HUKAIOM ONPOCH, CEA3AHHbIE C HAOCHCHBIM
OXNadHCOeHUeM MAaKux osueamenetl, a maxce obecneueHue MUHUMATLHbIX UOPABTULECKUX NOMEPb ICUOKOCMU 8
mpakme OX1aAJCOeHUsl 8 YeaxX OdibHelue20 UCHOIb308aHUs XAd0azeHma 8 Kauecmee paboueco mend O
npusooa mypbursl 6ycmepro2o mypbonacochoco acpecama (PTHA).

Obvexmom  ucciedo8anusi  A6AAEMC  OBYXPENCUMHBIL  0OHOKAMEPHbIL — mpexkomnonenmuoiii  KP/J,
BbINOIHEHHII NO 3AKPLIMOL cxeme ¢ 00JicueaHuem 2eHepamoprozo 2asza. Okucaumens — JHCUOKUL KUCTOPOO,
eopiouee — Kkepocun mapku PI-1 u orcuokuii 6000pod. Oxnadicoenue Kamepvl — KOMOUHUPOBAHHOE, COCIMOUM U3
Pe2eHepamuBrHo20 NPOMoYHO20 U 6Hympenne2o. Tpakm pezcenepamugnoeo OXaadicoeHuss 00pazoean ¢ NOMOUbIO
npoodonvbHblx ppeseposannvix pebep. B kauecmee oxnaoumens 0gueamensi UCnoIb3Yemcs CEEPXKPUMUYECKULl
6000p00. Bruympennee oxnasicoenue xmouaem 6 cebs maHmaniogoe noKpvlmue, HAHeCeHHoe HA O2HEe8YI0 CIMEHKY
Kamepul 8 patione KpUumuieckoeo ceueHus.

B oannou cmamve uccnedyiomcs npobremvl opeanusayuu cucmemvt oxaadxcoenus (CO) u peanuzayus
apghexmusrHo2co meniocvema ¢ ozcHesol cmenku mpexkomnonenmuozeo JKP/]. Ha ocnosanuu cywecmeyiowux
cucmem oxnasxcoenusi JKPI 6 pabome npednodcenbl ONMUMATbHLIE CXeMHble peuleHus U Meponpusimus,
no360aAI0WUE CHAMb MENJI08YI0 HACPY3KY 8 Hauboiee HaNPSHCEHHBIX MECTNAX.

Paspabomana mamemamuueckas modenv 0 pacuema CO mpexxomnonenmnozo P/ Ilpugedenvl

pes3ynbnmamosl npoeKkntHo2o pacdema OXNAAHCOEHUSI NO HECKONbKUM pacdemmnovim MeMmoOUKAM.
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Knouesvie cnosa: JKPI[ Ha mMpEXKOMNOHEHMHOM MONAUGe, MENI03AWUMA KOpnyca Osucameis,
Mmamemamuyeckas mooenv P/, meniomaccoobmer mpexKomMnoneHmuuix npooykmos ceopanus (I11C), cucmema
OXNIAHCOCHUSL.
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Currently, in the field of engine building, development of three-component propulsion systems (PS) is a very
promising task. Liquid-propellant rocket engines (LPRE) operating at the initial stage of launching a launch vehi-
cle (LV) on liquid oxygen + kerosene fuel and at high-altitude launch sites using cryogenic fuel (liquid oxygen +
liquid hydrogen) are in particular interest.

LPRE that use three-component fuel have a high pressure level in a combustion chamber (CC) (up to 30 MPa)
and temperatures (up to 4000 K). In this regard, arise questions related to reliable cooling of such engines, as
well as ensuring minimal hydraulic fluid losses in a cooling passage in order to further use refrigerant as a work-
ing fluid for driving the turbine of a booster turbo pump unit (BTP).

The object of research is a two-mode single-chamber three-component liquid-propellant rocket engine, made in a
closed circuit with generator gas afterburning. Oxidizing agent is liquid oxygen, fuel is RG-1 kerosene and liquid hy-
drogen. Cooling of the chamber is combined: it consists of regenerative and internal. Regenerative cooling passage is
formed by longitudinal integral-machined fins. Hipercritical hydrogen is used as an engine coolant. Internal cooling
includes a tantalum coating applied to a fire wall of the chamber in a critical section.

The article examines the problems of organizing cooling system (CS) and implementation of effective heat re-
moval from a firing wall of a three-component rocket engine. Basing on existing liquid-propellant engine cooling
systems, optimal circuit solutions and measures to remove thermal load in the most stressed places are proposed.

A mathematical model has been developed for calculating a CS of a three-component LPRE. The results of the
design calculation of cooling using several calculation methods are presented.

Keywords: LPRE on three-component fuel, thermal protection of an engine body, mathematical model of
LPRE, heat and mass transfer of three-component combustion products.

Introduction

During engeneering of LPRE, special attention is paid to the development of engine cooling system. Ex-
isting liquid-propellant rocket engines that use high-boiling-point fuel as a cooler of CC are limited by boil-
ing point of coolant medium in the jacket passage. Intensification of heat transfer in cooling jacket entails
large hydraulic losses of fluid in the passage, this is especially typical for LPRE.

To achieve the highest efficiency and effectiveness of LPRE, it is proposed to use an additional fuel com-
ponent as propellent. Operation of such liquid-propellant engine is possible when using a pair of fuel liquid
oxygen + hydrocarbon fuel in the first section of the launch vehicle, in the second section - liquid oxygen +
liquid hydrogen. It should be noted that during the entire flight, the engine is cooled with super-critical hy-
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drogen supplied to the cooling jacket by a separate pump of a turbo pump unit. This measure for organizing a
cooling jacket of a three-component LPRE makes it possible to avoid burnout of the walls of CC during en-
gine operation due to efficient heat removal of supercritical hydrogen, and also to reduce the excess pressure
of a hydrocarbon pump in the first section of a launch vehicle.

However, at certain Km (ratio of fuel components in CC) and Pk (pressure in CC), the amount of liquid
hydrogen supplied to the cooling jacket is not enough to ensure reliable engine cooling. Therefore, the au-
thors of the work considered the use of a heat-protective coating of a fire wall of the chamber in the critical
section made of tantalum.

Cooling system of rocket engine on three-component fuel

LPRE running on three-component fuel due to high pressure in the CC has a complex and intense cooling
system.

Cooling system is as a set of inlet and outlet coolant manifolds, a cooling passage that provides reliable
and sufficient cooling due to optimal geometric parameters of a cooling flow passage (ribs, thicknesses of
inner and outer walls, etc.), a system of inlet and outlet openings, a system multi-circuit bypass.

Gas dynamic profile of the engine, shown in fig. 1, was divided into 1200 design sections. As the initial
data for cooling system design, the parameters obtained as a result of energy coupling of the engine were
taken, as follows: mass flow rate, temperature and pressure at the inlet to cooling passage.
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Fig. 1. The gas-dynamic profile of the engine operating on tripropellant fuel

The cooling scheme [1] of LPRE operating on tripropellant fuel is shown in Fig. 2.

Cooling system of a three-component LPRE consists of 3 sections with a different number of longitudinal
integral-machined fins and 3 coolant manifolds (one input and two output); in each underwater manifold [2]
a number of openings are provided for supplying and removing refrigerant from cooling system channels.
The inner wall of the regenerative-flowing part of the engine has a thickness of 0.8 mm along the entire
length of the engine and consists entirely of copper alloy BrKh-0.8, the outer wall is made of stainless steel
12X18H10T. The thickness of load-bearing wall is chosen according to the strength conditions and is 3 mm.
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Fig. 3. The proposed PHS for rocket engine operating on tripropellant fuel
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In the A, segment, a tantalum (Ta) heat-shielding coating [3] (TSP) 0.6 mm thick is applied to the inner

fire wall.

Cooling system of LPRE works as follows.
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Cumulative coolant-flow rate, equal to 9.6 kg/s, is supplied to the inlet manifold, located in the axial lon-
gitudinal coordinate of 1150 mm, through two rows of holes located in each channel, enters the cooling pas-
sage circuit. Pressure and temperature of the cooler at the inlet to the inlet manifold is 58.58 MPa and 43 K.
Cooling passage consists of 2 separate circuits, independent of each other, into which different refrigerant
flows enter.

The As segment (corresponding to the second circuit of the two-circuit cooling system) for cooling the
nozzle exit receives the coolant flow micoa equal to 1.6 kg/s, coolant-flow moves in direct flow to the outlet
manifold and then through the bypass pipeline to the turbine drive of the booster turbopump assembly of fuel
of liquid hydrogen, and then goes to the gas generator (GG) (see Fig. 3).

The A1 and A, segments (corresponding to the first circuit of two-circuit cooling system) receive the
cooler flow macoo equal to 8.0 kg/s; coolant-flow moves in reverse flow, cools the supersonic, subsonic and
cylindrical parts of a nozzle, as well as choking section. Further, coolant-flow is directed to the outlet coolant
manifold and to pipeline, where it is mixed with a flow rate from Az segment, and moves along the bypass
pipeline to drive turbine drive of the booster turbopump assembly of fuel with subsequent supply to GG.

Calculation of cooling of a three-component LPRE according to V M levlev and D R Bartz methods

Cooling was calculated using the Rocket Propulsion Analysis (RPA) analytical program. The RPA pro-
gram is a multi-platform analytical tool for conceptual and preliminary design of chemical rocket engines of
various concepts (air-jet engines (AJE), LPRE, low-thrust liquid-propellant rocket engines (LTLPRE), low-
thrust gas rocket engines (LTGRE), hydrojet engines (HE) ), solid propellant rocket engines (SPRE), com-
bined rocket engines (CRE) and others).

The RPA program has its own calculation module for determining the preliminary appearance of cooling
passage structure at early stages of design and analyzing cooling and thermal state of LPRE. The mathemati-
cal model used in the RPA program includes standard heat and mass transfer models (compliance with the
heat balance, direction of heat flow, internal or external heat supply, heat removal, thermal conductivity of
single-layer and multilayer walls, internal "blocking™ of heat flow by blowing into the wall or boundary layer
(influence on near-wall flows by active injection of a gas or liquid with a low temperature), entrainment of
material with heat blocking, etc.), thermal protection and cooling (internal film cooling (barrier, film), the
use of various heat-protective coatings, external radiation, regenerative-flow or autonomous), heat engineer-
ing calculation formulas for the selected design and developed surface of cooling passage (longitudinal and
helical (spiral) fins, corrugations, slotted channels, tubes, etc.), heat exchange criterial Nusselt ratios (Nu) for
various refrigerants and fluid dynamic one-dimensional and two-dimensional models describing the move-
ment of gases and liquids in the gas passage of the GDS and the annular ducting of cooling passage.

For thermal protection and cooling of walls from the influence of high-enthalpy media in LPRE with dif-
ferent types of Laval nozzles (profiled, conical, spherical, with a central body, pear-shaped, etc.), the most
widespread use of regenerative-flow or automatic cooling systems with various heat transfer surfaces in or-
der to intensify heat transfer and remove additional heat removal (for cryogenic heat carriers and refriger-
ants). Therefore, the process of cooling LPRE is a heat and mass exchange [4] of hot gas (fuel combustion
products) and refrigerant by means of thermal conductivity, as well as forced and free convection, taking into
account regenerative heat exchange.

An interesting and rare direction in calculation of cooling system and heat exchange in a steam channel of
a short linear heat pipe, which is geometrically similar to a Laval nozzle, is practiced by Rudetransservice
LLC, located in Veliky Novgorod [5].

In the software package (PC) RPA [6], cooling system is designed. The program allows evaluating the
value of heat flux density in a stationary supply, the preliminary design of cooling system, engine cooling
according to the method of V.M. levlev standardized in the domestic engine-structure and the foreign meth-
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od of D R Bartz. Moreover, domestic technique of V M levlev is used as the main engineering calculation
technique, which is in good agreement with experimental data [7; 8]. After the calculation, convergence of
both methods was assessed.

The semiempirical method of V M levlev is based on the model of heat transfer of pulses and energy, as
well as on an integral approximate solution of the boundary layer using empirical laws of friction and heat
transfer, taking into account variability of thermal and physical properties of high-temperature media in the
integral approximate solution of the boundary layer and in the flow core. A more detailed description of the
technique is given in [9; 10].

The method of convective heat transfer in axially symmetric Laval nozzles by D R Bartz takes into ac-
count thickness of the integral approximate solution of the boundary layer, surface friction and heat flux den-
sity. The method is based on the integral solution of the equations of momentum and energy for a thin axial
symmetric boundary layer with recalculation of the thermophysical and thermodynamic parameters of the
"reference nozzle" to a calculated investigated nozzle, and the technique contains a coherent and accessible
software algorithm for fast use in electronic computing machine (computer) - International Business Ma-
chines 7090 (IBM 7090). A more detailed description of D R Bartz's technique is given in [11; 12].

In Fig. 4-7 when calculating cooling by two methods, the following designations are accepted: Tc.g.c. -
temperature of a heat-shielding coating on gas side; Tw.g. - wall temperature from the side of gas or coating;
Tw.cool - wall temperature from the side of cooling liquid; Pcool - cooler pressure; Tcool - cooler tempera-
ture.

Calculation of cooling of a three-component rocket engine according to V M levlev method

In accordance with the selected cooling system, the calculation of cooling was carried out by levlev’s
method. The thermal state (TS) of the camera body is shown in Fig. 4. Hydraulic losses and calculated heat-
ing of the cooler are shown in Fig. 5.

When calculating by levlev’s method, a complete and high-quality picture of the TS of the camera body,
the temperature state of the walls and TZP was obtained.

Calculation of cooling of a three-component rocket engine according to D R Bartz method

In accordance with the selected cooling system, the cooling calculation was carried out by Bartz method.
The TS of the camera body is shown in Fig. 6. Hydraulic losses of a cooler [13; 14] and the calculated heat-
ing of a cooler is shown in Fig. 7.

When calculating by Bartz method, incomplete agreement with levlev method was obtained.
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Puc. 4. TC XKP]1, paGoraroiiero Ha TpEXKOMIIOHEHTHOM TOILUIUBE

Fig. 4. TS of an LPRE running on tripropellant fuel
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Fig. 5. Hydraulic losses and heating of the cooler at different contours of CJ LPRE

Comparison of the residuals of cooling calculations according to the methods of D.R.Bartz and
V.M. levliv

As a result of calculating the cooling of a three-component liquid-propellant engine according to the
methods of Bartz and levliv, an analysis of obtained parameters was carried out using residual formula for
the deviation of calculation methods. Fig. 8 and 9 show deviations of the calculation results obtained by le-
vlev and Bartz method.

Deviations in the calculations according to Bartz method from levlev method according to the TS of the
body are no more than 40% in modulus, the error in calculating the heating of the cooler is no more than
36% in modulus, while the error in calculating hydraulic losses is small (less than 1%). Oscillatory nature of
wall temperatures on gas and liquid side in the range from 1250 up to 1815 mm is associated with conver-
gence of the calculation results by levlev method with a large number of calculated points.

Therefore, we can conclude that estimation of hydraulic losses, with a small deviation in accuracy, is cor-
rect to carry out and evaluate by both methods. TS of the chamber body and heating of the coolant can be
more accurately assessed by levlev method as an accessible engineering technique that correlates well with
experimental data in the literature and the test results of firing units of liquid-propellant rocket engines, GG,
nuclear rocket engines (NRE), ignition devices, burners, steam and gas generators, evaporators ejectors and
gas-dynamic pipes (GDP) [15] and other high-temperature power plants with atomization, chemical trans-
formation and combustion of fuel with a high temperature in a combustion chamber (more than 900 K) [16].
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Fig. 7. Hydraulic losses and heating of the cooler at different contours of CJ LPRE
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Fig.8. The discrepancy of the thermal state of LPRE operating on tripropellant fuel
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Fig. 9. Residual hydraulic losses and heating of refrigerant
in different circuits of CJ LPRE operating on tripropellant fuel

Conclusion

The calculation of cooling system of a three-component rocket engine was carried out. Bartz and levlev
methods for calculating cooling are considered. Based on the calculation results, the errors of two methods
were obtained. According to the hull TS, the error was no more than 40% in modulus, the error in calculating
heating of cooler was no more than 36% in modulus, the error in calculating hydraulic losses was less than
1%. Based on the convergence of the experimental and calculated data, the levlev method was chosen as the
main technique. As a result of the calculation, the temperature and pressure of the refrigerant at the outlet
from the primary circuit is 583.6 K and 55.73 MPa, from the second circuit - 558.85 K and 58.55 MPa. The
maximum design temperature of the fire wall is 745.7 K, which is lower than the melting temperature of the
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BRKh-08 material. The highest temperature of the tantalum coating is below the melting point of the coating
material and is 2122.48 K.

As a result of calculations, it was revealed that, with the given parameters, when using precisely a two-
circuit regenerative flow-through cooling system with thermal-protective coating applied to the fire wall in
the A2 segment, full efficiency of the engine is obtained. Due to these measures, the TS of the chamber
housing and coating is at a moderate and permissible level, therefore, the engine has reliable cooling.
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OnTuMH3aUsA PaCOJI0KEeHNSI MECT KpeIluleHUs NMPUOOPHOI MaHe/H

KOCMHYE€CKOIo anmmapartra Ha OCHOBE MOAAaJIbHOI'0 aHaJIn3a

B. B. Konsra®, A. W. JIeikym, M. E. Mapuyx, I. }0. ®ununcon

CuOupCcKui rocy1apCTBEHHBIN YHUBEPCUTET HAYKH U TEXHOJIOTMil nMeHu akagemuka M. @. PemerHeBa
Poccuiickas ®eneparst, 660037, r. KpacHosipck, mpocn. uM. ra3. «KpacHospckuii padouuii», 31
E-mail: kolgavw@yandex.ru

B pabome npedcmasnena oOnmuMu3ayus pPAacnoiONCeHUs UHMePQelcHbIX MoYeK NPUOOPHOU NaHelu
Kocmuueckozo annapama (KA) ¢ nomowwio modanvnozo amanusza, a maxogice NPOGEOEH KEAZUCMAMUYECKUL
pacuem uccnedyemotl naneau, noomeepHcoaowull 3PPHeKmusHOCHb IPEON0INCEHHBIX USMEHEHUL KOHCIPYKYUU
nauenu. Ilpubopnas nanenv npedcmasisiem cobou MpPexciouHyr0 COMOBYI0 KOHCMPYKYUI, COCMOSUYIO U3 08YX
ANOMUHUEBbIX NAACMUH U comosoco 3anonnumens. Comogvle namenu oOaadaiom psaoom OOCHOUHCIE:
HeOOMbUAs MACCa KOHCMPYKYUL, BbICOKAsL JHCeCmKOCmb, yoeavbHas npouHocmv. C NoMOwbl0 KOHEUHO-
INEMEHMHO20 MOOETUPOBAHUSL ONpedeleH OUana3oH COOCMEEHHbIX Yacmom u Qopm Koaebaunuti npubopHou
naHenu, Ymo nO360AUN0 ONPedenumb ONMUMALbHOE PACRONOJICEHUE MOYeK Kpenienus naneau K kopnycy KA ons
VBEUUECHUSL HUIICHET 2PAHUYbL OUANA30HA COOCMBEHHBIX YACMOM U NOSbLUEeHUs e€ Hecyweli CHOCOOHOCL.

Kniouesvie crosa: npubopnas nawnenv, onmumuszayus, Gopma, cobcmeeHuas uyacmoma, uHmepghelictvie
MOYKU.

Optimization of the position of spacecraft instrument panel
fixing points based on modal analysis

V. V. Kolga®, A. I. Lykum, M. E. Marchuk, G. U. Filipson

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
“E-mail: kolgaww@yandex.ru

The paper presents optimization of the location of interface points of the spacecraft instrument panel using
modal analysis, as well as a quasi-static calculation of the panel under study, confirming effectiveness of pro-
posed changes in the panel design. The instrument panel is a three-layer honeycomb structure consisting of two
aluminum plates and a honeycomb filler. Cellular panels have a number of advantages: a small weight of the
structure, high rigidity, specific strength. Using finite element modeling, the range of natural frequencies and vi-
bration patterns of the instrument panel was determined, which made it possible to determine optimal location of
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the panel fixing points to the spacecraft body to increase the lower limit of natural frequency range and increase
its carrying capacity.

Keywords: instrument panel, optimization, mode, natural frequencies, interface points.

Introduction

Engeneering of modern spacecraft (SC) is characterized by a high density of placement of instruments on
panels to reduce the size of the spacecraft.

Determination of fixing points of instruments on the panel and fixing points of the on-board panel to
spacecraft power elements affects the range of natural frequencies of the spacecraft and its individual ele-
ments.

To fulfill the requirements for ensuring spacecraft carrying capacity, its parameters for comparing charac-
teristics with an allowable range, determined by technical task requirements, are required.

In the process of engeneering rocket and space technology, in general, and spacecraft, in particular, one of
the stages in the analysis of bearing capacity of a structure is to simulate its natural frequencies and the fre-
quencies of its individual elements, for example, instrument panel, in order to ensure the requirements for
values of the lower limit of investigated frequency range [1-6].

Research objective

Let us consider an instrument panel, which is part of the Ka-band antenna as a power element, for in-
stalling responder equipment on it. The design is a three-layer honeycomb package, consisting of two load-
bearing elements in a form of aluminum plates, between which cells of hexagonal aluminum foil are located
(Fig. 1). The total panel thickness is 22 mm.

Aluminum plate
AJIOMUHHEBAs IUIACTHHA

Hexagonal shaped aluminum foil

Amomunnesas Qoibra
reKCArOHaILHOI BOpMbI

Puc. 1. Mozenb mpuOOpHO# MaHe I KOCMUYECKOro anmapara

Fig. 1. Spacecraft instrument panel model

The panel experiences main loads during its transportation and in the spacecraft launching section. Based
on the requirements of strength standards for similar devices, when engeneering, it is necessary to ensure a
minimum natural frequency of at least 150 Hz.

In many cases, the conclusion about bearing capacity of honeycomb structures is accepted as a result of
processing the results of field tests, which are quite expensive and intensive. Therefore, assessment of design
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parameters based on the results of numerical modeling simulating the conditions of full-scale tests is an ur-
gent task to reduce the cost of engeneering process [7].

To carry out a parametric analysis of spacecraft instrument panel, we identified the following tasks:

— to form a finite element model of instrument panel;

— to carry out its modal analysis and compare the range of natural frequencies with the permissible lower
value;

— to assess bearing capacity of instrument panel from the action of quasi-static loads;

— to study the influence of location of the panel fixing points on changing natural frequency range of the

panel and increasing its bearing capacity.
The finite element discretization of instrument panel surface is shown in Fig. 2.

Puc. 2. KoneuHo-3meMeHTHas TUCKpeTH3anus npruOopHoi nanenn KA:
1 — pacrionokenne MpUOOPOB; 2 — TOYKH KPETUICHUS TPUOOPHOI MaHe n —
uHTEpheHcHbIe TOUKH; 3 — MPUOOpPHAs TaHeTh

Fig. 2. Creating a finite element instrument panel model:
1 — device location; 2 — instrument panel fixing points-interface points;
3 — instrument panel

Table 1a and 1b show the physical and mechanical characteristics of the materials used in instrument
panel.

Tablela
Physical and mechanical properties of an aluminum plate
Material arade Modulus of elasticity, Tensile strength, Yield stress,
9 GPa MPa MPa
Aluminum plate B95 74 520 440
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Table 1b
Physical and mechanical properties of honeycomb filler
Material Tensile strength, MPa Shear modulus of elasticity, | Volume
MPa weight,
When When shifting Parallel to | Perpendicular | kg/m?
compre Parallel to Perpendicular to adhesive to adhesive
ssed adhesive strips adhesive strips strips strips
Aluminum 1.177 0.981 0.588 147.1 78.5 40.0
honeycomb
filler 5056-2.6-
23p

As ultimate loads, we took the mass forces from weight of the panel with instruments at overload n = 20g,
applied alternately in the direction of three coordinate axes, in accordance with regulations of requirements
for such structures.

Parametric analysis of the panel structure allows solving the problem of determining stress-strain state in
its main structural elements, efforts and deformations in characteristic systems, analysis of the natural shapes
and frequencies of the panel as a whole and its individual parts in particular.

Design model of instrument panel

When compiling the calculation model, we made the following assumptions:

— all materials of structural elements are considered to be solid and homogeneous;

— metal alloys are assumed to be isotropic and linearly elastic materials;

— deformations at points of the structure are considered small (geometrically linear system) and rigidity of
the structure does not change during loading;

— thickness and dimensions of the parts correspond to nominal value (a safety factor has been introduced
for deviations from the nominal dimensions).

In the finite element model (FEM), the real object is replaced by a discrete model, which is a collection of
systems and associated finite elements with specified properties.

FEM of the instrument panel, developed taking into account accepted assumptions, is shown in Fig. 2.
The properties of FEM materials are specified in accordance with the Table 1a and 1b. Rigid termination at
nineteen interface points was taken as boundary conditions (Fig. 2).

Finished FEM for calculating the panel was generated using FEMAP software package [8—10]. Fixing of
devices at interface points was implemented using a rigid connection - the Rigid element, the mass of the
devices was distributed among the panel elements. The instrument panel is composed of finite elements of
laminate type (Fig. 2).

For analytical calculation of natural frequencies, let us consider classical equations of plates vibrations [11;
12]. If damping is neglected, differential equation of motion of free vibrations of a system with n degrees of
freedom is described by the equation [11; 12]:

[M]iT}+[K]iuj =0, (1)

where [K] are [M] are stiffness and mass matrices; {U} and {u} are vectors of accelerations and displace-

ments in FEM elements.
Equation (1) has a real periodic solution of the form

{u} ={u,jcosmt. 2
When fulfilling conditions

331



Cubupckuii aspoxocmuyeckuil scypuar. Tom 22, Ne 2

([K]-*[M]){ue} =0. 3)

The problem of calculating eigenmodes and frequencies of oscillations is reduced to the problem of ei-
genvalues o, and vectors {u, }, , that vanish the determinant

det‘[K]—mz[M]‘zo. (4)

A similar problem for a multilayer plate made of composite materials and rectangular orthotropic plates
has already been solved earlier [13; 14]. Deformation process is prescribed by equations of the nonlinear
theory of plates, the resulting system of equations is solved using the Galerkin method. The resulting formula
allows to determine displacements, deformations and stresses at given points in the structure. In addition, a
formula was derived to determine the natural frequencies of a plate.

Let us use the analytical formulas derived in [13; 14], to calculate the natural frequencies of the plate.

To verify the results obtained using analytical formulas, let us solve the problem of modal analysis of an
inhomogeneous isotropic plate using the finite element method. Let us determine natural frequencies of the
structure using the MSC Nastran package [8; 10]. The values of natural frequencies found using the finite
element method are compared with the values obtained analytically. The maximum relative error between
these displacements does not exceed 5%, which confirms the correctness of our adopted finite element model
of the instrument plate.

The results of the modal analysis of finite element model of the plate are given in Table 2. The first value
of the natural vibration frequency was 76.13 Hz.

Table 2
Source panel modal analysis results
Tone Effective mass, %

number | Frequency, Hz X Y z RX RY RZ
1 76.13 — — 15.29 — 6.16 —

2 173.00 — — 5.10 — 2.03 —
3 189.10 — — 9.53 — 7.36 —
5 276.34 — — 212 — — —
6 282.97 — — 6.98 — 3.82 —
7 291.93 — — 1.04 — — —
8 297.15 — — 24.67 — 16.26 —
9 336.53 9.79 10.18 — 10.06 4.26 8.61
Total 9.79 10.18 68.71 10.82 43.40 8.61

Strength calculation from quasi-static loading

To check bearing capacity of the panel, we calculated stress-strain state of the structure from mass forces
at overload n = 20g applied in the direction of three coordinate axes. Below are the results of a quasi-static
calculation, which reflect the maximum stresses in the instrument panel and its safety margin (Tables 3 and
4).

In this case, the safety margin for finishing material was determined by the formula (5):

n=Ll, )

Y 3KB

where [c] is allowable stress.
The safety margin for honeycomb filler was determined by the formula (6):
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n=| ——=t_ —1/.100 %, (6)
Ty " Ty

where 1,,, T, are calculated shear stresses in a plane parallel to the adhesive strips and a plane perpendicu-

lar to the adhesive strips, respectively, Pa; t,, t,, — shear strength in the plane parallel to adhesive strips and
the plane perpendicular to adhesive stripes, respectively, Pa [15].

Table 3
Results of the quasi-static calculation of finishing material before the panel modification
Material c n
Aluminum plate 216 1.65
Table 4

Results of quasi-static calculation of honeycomb filler before panel modification

Material Tyz T n

Aluminum honeycomb filler 0.29 0.18 2.63

Note. n — coefficient of safety; o — normal voltage; T — shear stresses.

Stress distribution over the instrument panel surface is shown in Fig. 3.

Puc. 3. 30Ha MaKCUMAITBHBIX HAIPSDKEHUI

e 110 MOIM(MHKALIMN PACTIONIOKEHHUS

iy TOYEK KPEIICHHUS NaHEeNIH
. 1811,
H W s, Fig. 3. Maximum stress zone before
BRE. modifying the location of the panel
™ fixing points

The calculation results showed an admissible margin of safety, which confirms provision of load-bearing
capacity of the panel during its operation.

Instrument panel design changes

Since the minimum value of natural vibration frequency of the panel with base position of the brackets
does not meet necessary requirements for frequencies and, therefore, the limiting values of linear displace-
ments, it was decided to change the initial configuration of the panel by adjusting the location of the interface
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fixing points. Analysis of vibration modes of the panel (Fig. 4) by zones with maximum linear deviations
allowed us to determine the places of correction of the interface points. By changing the location of the
points for fixing the panel to the spacecraft body (Fig. 5), we managed to achieve an increase in the natural

vibration frequency of the entire structure.

Table 5 shows the values of the parameters of the modal analysis of the panel with changed points of the
location of the mounting brackets. The minimum natural vibration frequency of the modified instrument

panel was 212.96 Hz.

Puc. 4. OcHoBHble HOpMBI KONIeOAHMI TAHETH 10 MOAH(DUKAIIUY: Puc. 5. 3meHeHHast KoHQUTrypanus
a — epBasi; 6 — BTopasi; 6 — TpEThsl; 2 — NATas pUOOPHON TTaHENN
Fig. 4. Basic panel forms of oscillation before modification: Fig. 5. Modified dashboard configuration

a — first; b — second; ¢ — third; d —fifth

Fig. 6 shows the first mode of vibration of a modified panel with changed interface points for mounting

the brackets.

Modal analysis results of the modified panel

Table 5
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Effective mass, %
Tone Frequency,
number Hz X Y Z RX RY RZ
1 212.96 — — 18.21 — 7.43 —
2 238.35 — — 12.58 — 9.62 —
3 282.14 — — 19.43 — 11.19 —
5 313.60 — — 8.85 — 6.08 —
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6 322.80 — — 8.63 — 3.73 —
7 373.70 — — 2.73 — 1.23 —
8 399.98 — — 3.44 — 1.68 —
9 421.65 — — 1.44 — — —
10 448.78 7.73 17.01 — 16.81 3.37 14.31
Total 7.73 17.01 75.72 17.66 45.22 14.31

Puc. 6. TlepBas popma xoneGaHuii MOAUMUIIMPOBAHHON MAHETH
Fig. 6. The first form of oscillation of the modified panel
Calculation of the strength of a modified panel against quasi-static loading

Conducted quasi-static calculation of the instrument panel design (Tables 6, 7) confirms presence of re-
quired margin of safety for its safe operation, which is confirmed by stress distribution pattern (Fig. 7).

Table 6

Results of quasi-static calculation of finishing material after panel modification

Material c n

Aluminum plate 65 5.44
Table 7

Results of quasi-static calculation of honeycomb filler after panel modification

Material Tyz Tx n
Aluminum plate 0.05 0.16 6.65
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tae Vo an. fa 918
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a1 1”
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Maximum stress zone 1
30Ha MAKCHMATBHBIX HATPAKEHHIL

Y 2 RN
R

X

Puc. 7. 30Ha MakCUMaNbHBIX HAIPSDKEHUH Iocine MoIuduKaug
PAacIIoNOXKEeHUs KpeTUIeHUH NaHeIu

Fig. 7. Maximum stress zone after modification
of the panel mounting configuration

Conclusion

Our modal analysis made it possible to modify the spacecraft instrument panel and bring it in line with
the requirements for natural vibration frequencies. With the help of rational redistribution of the interface
points, it was possible to achieve an increase in the lower limit of natural vibration frequencies to 212, 96 Hz
without increasing the mass of the structure. Quasi-static analysis confirmed the presence of a sufficient
margin of safety for instrument panel and possibility of placing additional instruments on it by increasing the
safety margin after changing locations of attach points of the panel to a spacecraft body. The proposed ap-
proach to modal analysis of structural elements can be used in engineering calculations for spacecraft design.
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MAJION TATH

B. I1. Hazapos'™, B. 1O. ITnynos?, B.T. Sduynenxo?, JI. A. Capuun®

1Cubupckuii rocynapcTBEHHBIN YHUBEPCUTET HAYKU M TEXHOJIOTUI MMeHH akageMuka M. @. Pemernena
Poccuiickas ®eneparst, 660037, r. KpacHosipck, mpocn. uM. ra3. «KpacHospckuii padouuii», 31
2A0 «KoHCTpyKTOpCKOoe 610p0 XUMHMYECKOTO MAIIMHOCTPOeHust uMeHu A. M. Ucaesa»
Poccuiickas ®enepanus, MockoBckast 0biactb, T. Koposnes, yi. boromonosa, 12
““E-mail: nazarov@sibsau.ru

JKuokocmuvie paxemmuvle Ogueamenu manou msaeu (KPIMT) senssiomcs OCHOBHbIMU O8UeAMENAMU,
NPUMEHACMBIMU 8 CUCINEMAX YNPABIeHUsI KOCMUYecKux nemamensvHulx annapamos (KJIA). Onu mozym pabomamo
KaK 6 Henpepvl8HOM, MAK U 8 UMNYTIbCHOM PeNCUMAX, NPU IMOM paboma 8 UMNYIbCHOM pedcume A6878emcst 00HOU
u3 Haubonee xapaxmepnvix ocobennocmell. /Jocmogeproe 3aK0YeHUe O HAOEHCHOCU CO30aHHbIX O8uzamenet
603MOJICHO THOILKO HA OCHOBE UCHbIMAHULL UX ONbIMHBIX 00PA3Y08 8 PealbHbIX AUO0 8 3HAYUMETbHOU CHeneHu
NPUOTIUICEHHBIX K PEATbHBIM JCIOBUAM.

Ilpu cozoanuu JKP/IMT onn KJIA paziuunoco Hasnauenus 6 npoyecce KOHCMPYKMOPCKOU (ONbIMHOL)
ompabomxu Oonbuloe BHUMAHUE YOeNAeMCs ONPOCAM MEMOOONI02UY CMEHO0BHIX UCHLIMAHUL, MEXHUYECKOMY
OCHAWEHUIO CIEHO08, UMUMUPYIOWUX B030elicmaue QU3UUecKUX YCA08Ull KOCMUYECK020 NpOCMpPAHCcmed, a
makoice NPUMEHEeHUI0 OUASHOCTUYECKUX Memoo08 U annapamypsi Ojid NPOGeOeHUsl PA3IUYHLIX QUIUUECKUX
uccre008anull U usmepeHull.

Dpgexmuenocmov HazeMHOU (CMeHO0801) ompabomku obecneuusaemcs umumayuell YCio8ull HAMYpPHbIX
UCNBIMAHULL U YYemoM GIUSAHUA 8CeX IKCHIYAMAYUOHHBIX (QAKmMOopos, 6030elcmeyloumux Ha O00CHOBEPHOCHIb
OYeHKU noKazameeli HA0eICHOCMU NpuU KOHCMPYKMOPCKol ompabonike 8 Hazemuvlx ycaogusx. Ocoboe mecmo 6
80NPOCAX OOCTMUIICEHUS. IPHEKMUBHOCIU UCHBIMAHULL 3AHUMAIOM MPebOo8aHUs N0 0becneyenuro moYHocmu U
00CMOBEPHOCIU  Pe3YIbIMaAmos8 UCnblmanuil. 3uauumenvuviti 00vem ucnvimanuti npu ompabdomxe KPIMT
crnedyem npogooumv 6 YCAOSUAX mpedyemMo2o 6aKyyma Ha CMeHOax, 000pyO08aHHLIX OapoKamepamu ¢
BAKYYMHBIMU CUCHEMAMU.

s nogvlimenus s¢ghgpexmusHocmu UMUMAyUL 8bICONMHLIX YCA08ULL NPEONI0N’CEHO UCTIONb308AMb OAPOKAMeDY C
mpyouamvim 3KpAHOM, 8 KOMOPbLLl NOOAEMCsl HCUOKULL A30M ¢ HeOOX0OUMbIM pacxo0om. Umnyiscuvie pexcumpl
pabomor JKPAMT unuyuupyiom 8 mpybonposooax Heycmanosusuiuecs (HU3KOUaCcmomHuble) npoyeccvl 08UNCEHUs.

* PaboTa BBINONHEHA B COOTBETCTBUU C COINIALIEHMEM O CTPATErMUECKOM MapTHEPCTBE U COTpyAHMuUecTBe oT 29.04.2019
. Ne 03-260 mexay AO «KoHcTpykTOpckoe 0I0po XUMHUYECKOTO MamuHocTpoeHus e A. M. Hcaeray u denepaiibHbIM
TOCYJapCTBEHHBIM OIOKETHBIM 00pa30BaTENbHBIM yUpeXKICHHEM BBICHIET0 0Opa3oBaHms «CHOMPCKHI TOCYIapCTBEHHBIIH
YHUBEPCUTET HAyKU M TEXHOIOrUi UMeHH akasemuka M. @. PemerneBay.
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KOMNOHEHmMO6 monjiueda. PaCCMOmpeHbl Memoovl obecneuenus: OUHAMUYECKO20 No000Us. xapakmepucmuk
cucmem NUMAHUsL 08U2ameJisi KOMNOHEHMAMU MONIUEA HA CmeHoe U 8 08UcAMEeNbHOU ycmaHnoeke, 6 mom ducije
coomeemcmeue eudpaeﬂuquKux, UHEPYUOHHBIX U 60JIHOBbIX XAPAKMEPUCMUK NUMAIOWUX Mazucmpaﬂezl.

Knrouesvle cnosa: scuokocmmole pakemHole osuzamenu Manot msicu, cmeH0o8ble ucnolmarusd, umumayus
6blICOMHBIX yczzoeud.

Characteristics of low thrust liquid-propellant rocket engines
testing process

V. P. Nazarov'", V. Yu. Piunov?, V. G. Yatsunenko?, D. A. Savchinl

!Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
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Low thrust liquid-propellant rocket engines (LTLPRE) are the main type of rocket engines for control systems
of space aircrafts. The thrusters are able to work either in continuous or impulse regime, which is one of their
main characteristics. The suggestion about engines reliability should come from the results of tests which create
real or greatly approximated to the real conditions.

The development process of thrusters takes into a great account the problems of bench testing methodic,
technical equipment of test benches for creating the closest possible to space conditions and the use of diagnostic
methods and instruments for various types of physical research and dimensions.

The ground test effectiveness depends on the level of real conditions imitation and the level of attention to all
operational factors that influence the credibility of reliability parameter estimation during the development. One
of the most important questions in terms of testing effectiveness is the question of testing result accuracy and
credibility. The testing process of thrusters mainly goes under the requested conditions of vacuum, created in
pressure chambers.

To increase the effectiveness of space conditions imitation the paper suggests using the pressure chamber,
equipped with the tube shield with the circulating liquid nitrogen under required mass flow rate. The impulse
working regime creates instability of propellant moving in pipelines. The paper considers the methods of
providing dynamically similar characteristics of supply systems in propulsion systems as well as conformity of
hydraulic, inert and wave characteristics of supply pipelines.

Keywords: liquid-propellant rocket engines of low thrust, bench tests, space condition imitation.

Introduction

Low thrust liquid-propellant rocket engines (LTLPRE) are currently the main executive device in the
control system of a spacecraft. They serve for orientation, stabilization and correction of the aircraft in space,
and are also used in propulsion systems for orientation, stabilization and start-up in the upper stages, carrying
out spacecraft launch into specified orbits [1].

The purpose of liquid propellant engines and conditions of their operation impose a number of specific
requirements, in particular, the following:

— multimodality due to continuous operation (duration up to t, > 103 s) and in various pulse modes with a
minimum turn-on time of 0.03 s or less and with various pauses from 0.03 s to several days;
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—a large resource in terms of accumulated operation time — up to 50,000 s and more;

—a large resource in terms of the total number of inclusions — up to 106;

— a possibility of any combination of switching times and pauses (negotiated in most cases);

Terminologically, in GOST 22396-77 “low-thrust liquid-propellant rocket engines” are defined as
executive devices of a spacecraft control system with thrust from 0.01 to 1,600 N. Liquid-propellant rocket
engines of low-thrust can be united by at least one common element (power frame, panel, fuel supply
system, thermal insulation, etc.) [2—4].

The development of low-thrust rocket engines for domestic spacecrafts is carried out by the Design
Bureau of Chemical Engineering named after A. M. Isaev (DBHimmash), the Scientific Research Institute of
Mechanical Engineering (SRIMash), the Turaev Engineering Design Bureau "Soyuz" (TEDB "Soyuz)" [5—
7].

DBHimmash created 11 types of engines with thrust from 6 to 2250 N on two-component self-igniting
fuel and 8 types on single-component fuel with thrust from 5 to 50 N.

These engines have found wide application in spacecraft for various purposes: ‘Soyuz-TM’, ‘Ekran’,
‘Prognoz’, ‘Spektr’, ‘Relikt’, ‘Coupon’, ‘Globus’, ‘Phobos’ and a number of others, as well as in the stages
of reentry vehicles disengagement. They are designed for precise orientation, stabilization and correction of
spacecraft orbit, for docking and undocking maneuvers with other vehicles. Motors are characterized by
stability, efficiency, high-speed operation, reusable start-ups, start-ups duration from centisecond to hundreds
and thousands of seconds.

Two-component low-thrust engines DST-25, DST-100, DST-100A, DST-200 and DMT-600, created at
DBhimmash operate on the fuel components traditional for the enterprise — nitrogen tetroxide and
asymmetric dimethylhydrazine. Reliability of operation and high performance are ensured by the use of a
niobium alloy combustion chamber with a protective coating, radiation and internal film cooling.

The DMT-600 engine, which has an ablative cooling combustion chamber in combination with internal
cooling, showed high energy and mass characteristics not only on traditional fuel, but also on
monomethylhydrazine used in foreign practice [8].

Currently, the requirements for spacecraft, for their propulsion systems of control and for liquid
propellant rocket engines are increasing, first of all, in terms of active shelf life up to 15-20 years, reliability
and efficiency. The requirement to optimize the cost of development and manufacture comes to the fore,
which can become a determining factor when choosing one or another engine [9; 10].

Despite the experience gained in the study of ongoing processes and the design of low thrust liquid-
propellant rocket engines, a valid conclusion about the reliability of the created engines is only possible on the
basis of their prototypes testing in real or substantially approximated to real conditions. Testing is a critical
part of the program to create a highly efficient and reliable product.

Thus, live fire testing should be considered as a reasonably required stage of design and research work,
which finishes with the creation of prototypes.

Basic requirements for testing LTLPRE

When creating liquid propellant rocket engines for spacecraft of various purposes, in the process of
design (experimental) much attention is paid to bench tests approach, technical equipment of a bench
simulating physical conditions effect of outer space, as well as the use of diagnostic methods and equipment
for various physical research and measurements. In reliability assurance programs (RAP) of low-thrust
engines, tests are the most important part, requiring significant financial, material and physical costs [2; 11].

As the number of tests of liquid-propellant rocket engines in full-scale operating conditions (flight tests)
is very limited, and in most cases is generally excluded due to their high cost, the ultimate efficiency of their
ground development should be achieved.
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The efficiency of ground (bench) testing is ensured by simulating conditions of full-scale tests taking into
account the influence of all operational factors affecting the accuracy of reliability indicators assessment
during design testing in ground conditions. Requirements for ensuring the accuracy and reliability of test
results occupy a special place in achieving test efficiency.

Certain requirements are imposed on benches for live fire tests of liquid propellant rocket engines, the
main of which are as follows:

— achieving the degree of compliance with altitude conditions (rerefied environment);

— creation of the identity or dynamic similarity of characteristics of the liquid-propellant rocket engine
power systems with fuel components, including correspondence of inert, wave and hydraulic characteristics
of the supply lines;

— ensuring compliance with the laws of change of inlet pressures into the engine, pressures in the
combustion chamber;

— ensuring the temperature values of the fuel components (both negative and positive) within the specified
limits.

Most LTLPRE operate at very low ambient pressures, therefore, a significant amount of testing during
their development should be carried out on benches equipped with vacuum systems. When determining the
thrust and specific impulse characteristics in the vacuum chamber (with the engine installed in it for testing),
the specified pressure value is provided for the uninterrupted flow of gas from the nozzle.

The dynamic processes that occur in the fuel lines for supplying fuel components depend on many factors
determined by the properties of fuel components, pneumatic hydraulic circuit and the cyclogram of the
LTLPRE. Therefore, to accurately determine engine characteristics during the tests it is necessary to ensure
that the dynamic processes occurring in the bench lines are consistent with the processes occurring in the fuel
supply lines in propulsion systems (PS) with LTLPRE.

There is no simple solution to this problem via identity design of the system supplying fuel components
to the LTLPRE at the bench and in PS for a number of reasons:

— the need to ensure a high degree of safety during bench tests, which requires sufficient removal of fuel
supply tanks from the vacuum chamber;

— the possibility of implementing various test programs at the bench, which is associated with the
installation of additional fittings (valves, throttle devices and measuring instruments) in the fuel lines;

— design features of the bench.

It should be noted that at present, to meet the stated requirements, there are practically no standard
measuring instruments that allow measuring instantaneous values of thrust and consumption of fuel
components with the required accuracy. Therefore, when testing LTLPRE it is necessary to develop and use
special measuring instruments and measurement techniques [2; 12].

Thus, the bench for LTLPRE live fire tests must have a system that ensures altitude conditions during the
engine operation, a system for supplying fuel components to the engine with parameters that ensure the
required test conditions, and a device for measuring thrust in pulsed and continuous modes.

When testing a liquid-propellant rocket engine, pulsed modes of its operation lead to excitation of
oscillations in the test bench systems, which generally contribute to obtaining unreliable estimates of engine
characteristics based on the test results. Wave phenomena in hydraulic lines lead to a difference between the
required and actual nature and pressures values of the fuel components at the inlet of the components to the
engine. Oscillations of the traction measuring device elements distort the estimates of the current thrust
values and the nature of its change over time.

Elimination of oscillatory processes influence in bench systems on the results of live fire tests of LTLPRE
in pulsed modes is an important condition for organizing these tests.

The parameters of high-altitude operating conditions of liquid propellant rocket engines are usually in the
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pressure range 10-2-10-5 Pa and depend on the spacecraft orbit in which they are installed. This has a
significant impact on the processes taking place in the combustion chamber. For example, it has been
experimentally proven that for N204 + UDMH fuel with a certain mixture formation system, the ignition
delay value when the ambient pressure drops from 0.1 MPa to values close to zero increases from 0.001 to
0.01 s. LTLPRE have design pressures in the outlet section of the nozzle p, corresponding to high-altitude
operating conditions. In the operation modes of the nozzle with overexpansion, when the ambient pressure p
exceeds the design pressure at the outlet of the nozzle p. and the degree of off-design reaches a certain
limiting value, the supersonic flow is detached from the walls of the nozzle of the engine chamber, and
oblique shock waves are formed in the nozzle. In this case, it is not possible to evaluate the actual (reduced
to operating conditions) parameters of the tested engine [13].

The nature of the dynamic processes in the lines for supplying fuel components has a significant effect on
the engine parameters, which is especially important for LTLPRE, since operation in pulsed modes that cause
dynamic processes is one of the features of such engines. Pulse modes are accompanied by a change in the flow
rates and pressures of the fuel components over time. Sharp changes in flow rate causes pressure waves, the
magnitude of which largely depends on the geometry and elastic properties of the bench hydraulic systems
pipelines. The dynamic processes occurring in the fuel lines also depend on other factors determined by the
properties of the fuel components, the pneumatic hydraulic circuit and the cyclogram of the liquid-propellant
rocket engine. When the frequency of pulsation of the fuel component coincides with the frequency of free
oscillations of the component in the fuel pipelines, resonance is inevitable, which leads to a significant increase
in the amplitude of pressure fluctuations, causing intense pressure pulsations in the combustion chamber of the
LTLPRE. Therefore, to accurately determine the engine characteristics during the tests, it is necessary to ensure
that the dynamic processes occurring in the bench lines are consistent with the processes that occur in the
supply fuel lines in the propulsion system with LTLPRE [14; 15].

The evacuation system of the bench must create such a pressure in the pressure chamber so that during
the entire time of LTLPRE operation uninterrupted outflow of gas from its nozzle is ensured, while in the
study of the LTLPRE start-up characteristics - the pressure must correspond to altitude conditions (Fig. 1).
As an alternative to the above requirements, it is possible to create test benches without maintaining the
required pressure level in the pressure chamber. However, this approach significantly reduces the number
and duration of LTLPRE start-ups, and determining the engine compliance with the given parameters is
carried out indirectly, based on the pressures inside and outside the nozzle [16; 17].

In the interval (0, t1), the pressure in the pressure chamber is in a state that is created by working vacuum
pumps. At time t; the engine is started.
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Puc. 1. [IpuarunuransHas cxeMa H3MEHEHHS JaBJIeHNs B OapokaMepe:
thas — BpeMst pabOTHI ABUTATENS; t May3sI — BpeMs May3sl MeX,y BKIFOUCHHAM;
P,, P, — BepxHee 1 HIKHEE JAOIYCTUMbIE 3HAUCHHS
JaBJIeHns B 6apokaMepe COOTBETCTBEHHO
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Fig. 1. The principal scheme of pressure changing inside a pressure chamber:
Tw — engine working period; t pause — time between working cycles;
Py Py — upper and lower limiting pressure values respectfully

In the interval (t1, t2) with the engine running, combustion products enter the pressure chamber with
mass flow rate my(t). The mass of combustion products entering the pressure chamber during engine

operation is

M, = j my (t)dt. 1)

t

Also, in the interval (11, t2), the vacuum pumps of the test bench are switched on at full capacity, which
continue to operate in this mode and in the interval (t;, ts). The mass of the gas mixture removed from the
pressure chamber by the vacuum system in periods from ti, before ts, is considered by the expression:

t3
Moy = Puy | QO 0
i}
where p.y — density of the gas mixture under normal conditions; Q{t) — volumetric capacity of the vacuum
system, reduced to normal conditions..
Thus, the interval (ty, t2) is characterized by the fact that during this period a part of the gas mixture in

amount of M;%p is carried away from the pressure chamber by the vacuum system, and the remaining part

of the gas mixture is determined by the formula
to
Mis = My M2 = [[ms ()= p,, O(0) Jit. )
4
The value of the mass must satisfy the condition of not exceeding the upper permissible limit P, when
filling the internal volume Vyar Of the pressure chamber.
Taking, with some assumptions, the gas mixture in the form of a mixture of ideal gases, we write down
the expression for calculating the optimal value of the pressure chamber volume:
M é_z Rn T6 Rn T6 2
V6ap = apP c'Gap _ CP ap ”:mZ ® —pHyQ(t):'dt, (4)

6 6 t

where Ry is the gas constant; Tpe is the temperature of the gas mixture.

1-2

In the interval (tz, ts), the gas mixture M5

remaining at time t; is evacuated from the pressure chamber by

vacuum pumps. By the time ts, a pressure value equal to the lower permissible limit P should be reached.
The average value of the vacuum pumps capacity for the interval (t2, t3) can be calculated as

L Mg
Qs >2——. ()
> puy(t3 _t2)

A significant drawback of formula (4) is the accepted assumption that the functional dependences
ms- (t)and Q(t) are known, while in practice this is not always the case, since these dependences can only be

obtained by carrying out a series of tests of the corresponding LTLPRE [18].
With a sufficient degree of reliability, it is possible to estimate the optimal volume of the pressure chamber
from the known statistical values of the parameters that affect the volume. These parameters are: the average

values of the total consumption of fuel components mg and the productivity of the vacuum system Q:p in the

range of permissible pressures in the pressure chamber from P, to P
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Taking the test time of the engine under k start-ups according to the cyclogram (Fig. 1),
KTy =K(tas + iy ), the average values of the masses for k start-ups will be as follows:

TIay3bl

M P mzktpa6; M BBIOD pHchp ktpa6; M Gap — pHchp ktnay351'

For the values of masses of combustion products entering the pressure chamber when the engine is started
and removed from the pressure chamber during the period t work, We obtain:

Mgap = M; - M}:LIGp = ktpa6 (mg _pHyQ:p) (6)

Then the final expression for estimating the internal volume of the pressure chamber of the test bench
according to statistical data is

*

* Mﬁa RncT6a RncTﬁa kt a0 * *
Vo 2 — 200 = S QL) ™

Thus, the obtained dependence, when organizing the process of fire tests of LTLPRE allows:
— to evaluate the required internal volume of the pressure chamber Vﬁ*ap for the values of Ps, 1., k, ms

specified by the test program, and the accepted productivity of the vacuum system of the bench Q. ;

— to determine the permissible number of engine starts k under known values of other quantities included
in the formula (7), with the provision of the requirement Pesap < Ps;

*

— to evaluate the required performance of the bench vacuum system Q:p at the accepted value Vg, ,

ensuring the execution of the test program, which sets the values of P, 1., K, mg;

— to evaluate the possibility of testing a specific LTLPRE with the provision of the condition Ps., < P, at
the given program P, t,, K, m; on a test bench with indicators Vﬁ*ap u :p.

Based on the analysis of expression (7), it follows that for small numerical values of Py, the quantity
Vﬁ*ap can take on such relatively large values that it will require a significant decrease in the number of k

inclusions while maintaining the pressure in the pressure chamber within the specified limits.
To improve the efficiency of simulating altitude conditions, it is proposed to use a pressure chamber with
a tube shield, into which liquid nitrogen is supplied at the required flow rate (Fig. 2).

ITruster
5
,—vj._._____________.._
|
X . . v
Ligurd rifragern Liquid rifrogen
iUt aulpuf

Puc. 2. Cxema pacronoxeHus Tpyo4aToro 3kpaHa B 6apokamepe

Fig. 2. The scheme of tube shield arrangement inside a pressure chamber

The shield cooled by liquid nitrogen ensures the deposition on it of the combustion products of the fuel
components formed during the operation of the tested LTLPRE, which significantly increases the time for
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maintaining a given pressure (vacuum) in the pressure chamber at the nozzle output of the combustion
chamber during engine operation. In this case, the calculated (without separation of the flow from the nozzle
wall) mode is maintained not only by the volume of the pressure chamber, but also by the deposition of the
combustion products of the fuel components on the cooled shields. With the length of the tube shield L, the
outer diameter d and n of the pipelines that make up the shield, it is possible to obtain the relationship
between the engine operation time, the total consumption of fuel components and the geometric dimensions
of the tube shield:

tpaG = ﬂ:pTBHCSnL d* ’ (8)
kms-

where 9§, p,,are the layer thickness and density of combustion products deposited on the shield,

respectively.

According to the experience gained while conducting live fire tests of LTLPRE under vacuum conditions
at the test facility of one of the rocket and space industry enterprises, the thickness of combustion products
deposition on the tube shield with the practical preservation of the deposition efficiency is 6 = 0,8...1,0 mm.
The combustion products deposited on the tube shields have a structure similar to the snow cover, with the
density (0.4...0.6)-103 kr/m 3 [14; 18].

Taking into account statistical values, the approximate formula for calculating the maximum possible live
fire operating time of the engine between two successive shield defrosting processes has the form

Mg
where K1 = 1.0...1.9 — empirical factor.

Taking into account nd =~ 0,8 D according to fig. 2 we obtain

Y/
ty = K, —22_, (10)
where K, = 3.2///6.1 — coefficient; D — inner diameter of the pressure chamber.

Dynamic equation of fuel components supply lines

Pulse modes of LTLPRE operation initiate unsteady (low-frequency) processes of movement of fuel
components in pipelines. Optimization of LTLPRE live fire tests requires solving the problem of dynamic
similarity of the engine supply systems characteristics with fuel components on the bench and in the
propulsion system, including the correspondence of the hydraulic, inert and wave characteristics of the
supply lines [14; 15; 18].

The conditions for hydrodynamic processes similarity arising during unsteady motion of an incompressible
fluid can be described using the well-known differential equations of unsteady motion and fluid continuity
(Navier — Stokes equations) [19].

To study the unsteady motion of a viscous incompressible fluid in the bench pipelines, we use the
following scale or basic values: T — time characteristic of the process; L — linear dimension; C,p+ are the
velocity and pressure known at a selected point of the liquid medium at a given time, respectively.

Analysis of the known Navier — Stokes equations, reduced to dimensionless form, shows that for the
similarity of two or more hydrodynamic processes, the same coefficients Sh, Eu, Fr, Re must be the same
(idem). Thus, the hydrodynamic similarity of the fuel components lines in the propulsion system and at the
bench will be achieved by matching the coefficients:
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Sh= L idem, Eu= P idem, Fr= C—2 =idem, Re= cL =idem,
CT pC2 gL L

also the congruence of Mach numbers M = C / a, dimensionless wave resistance o = pCa / p* and relative
friction losses A p / p* (where p, v are the density and kinematic viscosity of the fluid, respectively; a is the
reduced sound speed in system "pipeline-liquid™) [20].

Inertia is one of the elements with which hydraulic systems models are formed. Assuming for the analysis of
the inertial characteristics of the pipeline that its section (Fig. 3) is filled with an inviscid incompressible fluid,
we can write the dynamic equation of the pipeline supplying the fuel component to the LTLPRE as follows:

.dm _ pc?
J dt 2 pBX pBI:IX pm ( )
where j is the coefficient of inertial losses; | — length; F — the flow area of the pipeline section; m - second

liquid consumption; pBx, pBbix — pressure at the inlet and outlet of the pipeline section, respectively; p. is the
pressure of the mass forces of the liquid column on F area;
¢ — coefficient of hydraulic resistance [20; 21].

| |
I
| Ci d | i To determine the requirements for bench pipelines for
A S I == fuel components supply in LTLPRE with pulsed
I \ | operation with frequency f, let us consider the question of
‘ i, I i ; the natural frequency of fluid oscillations in the pipeline
s > 1 fo. Free vibrations, and first of all the frequencies of free

vibrations (natural frequencies), are the determining
factors when considering the dynamic characteristics of
bench lines. With a frequency ratio fo ~ f in the bench
fuel lines, resonance is inevitable, and processes that
significantly affect the operation of the tested LTLPRE
will be initiated. This will lead to unreliable estimates of engine parameters based on test results.

The frequency of liquid natural vibrations depends on the capacitive time constant, considering the
medium compressibility and the inert one, which takes into account inertia. According to the methods
described in the works of B.F.Glikman, D.N.Popov, the natural frequency is determined:

o, =42/ (t.1,), (12)

where 1, = pL(pCa,) — capacitive time constant; t, =pcL/ p=mL/ pF — inertial time constant.

Puc. 3. T'uapaBnuyeckas cxemMa y4acTka
TpybOonpoBona

Fig. 3. The hydraulic scheme
of pipeline area

For thin-walled cylindrical pipes the sound speed in terms of the walls elasticity

8 = ——2—, (13)

wherea,, is the sound speed in an unlimited volume of liquid, with regard to the current temperature T;

a, =a, +P(T-Ty); a, — the sound speed in an unlimited volume of liquid at a temperature 7o; B;—
temperature coefficient; Ex, Ex, — the elastic moduli of the fluid and the material of the pipe walls,
respectively; x =D /3 — dimensionless parameter of the pipe, D and & — diameter and thickness of the pipe
walls, respectively [15;20; 22].

Having performed the substitution and taking into account that f =«/2n, we obtain the dependence of
the natural frequency on the pipeline parameters and liquid characteristics (fuel component):
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f _ aoet\/E

0 B0
2l 1+ 2 Ex
5 E,,

Resonant frequencies have the following meanings:

( b+ B (15)
4nl \ p,

wheren =0,1,2,...;cm = \JE, I p, — the speed of disturbances propagation in the line (sound speed); I is
the line length.

The problems of low-frequency dynamics (up to ~ 20 Hz), including the problems associated with the
study of fluid movement in bench hydraulic lines, can be described with a sufficient degree of accuracy by
simple dependencies if the pipeline is considered as a system with lumped parameters. The compressibility
of the fluid and deformation of the pipe walls have little effect on the unsteady hydrodynamic process if

T >>1 ’p_”( :I_’
E)K Cu

where T is the time characteristic of this process.

In this case, the length of the hydraulic line fma should be significantly less than the wavelength A, of the
highest process frequency fmax taken into account in the calculations.

Taking the speed of longitudinal waves propagation equals to the speed of sound in the liquid a and the
wavelength Ay, = @ / fmax, We write

(14)

(16)

mang

max"

When assessing the dynamic characteristics of LTLPRE under pulsed modes, the arising in a thrust
device (TD) inertial forces can introduce significant errors in evaluating parameters that determine the
dynamic characteristics. The error in measuring these parameters increases when the frequency of the pulsed
mode of the tested LTLPRE is in the range of the natural frequency of TD due to the resonance effect.
Therefore, when creating TD, it is necessary to ensure a significant excess of natural frequency fOTPIy over the

pulse mode frequency fOTPIy .

It is worth noting that the solution to the problem of reducing the error, arising from the dynamics of
pulsed modes of LTLPRE operation, is possible by including in the test bench calibration devices that correct
the inertial forces in real time. This method significantly increases testing material costs and also reduces the
reliability of the test bench [14; 18].

Performance optimization of bench lines

Proceeding from the main requirement that determines LTLPRE live fire bench tests organization is
obtaining reliable information about the engine performance under operating conditions; the main criteria for
bench lines performance optimization are formulated as:

— propellant components flows in bench lines and spacecraft lines should be similar;

- oscillatory processes arising as a result of operating pulse modes of the tested LTLPRE should not cause
additional errors in the assessment of its performance [16; 19; 21].
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The hydrodynamic similarity of the fuel components lines in the spacecraft and on the bench is achieved
by the correspondence in the equations of fluid motion with the coefficients of the same name Sh, Eu, Fg,
and Re, as well as by the congruencies of Mach numbers, dimensionless wave drag a and relative friction

losses, Ap/ p’ then, for a given fuel components consumption 7j; ¢, taking into account 2 = cpF, we obtain:

2
sh="P _igem; Fu=25"P _igem:

it (ri)?

.32 .
Fr= L“ = idem; Re = m—l =idem.
(J+&)FIp e

As the tests must be carried out in full-scale conditions, the equations for the spacecraft and the bench are
true:
ler =Igas mCT; Per =Pxas UVep =Vga-
After some transformations, with respect to the presented equations, we obtain the following conditions
for the similarity of the bench and spacecraft lines:

=idem wmm Per Pra

Eu:Fr=— - =—
(J+oi Uer vl Ugea + s

=idem;

Re=L=idemI/mI/Ilc—T=lK—A.
Fiy

CcT

The last expression can be represented in terms of the diameters of the main lines of the stand Dcr and
spacecraft Dka in the form

I,/ D2 =lgs | Dy

The dependence of the natural frequency of liquid oscillations in the pipeline on the characteristics of the
fuel component and the pipeline is expressed by the formulas

a2 ,y

wm [ =

I DE D5, 0
2l 1+ ofy 2+—Di
8 E, 8 E,

To exclude the resonance phenomenon, which causes negative (in terms of similarity) non-stationary
processes, the natural frequency of the lines should differ significantly from the frequency of forced
oscillations excited by the pulsed operating mode of the tested LTLPRE. The following dependence of the
frequency fo and the maximum frequency of forced oscillations fis ma can be taken with respect to the safety
factor fo = nf ; nax -

Taking the value of the coefficient » = 10 and considering that the value a_ significantly exceeds the
value,, , i.e. a,>>B,(T —T,), the formula can be transformed:

l _ 0,161 (]8)

cTmax 5
2D E
7szusmax \/2 + ?Eim
P

where /.. —the maximum value of the bench pipeline length.

In the obtained expression, the known values are: frequency fu max, determined by the test program for a
specific LTLPRE, values a and Eix - characteristics of the corresponding fuel component. Also known are the
elasticity moduli for stainless steels of 12X18H10T type. The unknown variables are D and 8.
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Taking into account the dependence Aminwp = @/ f max,, Where a is the sound speed in a liquid, we write
| <0a/f wma | =0,1a/ f

CcT — JB max CT max JIB max *

Thus, the bench line length must have its natural frequency at least 10 times higher than the maximum
frequency of the LTLPRE pulsed operation during testing.
Then the design criteria for bench pipelines will be determined by the following expressions:

0,1a
ICT / DCZT =1 /DZ ; ICTmax = , ; ICTmax :0’1/ f B max *
KA KA ch \/ Qi bit
JIB max

+ K
5 E,
Most often, when designing bench pipelines the available material resources are taken into account - a
range of pipes with parameters Dy and d..
If the assortment of pipes with the parameters Dy and &4 is known, then taking this into account the
design calculation procedure for pipelines will be as follows:
— according to similarity conditions, the length of the pipeline is determined
I
_ N2 'KA .
ICT ™ Dq) @’
— the maximum length of the pipeline is determined according to the value a, known for a particular fuel
component
lermax= 0,18/ 15 max;
— the maximum permissible length of the pipeline is calculated according to the known values

0,1a

7 e \/2+2DE»<

6 E

TP

— the design value of the pipeline maximum length is selected and, according to the data obtained, the
process stability condition is checked

|CT nh < |CT o1t -

When testing LTLPRE, fuel consumption can be measured applying a bellows primary converter with an
inductive bellows displacement meter while recording displacement on the oscillogram. The accuracy of the
flow measurement depends mainly on the accuracy of the bellows movement measurement. The relative
error is 4 %. At very low flow rates, the thrust and fuel consumption are determined as the average value
over a series of pulses [14; 18].

The test control is fully automated, so that LTPRE start-up occurs without the observer’s intervention at
the moment when the pendulum passes the stable equilibrium position.

Conclusion

As a result of theoretical, computational and analytical studies based on practical experience in LTLPRE
bench testing, a method for assessing the frequency characteristics of the bench hydraulic lines for testing
LTLPRE has been developed. A mathematical model of a complex technical system for simulating high-
altitude conditions of LTLPRE operation diring the live fire tests in a wide range of pulsed modes has been
presented.
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B nacmosweii pabome paccmompeHna KOHYenyus UCNONb308AHUSL MeMOO08 pacuema U HPOeKmupo8anus
SHep2emuyeckKux YCMAaHOB0K pAKemHuIX oOgucameneli O KOHBEPCUOHHO20 MOOEIUPOBAHUS  JIOKATbHOU
SHep2emuKU apKmu4eckux u cegepuvix pationos Kpacnospckozo kpas ¢ ouesuonsvim obobujenuem Ha coceouue
AOMUHUCMPAMUGHBIE  (POPMUPOBAHUS CO  CXOOHLIMU  KIUMATNUYECKUMU U  CMPYKMYPHO JIOSUCMUYECKUMU
yenosuamu.  Ilpeonosicennas cmpykmypa —codepacum — OJIOKU — 9NEKMPO2eHepayull, NPUBsA3aHHvle KAK K
NPOMbBIULTIEHHBIM OMX00AM 0epegoobpabomKu, max u K NpupoOHbIM U NPOMbIULIEHHbIM MEenI08bIM X80CMAM,
udeHmupuyupyemvimM Kax UCTMOYHUKU HUSKONOMEHYUANbHO20 Menid, a makdce 8 Kauecmee UCMOYHUKA
NpeONodNCeHbl  COBPEMEHHbIe PeaKmopHvle YCMAHOBKU MALoU MOWHOCMU OJI0YHO20 HEeOOCIYICUBAEMO20
ucnoanerust. ObbeOUHAIOUWUM DTIEMEHIMOM IHEP2OYCMAHOBOK AGNAEHIC MYpPOO2eHepamop, CRPOeKMUpOBAHHbIIL C
Yuemom UCnOIb308AHUS HEMPAOUYUOHHO2O0, HACHO BPOCOBO2O U NPUPOOHO20 HUSKONOMEHYUATILHO20 Mend.

Kmouesvle crosa: mypbunvt peaxmueHvle, YeHMPOOEIHCHbIE U YEHMPOCIPEMUMETbHbIE, SHEPeemuyecKue
MexXHON02UU, HUSKONOMEHYUAIbHOE MENJo, 2e0mepMAaibHoe Menio, Menniogvle cOpPOChbl, amoMHvle CMAHYUU
Manou MOWHOCMU.
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In this paper, we consider the concept of using methods for calculating and designing rocket engine power
plants for conversion modeling of local energy in the Arctic and northern regions of the Krasnoyarsk Territory,
with an obvious generalization to neighboring administrative formations with similar climatic and structural and
logistical conditions. The proposed structure contains power generation units linked to both industrial woodwork-
ing waste and natural and industrial thermal tails, identified as sources of low-potential heat, as well as modern
low-power reactor plants of block maintenance-free design. The unifying element of power plants is a turbo gen-
erator, designed with the use of unconventional, often waste and natural low-grade heat.

Keywords: jet turbines, centrifugal and centripetal, energy technologies, low-grade heat, geothermal heat,
thermal discharges, low-power nuclear power plants.

Introduction

The experience gathered in calculating the parameters of gas turbine installations of rocket engines makes
it possible to apply digital models to technologies for utilizing low-grade heat to create low-power installa-
tion.

In the global formulation of the problems of small-scale power generation using fuels from non-
conventional sources, renewable and wind energy [1; 2], the autors are consideing the aspects of improving
characteristics [3] owing to the detailed study of working processes in power equipment using unconvention-
al rare cycles [4]. In the Russian Federation, the problems of small distributed generation are set and deter-
mined with a large coverage.

According to the report of Yevgeny Afanasyev (the head of the Regional Ministry of Industry, Energy
and Housing and Communal services) at the 10th International Forum "Arctic: Present and Future", held in
St. Petersburg, the power system of the Arctic zone of the Krasnoyarsk Territory includes two hydroelectric
power plants - Ust-Khantayskaya and Kureyskaya, three gas CHP plants (combined heat and power plants)
providing electricity to the Norilsk industrial region, as well as more than 60 diesel power plants and 48 boil-
er houses in power-insulated villages. The main problems of the power system of the northern regions are
significant equipment deterioration, high cost of fuel delivery, as well as restrictions on the supply of fuel,
which is caused by a short period of deliveries of goods to the Northern Territories. The significant share of
funds is allocated from the regional budget to subsidize energy generation costs.

The measures taken in the field of energy supply are insufficient for developing the northern regions and
creating infrastructure that would create decent social living conditions for the local population and the de-
velopment of commercial farms.

In order to increase the efficiency of energy supply, in the territory of the Tura settlement of the Evenkia
Area, the utilization of waste heat has been introduced at three diesel power plants receiving heat energy in
the form of hot water. In Russia as a whole and in the Krasnhoyarsk Territory, there are modern energy tech-
nologies that can significantly reduce operating cost [5-8].

OO0 ITC " Soyuz-Energo" in cooperation with Reshetnev Siberian State University of Science and
Technology have developed a unique technology for converting low-grade thermal energy (warm water,
warm air and exhaust hot gases, etc.) in the organic Rankine cycle into electricity. This technology is based
on the use of an organic low-boiling actuation fluid (freon) in the cycle, in combination with both the typical
power range of turbines and the experimental design of a centrifugal jet turbine, which, unlike typical de-
signs, allows working in the area of saturated (condensable) steam without disturbing the operation of the
nozzle diaphragm and the turbine, as well as structurally combining part of the function of the circulating
supercharger [9; 10] and the turbine, which provides some decrease in energy losses by reducing the me-
chanical losses of the rotor and increasing the overall efficiency of a turbine [11]. A high-speed permanent
magnet generator is used as an electric generator.
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Mathematical modeling and engineering calculations were carried out by the OOO ITC "Soyuz-Energo"
and the Department of Refrigerating and Cryogenic Engineering of Reshetnev Siberian State University of
Science and Technology.

Mathematical modeling

The schematic block diagram of the heat recovery unit based on a steam turbine unit (STU) is shown in
Fig. 1.
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Q1 — TemoTa, OTBEeACHHAs B KOHAEHcaTope; Nt — MOIIHOCTh TYpOUHBI

Fig. 1. Block diagram of the installation and its operation cycle
TA - heat-exchange apparatus; Q; — heat supplied to the evaporator;
Q1 — heat rejected in the condenser; Nt — turbine power

The mathematical model of a steam turbine plant (STP) based on organic actuation fluids (OAF) is based
on four basic equations, which, in various interpretations, form the basis of technical hydromechanics and
consider the flow of compressible fluids with heat exchange. The equations below are presented for a one-
dimensional flow in two forms - differential and integral:

— motion equation (Eulerian equation):

dw -
pwzpF—grad(p); (1)

— mechanical energy equation (Bernoulli equation):

pW?

2
where p — density; W — speed; t — time; F — strength; p — pressure;
— equation of continuity in notation of calculus:

+ p =const; 2

%+pdiv(V\7):O; ©)

— equation of continuity in integral form:
pSW = const, 4)

where S is the passage area of the channel,

— energy-conservation equation in thermodynamic parameters in notation of calculus:
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du = . dq
— =—pdivW +uD —divg + p—; 5
PP u G+p g ®)

— energy-conservation equation in thermodynamic parameters in integral form (First law of thermody-
namics):

AU = A+ AQ, (6)

where uD — work of viscosity forces; u, U — internal energy; g, Q — heat flow;
— equation of state (in general form) (see Fig. 1):

f(p.p,T)=0. ()

The four equations contain four independent physical quantities: p, p, g, T. Thus, the system is closed.
These equations are universal and can be applied to the description of any processes in turbine installations
of thermal power systems. The system of these equations can be specified for different levels in accordance
with the accepted hierarchy of the model:

— the level of final volumes. It considers a geometric volume that is so small that differential equations
can be applied,;

— the level of system elements. It considers a specific element (component of a complex system) — heat
exchanger, pump, capillary tube. Accordingly, the equations are integral. At this level, the equations called
component equations of an element are obtained,;

— system level. It considers the system as a whole and integral equations. In the literature, these equations
are called topological equations of the system.

The calculation procedure is shown in the operation cycle diagram (Fig. 2). The differential pressure (1)
sets the height of the cycle in the diagram, the heat flux (6) sets the width of the cycle. The cycle is balanced
in terms of flow and temperature. The system of equations is solved numerically by iterating the flow rate on
the balance of the energy equation. The result of solving the system of equations determines the position of
the cycle in the diagram with reference to the properties of the actuation fluid (2), (4), (6), (7).
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Fig. 2. Determination of the cycle parameters using the system of equations
The surface of the actuation fluid state was developed to take into account the changing properties of the
actuation fluid. Mathematical state surface (Fig. 3) of an organic actuation fluid in the coordinates of pres-

sure p, specific volume v (v = 1/p) and temperature T allows calculating the cycles of power plants by numer-
ical methods, taking into account the continuous change in properties. In addition, using the surface, it is
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possible to obtain basic parameters of a body (enthalpy, entropy, heat capacity, speed of sound, etc.) using
differential equations of thermodynamics.

DEVRGAsHAT 0GNACTE
Puc. 3. TloBepxHOCTH cocTostHus hpeoHa R22

Fig. 3. The state surface of R22 freon

The calculated characteristic for the adiabatic power of the turbine accords well with the theoretical re-
sults. As the pump head increases, the pressure differential in the system increases as well, and therefore the
temperature differential rises (Fig. 4). The specific work of the turbine and the mass flow rate increase.
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Fig. 4. Reaction of the steam turbine unit on the change of pump speed

The results of numerical experiments presented above, along with the reflection of the adequacy of the
mathematical model to theoretical information about the operation of the STP, allow us to formulate the fol-
lowing: due to the ambiguity of the influence (including the mutual influence) of the control parameters on
the operation of the STP, the OAF design and operation optimization of similar steam turbine plants is a
complex problem that involves consideration of the wide range of possible system states. One of the effec-
tive ways to solve this problem is the development of algorithms and methods for its solution based on a
mathematical model with conducting numerical research.
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An installation test bench was designed to verify the model (Fig. 5). To estimate the power of the turbine,
the parameters of the amount of energy imparted to water are required, which is estimated by means of the
data on the pressure and temperature of the water at the inlet and outlet of the pump. The main element of the
laboratory setup is a steam turbine.

Wmmnratop Tennoson
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Fig. 5. The test bench of a steam turbine unit

Proposed solutions

The analysis of the results of operation of the experimental turbine generator "Thermoel”, the design
study and calculations show that the turbine generator can provide electricity generation from units to several
thousand kW, providing the efficiency factor of 20 to 40% at a coolant (water, gas) temperature of 20 ° C
and above.

Currently, two modular turbine generators are being developed for the research bench for melting metal
radioactive waste at one of the enterprises of the Rosatom group company [12]. Three-dimensional models
of electric generators with the capacity of 100 kW on a single frame and 1 MW in a 20-foot container are
shown in Fig. 6.

Puc. 6. Typ6orenepatops! MomHocTe0 100 11 1000 kBT

Fig. 6. 100 kW and 1000 kW turbo generators

We propose to consider the following technical solutions for the creation or modernization of the availa-
ble local energy systems:

— heat recovery with the generation of additional electricity from existing diesel power plants;

— local production for the fabrication of domestic fuel oil and pyrocoal from local wood for sanitary
cleaning of forests and wood processing waste;

—mini CHP plants on local wood waste (sawdust, shavings, wood chips, branches of trees and shrubs);
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— use of heat from geothermal waters to generate electricity;

— use of atomic energy from low-power nuclear power plants to generate electricity and hot water.

Diesel power plants are used most of all to generate electricity in the Northern regions. During the opera-
tion of these stations, large amount of waste heat (so-called thermal tails) is emitted into the atmosphere.
Thermal tails are generated from combustion exhaust gases, the cooling system of the internal combustion
engine and the oil cooling system. For 1 MW of generated electricity, 1-2 MW of heat is generated.

Recently, cogeneration plants have been used for the recovery of thermal tails, providing a combined pro-
cess — generating electricity and heat in the form of hot water. The unit for waste gas heat recovery and hot
water production is shown in Fig. 7.

Puc. 7. YcranoBKka yTunu3anuu TEIUIa OTXOISIINX T'a30B

Fig. 7. Waste gas heat recovery unit

One of the promising and cost-effective technical solutions is the creation of an integrated energy centre
with combined generation of electricity, hot water and electricity from the heat of hot water. For this, it is
necessary to add the “Thermoel” turbine generator module to the cogeneration unit.

With the diesel generator capacity of 1 MW, one can obtain additional 0.5 MW of electricity and 0.5 MW
of heat the form of hot water.

At the annual electricity generation of 500 kW ¢ 8,000 hours = 4,000,000 kW « h per year, the revenue
from the sale of electricity at the cost of 1 kW « h of electricity of 10 rubles will be 4 million kWh ¢ 10 = 40
million rubles. The payback time is estimated to be 1.1 years. The diagram of the "Thermoel" turbogenerator
with the use of thermal tails is shown in Fig. 8.

The northernmost point of wood processing is the town called Lesosibirsk, where wood processing enter-
prises are located along the river Yenisei for 40 km. Over the years of the activity, the large amount of
sawmill waste has been accumulated.

Wood is one of the primary fuel sources. The calorific value of wood is 4600 kcal / kg with the bulk den-
sity of 550-600 kg / m3. The calorific value of wood briquettes is 7800 kcal / kg with the bulk density of 600
kg / m3. The calorific value of diesel fuel is on average 10,000 kcal / kg with the bulk density of 800 kg /
m3. The analysis of the characteristics of various types of wood briquettes and diesel fuel shows that wood
briquettes can fully replace diesel fuel.
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Fig. 8. Thermal tails recovery scheme

In the last decade, Russian scientists, designers and equipment manufacturers have developed a technolo-
gy for the rapid pyrolysis of wood waste to produce domestic fuel oil and pyrolytic coal. Modular complexes
are manufactured on the basis of the developed technology.

A three-dimensional model of the complex of a rapid pyrolysis plant is shown in Fig. 9.

Puc. 9. O6umii Bu yCTaHOBKK OBICTPOro MHPOJIH3a
¢ rabaputHbIMH pazmepamu 31,5x7x9,1 [m]

Fig. 9. General view of the rapid pyrolysis plant
with the overall dimensions 31,5x7x9,1 [m]

Plant specifications:

— productivity, kg / h — 500, dry;

— power consumption, kW * h - 25;

— operating mode — continuous;

— maximum temperature in the reactor, °C — 650;

— maximum temperature in the furnace, °C — 1000.

Yield of pyrolysis products:

—gas, kg / h—130;

— carbon, kg / h — 100;

— bio-oil, kg / h - 270.

Domestic fuel oil (bio-oil) can be used in boiler houses in remote northern regions, as well as carbon (py-
rolytic coal) can be used as a solid fuel with injection of carbon powder into a furnace.

With further distillation of bio-oil, one can obtain:

— phenol-formaldehyde adhesive for the production of plywood and glued wood,;

— woody acetic acid — antiseptic and fertilizer for soil treatment.
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Currently, Russia manufactures and sells boiler houses with the capacity from 100 kW to 50 MW, operat-
ing on wood waste. When using the boiler houses with the turbo generators "Thermoel™ it is possible to cre-
ate an efficient energy system for generating heat in the form of hot water and electricity, as well as to avoid
kilometer-long heaps of wood waste in Lesosibirsk.

Fig. 10 shows a three-dimensional model of a modular boiler house with the power of 1-3 MW.
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Fig. 10. Modular-2-block boiler house of OO0 SOYUZ
with the thermal power of 1 to 3 MW with multi-fuel boilers
(wood chips, pellets, briquettes, coal)

One of the inexhaustible sources of energy is geothermal heat, released as a result of nuclear processes in-
side our planet.

It is known that there is an amount of water inside the Earth that exceeds its amount on the surface, and
due to water heat exchange, heat is released into the atmosphere [9].

The Krasnoyarsk Territory is partially located on the territory of the West Siberian Plain. The geological
studies of prospecting for oil deposits, as well as hydrological studies on a vast territory back in the 50s of he
last century show that at the depth of several hundred to several thousand meters, there is a hot water source
with the volume exceeding the Mediterranean Sea.

Near Biysk, Semipalatinsk or Kustanai, the water temperature reaches only + 5 ... + 10 degrees Celsius,
further north, at the latitude of Pavlodar, Petropavlovsk, Tomsk, where the depth is already 500-600 m, the
thermometer in the borehole shows +25 degrees Celsius ( Fig. 11).

Even hotter water (+75 degrees Celsius) was found at the depth of 1.5 km near Tyumen. And where it is
necessary to drill boreholes to the depth of 2.5-3 km, fountains of boiling water sometimes break to the
height of up to 50 m. The temperature of one of these artificial geysers (in Kolpashevo) reaches +125 de-
grees Celsius.

Russia has experience in using geothermal heat to generate electricity. In 1965, the Institute "Thermo-
physics" of the Siberian Branch of the USSR Academy of Sciences built a freon geothermal power plant
with the power of 1 MW at a geothermal water temperature of 80 ° C in the Sredneparatunskoye field. As a
unit for generating electricity, a blade turbine was used, the efficiency of which was no more than 7%, the
rest of the heat of hot water was used for heat supply [13; 14].
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Fig. 11. Geothermal warm sea

Using the centrifugal turbine of the Thermoel model, it is possible to create local power and heat supply
systems with high energy efficiency in places where thermal waters are available, without damaging the en-
vironment. To search for geothermal horizons with the relatively high temperature of 40-70 °C, it is neces-
sary to carry out engineering-geological and hydrological surveys. A schematic diagram of the use of geo-
thermal waters for electricity generation is shown in Fig. 12.

According to the experience of building geothermal power plants in Europe, the cost of capital invest-
ments is 3,000 dollars for 1 kW of generated electricity.

To provide a reliable autonomous system of heat and power supply for small settlements and low-power
industries, it is worth considering the possibility of building small nuclear power plants (SNPPs) up to 400
MW. The developments on the creation of SNPPs were carried out 50 years ago. However, they did not end
with a specific implementation.

At present, power sources have been developed on the basis of the 35 MW KLT-40S reactor system (RS),
the 6 MW ABV-6E RS, and the 50 MW RITM 200 RS [15-17].

The floating power unit with the KLT-40S RS has been built and put into operation, the other two pro-
jects have not been implemented yet.

The main advantages of the SNPPs are the following: the ability to create the required power of the SNPP
depending on the requirements of consumers; short construction period; environmentally friendly form of
energy; long service life (more than 35-40 years).

The three-dimensional model of a floating SNPP and SNPP with the RITM 200 RS is shown in Fig. 13.

The scheme of the modular design of the SNPP with two Master reactors with a thermal power of 30 MW

each is shown in Fig. 14.
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Fig. 12. Schematic diagram of using geothermal water
for electricity generation

9 = NNABYYUIA BHEPIOBNOK

Puc. 13. Mopnens naByueri ACMM

Fig. 13. Model of the floating SNPP

Monynb Ne§

Puc. 14. Cxema monynsHoH kKoHCTpykuuu ACMM

Fig. 14. Diagram of the modular design of the SNPP

The accumulated experience of mathematical modeling of heat and mass transfer and heat power process-
es in the flow path of aircraft engines allows using the results for individual elements of turbines, pumps,
heat exchangers in the Rankine cycle for power generating equipment with the possibility of design optimi-
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zation of the parameters of both elements and the system with subsequent calculation of the flow path of
structural elements.

The promising way of using low-grade energy sources is the use of heat recovery converters based on
steam turbine plants using organic actuation fluids with the condensation temperature below 100 ° C.

The considered structure of a low-power distributed power generating system takes into account only in-
dividual sources and possibilities of northern and inaccessible territories and is determined by the general
requirement for heat sources: a relatively low temperature potential, which requires the development and
production of special equipment for turbo power generation, determined by the satisfactory possibility of
block transportation and installation, as well as minimum maintenance for a long service life. Undoubtedly,
low potential, increased safety requirements and a long service life with minimal maintenance make this area
of power generation quite losing in terms of energy efficiency with large power generation. However, only
such a performance forms a niche of low-grade energy in hard-to-reach subarctic regions, in our opinion.
The materials do not consider other elements of renewable energy, although their use is cogeneratively pos-
sible.
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Hypereutectic silumin composition are promising modern materials of wide application (mechanical engineer-
ing, aviation, instrumentation, medicine, etc.). Disadvantages of hypereutectic silumin, significantly limiting their
scope of application, are pores and cavities, large (about 100 um) inclusions of lamellar and needle-shaped second
phases. As a result of the studies carried out in this work, the possibility of forming structural-phase states in the
surface layer of silumin, the size and morphology of which can purposefully change in the range from tens of mi-
crometers to tens of nanometers, is demonstrated. The irradiation modes that allow more than 5 times to increase
the microhardness (15 J/cm?, 150 ps, 0.3 s, 5 imp.) and more than 3 times to increase the wear resistance (50
Jlem?, 150 ps, 0.3 572, 5 imp.) of silumin were revealed.

Keywords: hypereutectic silumin, pulsed electron beam, structure, wear resistance, hardness.

Introduction

Silumins belong to a class of aluminum-based materials that are widely used in the aerospace industry. Si-
lumin is an alloy of aluminum and silicon.. This alloy is distinguished by its low cost, high corrosion resistance,
and good casting properties. The state diagram of the Al-Si system is eutectic. There are hypoeutectic (<12
wt% Si), eutectic (=12 wt% Si), hypereutectic (> 12 wt% Si) silumins. The structure of hypereutectic silumin is
represented by eutectic, primary silicon grains and intermetallic compounds based on iron, aluminum and sili-
con. Hypereutectic silumin has a number of macro- and microdefects arising during casting and crystallization
of the alloy: pores and cavities caused by high gas saturation. Most often these defects can be corrected either
by using modifying additives or by changing the casting method. Various alloy casting technologies are cur-
rently under development that employ intensive cooling [1], quenching [2], as well as alloying [3-5]. These
methods require costly additives; casting methods have limitations in shape and size.

Irradiation of silumin with a pulsed electron beam makes it possible to modify the structure and properties
of the surface layer without using expensive additives [6-8].In a number of works [9; 10], performed on si-
lumins of eutectic composition, it is shown that the interaction of an electron beam with the surface of metal-
lic materials due to ultrahigh heating and cooling rates forms a multiphase structure of the nano- and submi-
crosize range. This contributes to an increase in hardness and wear resistance, fatigue life and many other
properties of the material.

The aim of this work is to discover and analyze the regularities of the transformation of the structure and
properties of hypereutectic silumin exposed to an intense pulsed electron beam of submillisecond duration of
exposure.

Material and research technique

The study material was silumin of hypereutectic composition (Al-22 wt.% Si) in cast condition. The alloy
was prepared in a shaft-type laboratory electric resistance furnace with silicon carbide heaters in a painted
stainless steel crucible. As a charge, we used commercially pure aluminum A7 (GOST 11069-2001 [11]) and
silicon Kr0 (GOST 2169-69 [12]). The alloy was made without modifying and refining the liquid metal. The
technological process of alloy preparation included the following main operations: loading into the furnace
and melting the calculated amount of aluminum, introducing a silicon sample into liquid aluminum (step-
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wise) and dissolving it, settling the melt, removing slag, pouring. The melt preparation temperature was 800—
850 °C. The melt was poured into a cold aluminum chill mold painted with a fire-resistant paint at a tempera-
ture of 820 °C. To measure the temperature of the melt, a chromel-alumel thermocouple (CA) and a direct
current potentiometer of the PP type (class 0.5) were used. The resulting castings were rectangular plates 55
x 120 x 20 mm in size (excluding feeding head), from which specimens 15 x 15 x 5 mm in size were cut out
for processing with a pulsed electron beam in order to analyze the structural-phase state and properties of
silumin. The samples were irradiated with an intense pulsed electron beam on a “SOLO” setup [13]. Irradia-
tion mode: the energy of accelerated electrons is 18 keV, the energy density of the electron beam is 15-50
Jlcm?, the pulse repetition rate is 0.3 s, the duration of the action of the electron beam is 150 ps, the num-
ber of irradiation pulses is 3; irradiation was carried out in a residual argon atmosphere at a pressure of 0.02
Pa. The irradiation mode was selected according to thermal calculations [14].

The samples were examined by optical (uVizo-MET-221), scanning (SEM-515 Philips) and transmission
(JEM-2100F) electron microscopy. Measuring of microhardness was carried out on the device PMT-3 at a
load on an indenter of 0,2 N. Parameter of wear and coefficient of friction were determined on tribometer
TRIBOtechnic (condition of dry friction at room temperature, counterbody - ball IITX15, diameter 6 mm,
track diameter 4 mm, sample speed 2.5 cm/s, indenter load 10 N, number of revolutions 8000).

Research results and their discussion

The structure of the initial hypereutectic silumin is typical for this group of alloys and is characterized by
the presence of primary silicon grains up to 100 um in size, grains of Al-Si eutectics and inclusions of inter-
metallic phase (Fig. 1).

Puc. 1. CtpykTypa HCXOIHOTO 3a9BTEKTHYECKOIO CHITyMHHA

Fig. 1. Structure of the initial hypereutectic silumin

The micro-X-ray spectral analysis performed by the "point-by-point™ method revealed a substantially het-
erogeneous distribution of the alloy elemental composition. Silicon grains (Fig. 2, @, marked «1»), grains of
Al-Si eutectics (Fig. 2, a, marked «2»), intermetallic inclusions of different element composition and shape
(Fig. 2, 6) were revealed.

Irradiation of silumin with a pulsed electron beam leads to a significant transformation of the structure of the
surface layer of the alloy. Shown in Fig. 3 electron microscopic images illustrate the state of the surface layer of
the alloy irradiated in the regime of partial (Fig. 3, a, 6) and complete (Fig. 3, 6, 2) dissolution of inclusions of
intermetallic compounds and silicon grains. It is clearly seen that in the second case, a homogeneous structure is
formed with crystallite sizes varying within a few micrometers. Irradiation of silumin with a pulsed electron
beam in the indicated range of energy densities does not lead to a significant change in the elemental composi-
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tion of the surface layer; the concentration of alloying and impurity elements varies within the measurement er-
ror.
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Puc. 2. DIeKTPOHHO-MHUKPOCKOITMYECKUE H300paKEHUS CTPYKTYPhI CHIIYMHHA B JIMTOM COCTOSHHUU (d, 6);
SHEPreTUYECKHE CIIEKTPHI (6, 2), MOMYYEHHBIE C YIACTKOB, 0003HAYEHHBIX 3HAUKOM «1)
u mudpoit «1» (a, 6). B Tabnuuax (6, 2), HoKa3aH 3J1€MEHTHBIN COCTaB aHATM3HPYEMBIX
YYaCTKOB CHJIyMHHA

Fig. 2. Electron microscopic images of the structure of silumin in the cast state (a, 6); (6, 2) show the energy
spectra obtained from the areas indicated in (a, ¢) with a “+” and the number ““1”. The tables given
in (6) and () show the elemental composition of the analyzed sections of silumin

The structural-phase state of silumin at the submicro-nanodimensional level was analyzed by transmission
electron microscopy. It was found that the pulse electron-beam treatment leads to a radical transformation of the
structure of the surface layer of silumin. The high-speed mode of heating, melting, crystallization and cooling,
which is realized during pulse electron-beam irradiation [15], leads to the formation of a cellular crystallization
structure in the surface layer of the samples (Fig. 4). The size of crystallization cells varies in the range from 200
to 650 nm. The thickness of the modified layer increases with increasing energy density of the electron beam and
can reach hundreds of micrometers. Along the boundaries of crystallization cells, inclusions of the second phase
are located that form (at an electron beam energy density of up to 30-35 J/cm?) extensive interlayers (Fig. 4, a, 6)
with a thickness of 30-85 nm. At high values of energy density of electron beam in the surface layer of silumin
rounded (globular) particles of the second phase are formed at the borders of cells (Fig. 4, &, arrows indicate the
particles). Size of such particles is 100-180 nm. It is important to note that at the energy densities of the electron
beam not exceeding 20 J/cm?, in the surface layer of silumin, along with cells of high-speed crystallization, there
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are primary inclusions of the second phase, formed in the material during casting (Fig. 4, a, inclusions are desig-
nated by numbers 1 and 2). The sizes of such inclusions can reach tens of micrometers.

Puc. 3. CTpyKTypa 3a3BTeKTHUECKOTO CHIIyMHHA, 00 Ty4eHHOTO HMITYI5CHBIM 2JIEKTPOHHBIM ITyYKOM
(150 mxc, 0,3 ¢t 3 umn): a, 6 — 15 Jix/em?; 6, 2 — 50 Jlx/cm?

Fig. 3. Structure of hypereutectic silumin irradiated with a pulsed electron beam
(150 ps, 0.3 s7%, 3 impulses): a, 6 — 15 J/cm?; 6, 2 — 50 J/cm?

It is obvious that such a significant transformation of silumin structure that takes place during irradiation
with a pulsed electron beam will lead to changes in mechanical and tribological properties of the material.
Indeed, studies of mechanical properties performed by determination of microhardness showed that irradia-
tion of silumin with a pulsed electron beam contributes to hardening of the material (Fig. 5). The best result
providing increase of hardness of samples more than in 5 times in comparison with cast state was reached at
irradiation of silumin by electron beam with energy density of electron beam 15 J/cm?.

Analysis of the structure and phase state of the modified silumin layer gives grounds to conclude that the
main factors providing the revealed multiple increase in the microhardness of the samples are the presence of
partially dissolved inclusions of silicon and intermetallic compounds of the initial state, as well as the for-
mation of crystallization cells that increase the strength of aluminum grains. and Al-Si eutectics. Complete
dissolution of the initial inclusions of the second phase is accompanied by a decrease in the microhardness of
silumin.
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Puc. 4. DnexTpOHHO-MUKPOCKOINYECKOE H300paKEHHE CTPYKTYPBI HOBEPXHOCTHOT'O CIIOS 00Pa3LOB CHIIYMHUHA,
OOJTYYEHHBIX MMITYJIECHBIM 3JIEKTPOHHBIM TTyakoM (150 mkc, 0,3 ¢, 3 umr.): a — 15 ix/cm?; 6 — 25 Tix/em?,
6 — 40 JTx/cm?. Ha (a) nudpamu 0603HaYeHbI BKITIOYEHHs BTOPOii a3kl MUKPOHHBIX pa3sMepOB, 00pa3oBaBIINeCs
B IIPOLIECCE JIUTHSL; Ha (6) CTPEIKaMH yKa3aHbI YaCTUIIBI BTOPOH (ha3kl CYOMHKPOHHBIX pa3MEpOB, 00pa30BaBIIHECs
B pe3yJbTaTe 00JydeHHUs CHITYMHIHA JJICKTPOHHBIM IydKoM. [IpocBeunBaroras aeKTPOHHAs MUKPOCKOIHS

Fig. 4. Electron microscopic image of the structure of the surface layer of silumin samples irradiated with a pulsed electron
beam (150 ps, 0.3 572, 3 pulses): a — 15 J/cm?; 6 — 25 J/cm?, ¢ — 40 J/cm?2. On (a) the numbers indicate inclusions of the second
phase of micron dimensions, formed during the casting process; in (s), arrows indicate
the particles of the second phase of submicron sizes, formed as a result of irradiation of silumin with an electron
beam. Transmission electron microscopy

0 10 20 30 40 50
Es. Jx/cm?

Puc. 5. 3aBUCUMOCTb MUKPOTBEPJOCTH CHIIYMHHA,
00JIy4EHHOT 0 AJIEKTPOHHBIM ITYYKOM, OT IUIOTHOCTH YHEPTHU
mydka 31exTpoHoB (150 Mkc, 3 mmm., 0,3 ¢ )

Fig. 5. Dependence of the microhardness of silumin irradiated
with an electron beam on the energy density
of the electron beam (150 ps, 3 pulses, 0.3 s™)

The microhardness of the modified layer exceeds the microhardness of the cast state by more than 2 times
(Fig. 5).

OO6nydeHne CUIYMHHA CONPOBOXIAETCS CYLIECTBEHHBIM MPE0Opa30BaHUEM TPHOOIOIMYECKUX CBOMCTB
MaTepuaja. YCTaHOBJIEHO, YTO NIPU YBEIMYEHWU IUIOTHOCTH SHEPTUU Iy4yKa SJIEKTPOHOB IPOHCXOAUT
CHIDKEHHE HW3HOoca (TOBBIIIEHHE H3HOCOCTOMKOCTH) (puc. 6, @) W yMmeHblleHHe Kod(dHIMEeHTa TpeHHs
(puc. 6, 6). OcHOBbIBasiCb Ha pe3ylbTaTax CTPYKTYpHO-()a30BOrO aHAJIN3a CHIIyMHHA, PACCMOTPEHHBIX
BBIILIE, MOXKHO 3aKIIOUUTh, YTO YBEIWYEHHUE H3HOCOCTOWKOCTH CHUIYMHHa OOYCIOBIJIEHO, BO-TIEpPBBIX,
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PaCTBOPEHUCM 3CPCH IMEPBUYHOIO0 KPEMHUS, SABJIAOILICT OCA XpyHKOfI (1)&30171, KOTOpasi B Nponecce TPECHUA
BBIKpAIMBACTCA W IMPUBOAUT K OOIMOJIHUTCILHOMY H3HAIIMBAHWIO MaTCpHaa. BO-BTOpLIX, IMOBTOPHBIM
BBIACIICHUEM YaCTHUI]L BTOpOf/i (1)3351 Cy6MI/IKp0- HAaHOPa3sMEPHOr'o Jguaria3oHa. B-Tpe’TLI/IX, (l)OpMI/IpOBaHI/ICM
CTPYKTYPBI SIUEHUCTOM KPUCTAUTH3AINH, YIIPOTHSIONICH 3epHa allOMUHUS 1 9BTeKTHKH Al-Si.

Irradiation of silumin is accompanied by a significant transformation of the tribological properties of the
material. It was found that with an increase in the energy density of the electron beam, there is a decrease in
wear (increase in wear resistance) (Fig. 6, a) and a decrease in the friction coefficient (Fig. 6, 6). Based on
the results of the structural-phase analysis of silumin discussed above, it can be concluded that an increase in
the wear resistance of silumin is due, first, to the dissolution of grains of primary silicon, which is a brittle
phase, which crumbles during friction and leads to additional wear of the material. Second, it is due to the
repeated separation of particles of the second phase of the submicro-nanoscale range and, third, to the for-
mation of a cellular crystallization structure that strengthens the grains of aluminum and Al-Si eutectic.

K. 107 w3 H !

0 10 20 30 40 50 0 10 20 30 40 50
Es, Jbx/cm? Es, Jlx/cm?
a o

Puc. 6. 3aBucumocts napamerpa usHoca (@) u ko3 duuuenra Tperus (6) CHITyMUHa, 00JIy4EHHOTO
MIMITYJTbCHBIM 3JIEKTPOHHBIM IY4KOM, OT IIOTHOCTH SHEPTHH ITyuka 31ekTpoHos (150 mxc, 3 umm., 0,3 ¢ 1)

Fig. 6. Dependence of the wear parameter (a) and the friction coefficient (6) of a silumin
irradiated with a pulsed electron beam on the energy density of the electron beam
(150 ps, 3 pulses, 0.3 s7%)

Ternary systems Al-Cu-Si, Al-Cu-Fe, Al-Fe-Si and Cu-Fe-Si

On the basis of the literature data, an analysis of the structural features of the ternary diagrams of the Al-
Cu-Si, Al-Cu-Fe, Al-Fe-Si and Cu-Fe-Si systems has been carried out.

In the Al-Cu-Si ternary system inside the isothermal triangle, the existence of only one ternary compound
based on the k-phase was found (prototype Mg, Pearson's symbol hP2). A ternary solid solution with a wide
homogeneity region based on Cu (Al, Si) is formed in the region of the copper corner [16; 17]. Also in this
system, the existence of a phase with a noticeable size homogeneity region based on the yi-phase (CusAls), in
which the third component Si is well dissolved, is observed. Only on one side of the Al-Cu isothermal trian-
gle is the formation of ternary compounds with narrow regions of homogeneity based on binary compounds.

In [18] the formation of a ternary solid solution with a wide area of homogeneity based on Cu(Al,Fe) in
the ternary system Al-Cu-Fe in the area of the copper angle was revealed. The B- Fe,CuyAl, (CsCl, cP8) (0 <
x<1 0<y<1, 0,23 <x<0,7) phase occupies a significant area in the isothermal triangle [18; 19]. Also
within the isothermal triangle, the formation of about six ternary compounds has been established: W-
FeCuzAls (prototype Mgz3(Al,Zn)asg, Pearson’s symbol cl62w-FeCuzAl; (Al-CuzFe, tP40), d-FeCuioAlio (8-
NizA', hPS), ‘Ez-FE‘CUzA|7 (A|7CU2F€, tP40), ‘C3-F€CU10A|7 (AI7Cu2Fe, tP40), Ti-F612,5CU25,5A|62
(Mgzs(Al,Zn)ag, cl62). In addition, on the sides of the Al-Cu and Cu-Fe isothermal triangle up to 9 com-
pounds based on binary compounds with small areas of homogeneity are formed [18; 19].
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Basing on the data presented, it can be concluded that in a ternary solid solution with a wide range of ho-
mogeneity based on Cu(Al, Si), good dissolution of the fourth component Fe should occur.

In the Al-Fe-Si ternary system in the Fe region of the isothermal triangle angle, there are two regions of a
ternary solid solution based on a disordered bcc lattice a-(Fe, Al, Si) and on the basis of a disordered fcc lat-
tice y-(Fe, Al, Si) [20-22]. The two-component compound FeSi (P23, cP8) dissolves the third component
Al well and, as a result, an extended region of homogeneity of the ternary compound FeSii_Al, is created. A
characteristic feature of this system inside the isothermal triangle is the formation of about 10 intermetallic
ternary compounds with narrow regions of homogeneity: ti/t1, FesAl:Siz (FesAl:Siz, aP16), 12 y-FeAlsSiz
(mC*), T3, F65A|gSi5 (FeA|zsi, OC128), T4, 6-FeAI38i3 (PdGas, t|24), Ts5, Fe,Al74Si (F62A|7.4Si, hP245), T6, B-
F62A|gSi2 (F62A|98i2, CZ/C), T7,F622A|408i33 (FezA|3Si3, P21/C), T8, F63A|28i4 (F63A|28i4, OC36), T10, F65A|128i3
(Mn3A|1o, hP26)

In the ternary system Cu-Fe-Si, no ternary intermetallic compounds were found inside the isothermal tri-
angle. Only in the region of the Fe angle of the isothermal triangle there is a region of a ternary solid solution
based on a-(Fe,Cu,Si) phase [23].

The presented data show that as a result of high-energy exposure in the mode of high-speed melting in the
surface layer of the alloy under study, it is possible to form a large number of double, ternary (possibly four-
component) compounds based on copper Cu (Al, Si, Fe).

Conclusion

It is shown that irradiation of samples of hypereutectic silumin with a pulsed electron beam makes it pos-
sible, depending on the energy density of the electron beam, to form structural-phase states in the surface
layer, the crystallite size of which can purposefully vary from tens of micrometers to tens of nanometers. The
irradiation mode (15 J/cm?, 150 ps, 0.3 s %, 3 impulses) was revealed, which makes it possible to increase
the hardness of the modified material many times (more than 5 times). It was concluded, based on structural
and phase studies of silumin, that the condition for a multiple increase in the microhardness of samples is the
presence of partially dissolved inclusions of silicon and intermetallic compounds of the initial state, as well
as the formation of crystallization cells that increase the strength of aluminum grains and Al-Si eutectic. It
was found that an increase in the energy density of the electron beam in the range of 15-50 J/cm? (150 ps,
0.3 s, 3 pulses) promotes an increase in wear resistance and a decrease in the friction coefficient of silumin
irradiated with a pulsed electron beam. This is due, firstly, to the dissolution of grains of primary silicon,
which is a brittle phase, which crumbles during friction and leads to additional wear of the material; second-
ly, to the repeated separation of particles of the second phase of the submicro-nanoscale range and, thirdly, to
the formation of a cellular crystallization structure that strengthens the grains of aluminum and Al-Si eutec-
tic.
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IIporno3upoBanue 00pa3oBaHus KOHKYPHpPYHOIIHUX (a3
npu pocre TOHKHX mieHok CroGaC HA MgO(111)”

3. 1. Hazaposa®'>™, A. H. Hazapos''?

"Mucturyr Qpusukn umenn JI. B. Kupenckoro CO PAH —
obocobnennoe noapasaeneare GUI KHI[ CO PAH
Poccutiickas @exaepanus, 660036, r. KpacHosipck, AkagemMroponok, 50, ctp. 38
2Cubupckuil QefiepaibHblli YHUBEPCHTET
Poccuiickas ®eneparst, 660041, KpacHosipckuii kpaii, r. Kpacuosipck, npocr. CBoboaHbIH, 79
““E-mail: jercompany@gmail.com

MAX-gazer  npedcmasasirom coboii  cemelicmeo MpOUHLIX  CIOUCHBIX  COCOUHEHUNl ¢ QOPMATbHOU
cmexuomempueti Mn+1AXn (n = 1, 2, 3...), 20e M — nepexoouwiii d-wemann, A — p-anemenm (nanpumep, Si, Ge, Al,
S, Sn u op.); X — yenepoo unu azom [1]. Croucmoie mpoiinvie kapouoel u Humpuowvl d- u p-snemenmos (MAX-
Gazvl) nposenaom YHUKATbHOE COYemaHue CE0UCMS, XApaKMepHuIX Kak OJid Memaiios, max u 011 Kepamuxi,
umo Oenaem UX NpUMEHeHUe NePCHeKMuGHbLIM 8 KOCMUYECKOU OMpAciu 8 Kauecmee pAa3iuyHblX NOKPbIMULL.
Tonyuenue mpebyemvix ceoticme MAX-gpaz 3asucum om mexHoai0cUHeCcKuX ycio8ull cunmesa mamepuand. Jnsa
9MO20 HeobXo0UMO MmuamenbHoe Meopemuyeckoe MOOeIUpoBanuUe 3aumMoOeltiCmeus 1eMeHmos Ha paHuye
paszoena. OOHospeMeHHbIN pOCm KOHKYpupyrowux @az uapsaoy ¢ MAX-¢aszoi mosicem npoucxooums u3-3a
8bI200HOCIU 00PA308AHUSL KOHKYPUPYIOWUX (a3, a makdice u3-3a 601ee HU3KOIHepeemuyecko2o unmepdgetica ¢
noonodckoll no cpasuenuro ¢ MAX-ghazou. B dannou pabome mvl usyuaem mepmoOUHAMUYECKYIO 8bI2OOHOCHDb
KkoHKypupyrowux ¢as u MAX-gpasvr CroGaC 6 3agucumocmu om XUmMuyeckoeo cocmasa nomoxa amomos. /s
U3YYeHUsT SMUX coeouHenuil 6Ovli0 Heobxooumo paccmompemsv cucmemy Cr-Ga-C. Coenacrho Mmodenu
agppexmusHoll.  meniomvl  00PA30AHUS  KANCOYIO peaKkyulo  00paz08aHus HeKomopou @azvl  MONCHO
oxapaxmepuzoeame sHmaivnueti [2]. /s evisichenus naubonee Gvl200HbIX K hopmuposanuio ¢az 6bvlio
HeoOX00UMO npoussecmu pacyém SHMarbnuu 05 8cex 803MOACHbIX peakyuil. Taxum obpaszom, 3adaua cocmosna
6 nepebope Bcex BO3MOJNCHBIX pearkyuti Mencoy HUCTbIMU dAeMeHmamu, OOCHMYNHLIMU 8 PA3IUYHBIX
COOMHOUIEHUSIX, 8 YACMHOCMU, 8 COOMHOUIEHUU, COOmeemcmayiouwem 3adantol cmexuomempuu MAX-¢gpazvl, m.
e. Cr:Ga:C=2:1:1. Kpome moco, cuumaemcs, 4umo niomuocms cognaoarowux y3ios [3; 4] ora epanuy pazoena
mexncoy MAX-ghazotl, mepmoounamusecku 8bl200HbIMU KOHKYpUpyowumu asamu u nogepxwocmoio MgO(111)

* Uccrnenopanus BBINONHAIOTCA npu (MHAHCOBOH momjepxkke Poccuiickoro ¢onza (yHaaMeHTaTbHBIX HCCIEIO0BAHUIA,
IMpaBurensctBa KpacHosipckoro kpasi, KpacHospckoro kpaeBoro (¢oHAa HAyKd B paMKaX HAy4HOrO IpPOEKTa
No 20-42-240012, TIpaButensctBa P B paMkax rpaHTa Mo Co3IaHHIO JIabopaTtopuii MUpOBOTro ypoBHs (cornarienue Ne 075-
15-2019-1886).

The research is carried out with the financial support of the Russian Foundation for Basic Research, the Government of the
Krasnoyarsk Territory, the Krasnoyarsk Regional Science Foundation in the framework of the scientific project No. 20-42-
240012, the Government of the Russian Federation in the framework of the grant for the creation of world-class laboratories
(agreement No. 075-15-2019-1886).
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nokasvieaem poiv uHmepgetica npu onpedeireHuu CMpPYKMypHo20 Kavecmga monkou niaénku MAX-¢aswi,
svipawenrou na MgO(111).

Knrouesvle cnosa: MAX mamepuansl, monxue nieHKu, KOHKypupyouue ¢asvl, IHMAIbNUs 00paA308aHUS, XPOM,
eanut, yenepoo.

Prediction of formation of competing phases during the growth
of Cr.GacC thin films on MgO(111)

Z. 1. Nazarova® 2", A. N. Nazarov*?

IKirensky Institute of Physics, Federal Research Center KSC SB RAS
50/38, Akademgorodok, Krasnoyarsk, 660036, Russian Federation
2Siberian Federal University
79, Svobodny Av., Krasnoyarsk, 660041, Russian Federation
“E-mail: jercompany@gmail.com

MAX-phases are a family of ternary layered compounds with the formal stoichiometry Mn+1AX, (n =1, 2, 3...),
where M is a transition d-metal; A is a p-element (for example, Si, Ge, Al, S, Sn, etc.); X is carbon or nitrogen [1].
Layered triple carbides and nitrides of d-and p-elements (MAX-phases) exhibit a unique combination of
properties characteristic of both metals and ceramics, which makes their application as various coatings in space
industry very promising. Obtaining the desired properties of the MAX-phases depends on the technological
conditions of material synthesis. This requires thorough theoretical modelling of the elements’ interaction at the
interface. Concurrent growth of competing phases along with the MAX-phase may occur due to the favorability of
competing phases’ formation and may also be promoted by lower energy interfaces with the substrate in
comparison with a MAX-phase. In this work, we study thermodynamic favorability of competing phases and
Cr,GaC MAX-phase depending on the chemical composition of the atomic flow. To study these compounds, it was
necessary to consider the Cr-Ga-C system. According to the effective heat of formation model, each reaction of a
certain phase formation can be characterized by enthalpy [2]. To find out the most favorable phases, it was
necessary to calculate the enthalpy of all possible reactions. Thus, the task was to sort through all possible
reactions between pure elements available in various ratios, in particular, in the ratio corresponding to the given
MAX-phase stoichiometry, i.e. Cr:Ga:C=2:1: 1. Moreover, it is considered that the density of near-coincidence
sites [3,4] for interfaces between MAX-phase, thermodynamically favourable competing phases and MgO(111)
surface shows a role of the interface in the determination of the structural quality of the MAX-phase thin film
grown on MgO(111).

Keyword: MAX materials, thin films, competing phases, enthalpy of formation, chromium, galium,
carbon.

Introduction

Currently, one of the most promising areas of research related to the synthesis of new materials is the
study of formation processes and physical properties of MAX phases, the family of which is shown in Fig. 1.
MAX-phases posess low density, high values of thermal and electrical conductivity, strength, low elastic
modulus, excellent corrosion resistance in aggressive liquid media [5-7], resistance to high-temperature
oxidation and thermal shock [8-10], and are also easily machined [11; 12], have a high melting point [13]
and are quite stable at temperatures up to 1000 ° C and above [14].

It is well known that thin films of MAX phases are mainly synthesized applying physical methods, such
as magnetron sputtering of pulsed layer deposition. A comprehensive study of magnetic properties requires
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high quality magnetic thin films of MAX-phases. Films of the highest quality are defined as single phase,
monocrystalline and smooth.

H| 2 M = Tepexo/HLIA SNeMEHT NepBHX Py 13 14 15 16 17 | He
B = SnemexT rpynnel A
Li | Be X =CwmN

MNe

Na|Mg| 3 4 5 6 7 8 9 10 Ar

K|CafSc| Ti | V [Cr|Mn| Fe | Co]| Ni Kr

Rb|Sr| Y | Zr [Nb[Mo| Tc | Ru| Rh | Pd Xe

Cs|Ba|lu|Hf | Ta| W |Re |Os| Ir | Pt Rn

Fr | Ra | Lr |Ung|Unp|Unh|Uns|Uno|Une

Puc. 1. Tlepuoanyeckast TabMIa SIEMEHTOB, 00Pa3yIOIIKX HAHOIAMHUHATHI 0011Iero cocrasa [2]

Fig. 1. The periodic table of the elements constituting the nanolaminates of general composition [2]

The quality of the resulting films is influenced by such factors as precipitation temperature, pressure,
power supplied to magnetrons, i.e., the outgoing / incoming material flow, as well as the choice of substrate.
For the synthesis of MAX phases, it is necessary to consider competing binary or ternary phases that are
close in composition and / or structure.

The growth of the Cr.GaC epitaxial film is accompanied by the growth of the CrsGa phase, which is not
predicted to be competitive in terms of stoichiometric chemical composition [15]. Substrate, in turn, can
radically change the situation, as is observed in the case of Mn,GaC. Under the same growth conditions,
there was no visible signal of the MAX phase on any substrate other than MgO [15].

Thus, our task is to consider the effect of a change in the stoichiometry of the atomic flux on the
thermodynamic advantage of phase formation, and also to take into account the role of the interfaces
between the substrate and the MAX phase and competing phases.

Results and discussions
In this work, we study the MAX phase of Cr,GaC. To study this compound, it is necessary to consider the
Cr-Ga-C system. The challenge is to consider all possible reactions between pure elements available in
varying quantities. Below is an example of the reaction.
2xCr + xGa + xC — Cr,GaC + [competing] + o.Cr + BGa + 6C. 1)

In this example, pure elements are available in quantities corresponding to the stoichiometry of the MAX
phase, i.e. Cr: Ga: C = 2: 1: 1 on the right-hand side of the equation; the coefficients at the remainder of pure
elements are symbolised by Greek letters. The competing phase can be any of seven possible phases in the
Cr-Ga-C system: CrGas, Cr5Gas, CrGa, CrzGa, CrsC2, CrsCs, or CrasCe.

The enthalpy of one specific reaction was calculated not only in the case of elements presence in
guantities corresponding to the stoichiometry of the MAX-phase, i.e, Cr: Ga: C = 2: 1: 1, but also for all
possible ratios.

Due to the large amount of calculations required, it was decided to write a special code in the "Matlab™
software package. The outer cycles are the cycles for i, j, k, which mean the atomic fractions of chromium,
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gallium and carbon, respectively. When establishing the boundaries of the cycle, it was taken into account
that their sum is 1. These are the cycles that are responsible for calculating the enthalpy of each specific
reaction, not only in the case of the elements in quantities corresponding to the stoichiometry of the MAX-
phase, i.e. Cr: Ga: C = 2: 1: 1, but also for all possible ratios. Each phase was assigned to a corresponding set
of three numbers, the first of which means the number of chromium atoms in the formula unit of the
compound, the second - the number of gallium atoms, the third — carbon. For example, the set 703 was
assigned to the Cr;Cs phase, and to the CrsGa — 310 phase was assigned. Thus, the netlist was transformed
into a list of sets of numbers, accessing to which in the program code was reduced to accessing certain
elements of the matrix. Each set of three digits also had a sequential number, which corresponds to the
enthalpy of the encoded phase. The need to separately access each type of incoming into the phase atom was
due to the need to calculate the atomic balance in the equation and to search for the largest coefficients for all
phases in the right-hand side of the equation. The implementation of the latter in the program code was based
on the idea of checking whether it is possible to form any phase in the right-hand side from the remainder of
free atoms. By introducing such additional internal cycles, it was found that in some cases the phase
coefficients on the right-hand side of the equation are really different from the units, i.e., from how it was
written at the beginning when describing the general form of reaction equation (1).

In this paper, three different types of reactions have been considered. The types are determined by the

number of different competing phases. The first type contains C% =7 various reactions with a competing
phase; the second type contains CZ = 21a different reaction, with each containing a unique pair of competing

phases; the third type contains C73 = 35 different reactions, with each containing a unique triple of competing

phases. In addition, each reaction can be recorded without the MAX phase on the right side of the equation.

Since the variable parameter in the calculation model was the ratio of the three different pure elements
numbers, it was agreed to present the results in the form of ternary diagrams, namely, in the form of a set of
three ternary diagrams for each case (for each of the arrows in Scheme 1). Below, only results for the first
and second types of reactions in the presence of the MAX-phase on the right side of the equation are given
(Fig. 2, 3).

Each point on ternary diagrams in Fig. 2 corresponds to one defined ratio Cr: Ga: C. For this ratio, 7
enthalpies were calculated and compared. Then the most negative value was determined and the point was
shown in the color corresponding to the competing phase, the formation of which leads to the greatest energy
release. Areas and their boundaries are easily visible on the charts. This allows us to judge, for example, the
experimental error in the ratio of the elements number: by comparing the expected and obtained competing
phases, it is possible to determine which element was taken in excess. The third diagram (Fig. 2, ¢) shows the
difference between the heats of formation of the two most thermodynamically favorable competing phases. It
is noteworthy that the leading phases are the same, they only change their areas.
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Puc. 2. JluarpaMMbl HOMEpPOB Hanbosee BHITOAHBIX KOHKYPUPYIONIHX (a3
(B cimydae obpa3oBanust MAX-da3bl 1 OTHOM KOHKYpHpYIOLIeH (asbr):
a — TIepBBIf KaHAUIAT; 6 — BTOPOM KaHAWIAT, 6 — Pa3HUIA MEX Y d((PEKTHBHBIMHU TETIIOTAMHU
obpaszoBanus (kJ[x/Mosb*aToM) ABYX HauOoOIee TEPMOAMHAMUYECKH BBITOMHBIX KOHKYPUPYIOHIHX (a3

Fig. 2. Diagrams of the numbers of the most favorable competing phases
(in the case of the formation of the MAX-phase and one competing phase):
(bottom left) the first candidate; (bottom right) the second candidate; (top right) the difference
between the effective heat of formation (kJ/mol*atom) of the two most thermodynamically
favourable competing phases

Puc. 3. JluarpaMmmbl HOMEPOB HauOOJIEe BHITOTHBIX KOHKYPUPYOLIUX (a3
(B cmydae obpazoBanuss MAX-(]asbl v IByX KOHKYpUPYIOIIUX (a3):
a — TIepBBIA KaHAUIAT; O — BTOPOH KaHAWAAT; 6 — Pa3HUIA MEeXIY d((GEKTHBHBIMHU TEIIOTAMHU
obpazoBanus (k[ >x/mMonb*aToM) IByX HauOoJee TEPMOTUHAMUYECKH BBITOJAHBIX KOHKYPUPYIOIIUX (a3

Fig. 3. Diagrams of the numbers of the most favorable competing phases
(in the case of the formation of the MAX-phase and two competing phases):
(bottom left) the first candidate; (bottom right) the second candidate; (top right)
the difference between the effective heat of formation (kJ/mol*atom)
of the two most thermodynamically favourable competing phases
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The same was done in the case of two competing phases (Fig. 3), i.e, for the second type of reactions. It
can be seen that the group of leading phases remains the same again: CrGa, Cr3Ga, CrsCo, in this case we are
simply dealing with their combinations.

According to the effective heat of formation model [2], one of the most significant factors influencing the
formation of phases is: the larger the number of atoms in the unit cell, the more difficult the formation of the
phase is (Table 1).

Table 1
Number of atoms in unit cells of different phases
CrsGa 21 atoms in . . Cr3C, 20 atoms in unit Cr,GaC 18 atoms in
. CrGa 92 atoms in unit cell )
unit cell cell unit cell
o % o
o % o
oo ° ()
o o0 o " °
00 9O | o0 aufegeea, ° °
Oa - Py, O° o
PP | o BP0 © © * e’
p L 0N P . O
o® o0 Q°ﬁ0o°¢t>‘@g., % © o o,
0 o
o
% o [+
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Table 2

Orientation relations and the density of near-coincident sites at the interface
between the MAX-phase Cr,GaC and MgO [3;4]
Interface ullvllwill | Ul2vl | u2lv2iw2l |u22v22w22 | h1lk1ll h2k212 Density of near-
2w12 coincident sites, R
MgO||Cr2GaC [011] [020] [10-1] [200] (-11-1) (001) 0.0418

[[1578— | [4.611.49 (-5.09
MgO]| CrGa -1 | 112 | o107y | 400 | CD |20800507) 0.0545
MgO]| Cr3Ga [0-11] | [11-2] [010] [001] | (-11-1) | (001) 0.0887

In addition, consideration of the possible interface between CrGa and the surface of magnesium oxide
MgO (111) applying the coincident lattice method reveals the preferability of the Cr;Ga phase over CrGa
(Table 2).

Conclusion

During the formation of magnetic thin films of MAX phases, there are only three most
thermodynamically favorable phases: CrGa, CrsGa, and CrsCo.

Although the enthalpy of CrGa formation is most negative, according to the coincident lattice method the
formation of the CrsGa phase with fewer atoms is more likely in a unit cell, which has been experimentally
confirmed [15].
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Honeycomb fillers manufacturing technology from polymeric
composite materals

M. S. Rudenko A. E. Mikheev, A. V. Girn
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31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
E-mail: mister.m.rudenko@gmail.com

The honeycomb filler is an integral part of the spacecraft's sandwich panel. Currently, a honeycomb filler made of
aluminum alloys is used. The proposed technology makes it possible to replace the honeycomb filler material from alu-
minum alloys with polymer composite materials (PCM). The main difference between the developed technology for the
production of honeycomb filler by the RTM method is that corrugated tape is glued during the formation of the composite
material. This is a separate process in the existing methods for the production of honeycomb cores from PCM. This
paper presents the results of creating a prototype of a honeycomb filler by the RTM-method, a technological process
has been developed.

Keywords: honeycomb filler, polymer composite material, RTM method.

TexHosorus M3roToBJEHUA COTOBBIX 3aNMOJTHUTEI el
U3 MOJIMMEPHBIX KOMIIO3UIIMOHHBIX MATEPHAJIOB

M. C. Pynenko, A. E. Muxees, A. B. ['upu

CubupcKuii TOCyTapCTBEHHBI YHUBEPCUTET HAYKH U TEXHOIOTHi nMeHn akagemuka M. @. Pemernea
Poccutickas @enepanus, 660037, r. KpacHosipck, npoct. uM. ra3. «KpacHospckuii paboumnii», 31
E-mail: mister.m.rudenko@gmail.com

Comosblii 3anoaHUmMensb AGIAEMC HEOMbEMAEMOU YACHbIO MPEXCLOUHbIX naHenell KOCMUYeCKUx annapamos.
Ha oOanneiti momenm ucnonv3yrom comosvlil 3anoaHument U3 ailOMUHUESbIX CHagos. IIpednosicennas
MexXHON02Us NO3BOAAEH 3AMEHUMb MAMEPUATL COMOBO20 3ANOJHUMENS C AIOMUHUESIX CHAAB08 HA NOJUMEPHDbLE
Komnosuyuonnvie mamepuanvt (IIKM). Ocnognoe omauyue paspabomanuoti MexHOI02UU U320MOGIeHUs
comogozo 3anonnumens RTM-memodom 3axniouaemcs ¢ mom, 4mo 3a nepuod opmosanus KOMROUYUOHHOZO
Mamepuana npoucxooum CcKielika eogporenm. B cywecmegyiowux memodax u320moeneHusi COmosbix
sanoanumeneti uz IIKM smo sigisiemcs omoenvHbim npoyeccom. B oannoii pabome npedcmasnenvt pezynomanmul
€030anusl OnbIMHO20 00pasya comogozo sanoanumens RTM-uwemoodom, paspaboman mexnonrocuueckuil npoyecc.

Kntouegule crnosa: comosbiii 3anoaiHumenb, ROJUMEPHbIL KOMno3uyuonnsi mamepuai, RTM-uwemoo.
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Introduction

The three-layer structure (TS) is one of the main power elements of modern spacecraft (SC). TS consists
of two load-bearing layers, filler, located between the load-bearing layers, and frame elements. Bearing lay-
ers perceive longitudinal loads (tension, compression, shear) in their plane and transverse bending moments.
The main feature of three-layer structures with a filler is that as a result of the separation of the bearing lay-
ers at a certain distance from each other, a greater ratio of the structure's stiffness to its mass is achieved [1-
6].

At the present time, in the elemens of SC honeycomb filler from aluminum alloys are most widely used,
this is connected with the simplicity of their production and their low cost, but they have disadvantages asso-
ciated with the strength and physicochemical characteristics [7-12]. Also, polymer composite materials
(PCM) are used as a material for honeycomb fillers. At the present moment, there are several technologies
for the production of cellular core from PCM:

1) stretching the glued package - the method consists in gluing dry reinforcing layers, stretching them in a
technological device to obtain the shape of a honeycomb cell, dipping into a binder, drying and polymeriza-
tion in an oven. This method can be used to produce a large humber of honeycomb products, which are
mainly used in aircraft and helicopter construction. The precision characteristics of this honeycomb fillers
are not suitable for space technology application;

2) gluing corrugated sheets - the method consists in making a single or double corrugated strip in a hex-
agonal molding tooling and gluing them together in an oven. This method has low efficiency and requires a
lot of auxiliary equipment;

3) the method of volumetric weaving - the method is similar to the method of stretching a glued package
with the difference that the honeycomb package is formed not by gluing sheets, but by weaving on a Jaccard
shuttle loom. As a result, the layers are fastened together by interweaving the threads along the lines in a
checkerboard pattern, depending on the layer [13-15].

Experimental part

The aim of the work is to develop a process diagram and technology for manufacturing a honeycomb fill-
er from PCM using the RTM (Resin Transfer Molding) method. The RTM method consists in placing a dry
reinforcing filler in a special sealed mold, the inner surfaces of which repeat the outer surface of the product
(in the impregnation of the resin filler under pressure), and polymerization in the mold. The RTM method
has the following advantages in comparison with other methods: the ability to manufacture parts of complex
shapes; tight dimensional tolerance; mechanical properties are comparable to autoclave molding; high per-
formance.

A scheme is proposed and a technological process for manufacturing a honeycomb filler from PCM is
developed (Fig. 1).

Reinforcing material 2 (Fig. 2) is cut out according to the size of the product, taking into consideration
the curvature of the cellular strip. Dry reinforcing material 2 (fiberglass, carbon fiber) is laid on the hexago-
nal surface 1. The first layer of fiber 2 is pressed by rigid hexagonal rods 3. The next layer of fiber 2 is laid
on top and similarly pressed by rods 3. This is repeated until the structure is fully loaded. The last layer is
pressed by the lid to the hexagonal surface 4.

In order to reduce the internal stress of the dry reinforcing material during installation, it is molded in
such a way as to tightly contact the hexagonal surface. This happens until the snap-in is fully loaded. The
structure is closed with side covers and sealed, then a binder is fed into it under pressure, which impregnates
the fibers.
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Fig. 1. Scheme of manufacturing a honeycomb filler from PCM by the RTM method:
1 — structure body; 2 — hexagonal rod; 3 — a container with a binder; 4 — locking device; 5 — zone of impregnation
of dry reinforcing material with a binder; 6 —reservoir for excess binder

Puc. 1. CxeMa usrorosiieHust coroBoro 3amnonauTens u3 ITIKM merogom RTM:
1 — KOpITyC KOHCTPYKIUH; 2 — TeKCArOHaJIbHBIN CTEPIKEHD; 3 — EMKOCTh CO CBA3YIOIIMM; 4 — 3aMOPHOE YCTPOKUCTBO;,
5 — 30Ha MPOMUTKU CYXOr0 apMHUPYIOIIEro MaTepraa CBSI3YIOIUM; 6 — EMKOCTD JTsl U3JIHIIIEK CBS3YIOMIETO

0_0 LT

Fig. 2. Laying scheme for dry reinforcing material:
1, 4 — hexagonal surfaces; 2 — reinforcing material; 3 — hexagonal rods

Puc. 2. Cxema ykimagku cyxoro apMUpYIOIIETro MaTepuana:
1, 4 — wecTUTpaHHBIC TTOBEPXHOCTH; 2 — APMHUPYIOIINI MaTepHall; 3 — FreKCaroHaJbHbBIE CTEPIKHU

For the production of a prototype of a honeycomb filler, technological equipment was designed and con-
structed (Fig. 3), which consists of a body, side covers and a set of hexagonal rods (inserts). The design of
the equipment should ensure:

1) rigidity and strength;

2) hermitisation the internal cavity;
3) anti-adhesive properties.
The snap-in was made on a «Hercules 2018» 3D printer. Printing material: PETG plastic. Nozzle diam-
eter 0.5 mm. Layer height 0.15 mm.
The following materials were selected for the prototype of the honeycomb filler:
— reinforcing material - glass fabric T-11 (GOST 19170-2001);
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— binders — epoxy resin ED-20 (GOST 10587-84) with cold hardening agent ETAL-45 (TU 2257-045-
18826195-01).

The technological process of manufacturing a prototype consists of the following stages:

Application of a layer of release wax to the tooling to ensure anti-adhesive properties.

Cutting out the reinforcing material.

Laying reinforcing material into the body of the tooling with pressure with hexagonal rods.

Installation of the top and two side covers.

Rig-in sealing.

Connection of a vacuum system for supplying epoxy resin to the tooling.

Preparing the resin and feeding it under pressure into the structure.

Polymerization time of the resin in the rig-in (24 hours).

Removal of the honeycomb block from the tooling structure.

Processing on a grinding machine to remove excess resin from the ends of the product.

Removing the hex rods from the honeycomb block, finishing.

As a result, a prototype of a honeycomb filler was manufactured (Fig. 4), which confirms the realizability
of the technology.

Fig. 3. Technological rig-in:
1 —tooling body; 2 — top cover; 3 — side cover; 4 — hexagonal rod; 5 — side bar

Puc. 3. Texaonorudeckast OCHacTKa:
1 — kopryc OCHACTKH; 2 — BEPXHSS KPBIIIKA; 3 — OOKOBAasl KPBIIIKA;
4 — reKcaroHaJIbHBINA CTEPIKEHB; 5 — OOKOBOMW CTEPIKEHb

Fig. 4. PCM honeycomb filler:
a — model; b — prototype
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Puc. 4. Coroseiii 3anonaurens u3 [TIKM:
a — MOJIeNb; O — ONBITHBIN 0Opaser|

The characteristics of the prototype are presented in the table. The mass of the prototype is 45.03 g; the
volume mass is 220 kg/m3.
The characteristics of the prototype

The Characteristics The prototype

Cell Form Hexagon

HF Size

- length, mm 73

- width, mm 70

- height, mm 40

Cell size 8

Weight, ¢ 45,03

VVolume, m3 2:10-4

Bulk weight, kg / m3 220,15

Filler weight, g 21,834

Volume fraction of the filler, % 38
Conclusion

The results of the work show that the proposed method can be used to produce honeycomb fillers not only
with a hexagonal cell, but also with many different variations of shapes. The shape and size of the cell will
depend only on the shape and size of the insert. When using the technology of stretching a cellular package,
it is impossible to achieve this.

It is also possible to produce honeycomb fillers with different curvature and install embedded elements at
the molding stage, thereby not gluing them into the finished detail.

As a result, the technology for manufacturing cellular fillers from polymer composite materials by the
RTM method is developed. This method can be adapted for the mass production of industrial products.
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CpaBHeHHe MATHUTHOM aHU30TPONMHU MOJTUMKPHUCTATINYECKOM

M MOHOKPHCTAJLINYeCKOi mienok FesSi”

H. A. SIkoBneB

Wucturyt ¢puzukn umenn JI. B. Kupenckoro CO PAH —
obocobnennoe noapasaeneare GUI KHI[ CO PAH
Poccuiickas ®eneparst, 660036, r. KpacHosipck, Akagemroposok, 50, ctp. 38
E-mail: yia@iph.krasn.ru

Ilocmosannoe cosepuieHcmeosaniie biCOKOMEXHONO2UUHBIX NPUOOPO8 mpebyem Oom HAYKU NOCMOAHHO2O0
pazeumusi MexHoNo2ull U NOUCKA HOBbIX Mamepuanos. Ha cecoonsuunuii oenv paszsumue obracmu mazHemusma
00Cmu2no OYeHb WUPOKUX 3HAHUL, YMO NO360JUNO CO30AMb U USYYUMb MHONCECMBO UCKYCCMBEHHbIX
Geppomaznumuslx Mamepuanos, Komopule yiice cetiuac akmuHo NPUMeHAIOMcs 8 Hayke u mexHuxe. Ilocreonue
HayuHble 3HAHUS NOKA3bI8AIOM, UIMO OOUH U MOM Jice MAMepudl 8 pasiuyHoM COCMOSHUU MOdICem NPOAGIAMb
PpasHbie diexmpuiecKkue, MasHumusie ceoticmea. Tax @ cogpementwvix npubopax aKxmueHo NPUMEHsIIOMCs MOHKUEe
MaenumHble naeHku. Duauueckue npoyeccvl 8 MOHKUX WIEHKAX NpomeKaem uuave, 4YeMm 6 MACCUBHBIX
Mamepuanax. B pezynomame nieHOYHble dAeMEHMbl UMEIOM XAPAKMEPUCTUKY, OMAUYHbIE OM XAPAKMEPUCHUK
MACCUBHBIX 00PA3YO8 U NO360TAIOM HAOIIO0Amb 3hghexmpl, He CB0UCMEEHHble MACCUBHBIM obpasyam. [lnenxka —
9MO MOHKUL CIOU CEA3AHHO20 KOHOEHCUPOBAHHO2O GeUleCmed, MOIWUHA KOMOPO2O CPABHUBAEMCS C
paccmosHuem Oelicmeuss NOBEPXHOCMHbIX CUL, Npeocmasnaem coOou mepMoOUHAMUYECKU CMAOUTbHYI0 U
MemacmaduIbHyI0 4acme 2emepo2eHHOU cucmemsl «NIeHKa — noonodickay. lanvhetiuee u3yueHue nieHOYHbIX
CMPYKMYyp Npueeo K CO30aHUI0 U UCCTe008AHUI0 MHOLOCIOUHBIX MASHUMHbBIX cucmeM. B maxux cmpyxmypax
603MOJICHO NPUCYMCMBUE KAK CA0EG PA3TUYHBIX (eppOMACHUMHBIX MAMEPUanos, max u HegeppomacHumHsix
NpOCiOeK, a CBOUCMBA MHOSOCNIOUHBIX CUCHEM MOZYM 3HAYUMENIbHO OMJAUYAMbCA OM CEOUCME 100020 U3
KOMROHEHmMOo8 cucmembvl. [ npaKkmuKky 5mu Mamepuaibl maxice UMerom MHOJICEeCMBE0 NPUMEeHeHUll, 6 mom
yuce, paouocsssb U 2e01020pazeedkd. B nawem sxcnepumenme memooom MoAEKYAAPHO-IYHe80l INUMAKCUU NPU
coemecmnom ocadcoenuu Fe u Si cunmesuposanvl eppomacnummusie monxue niewxu cumuyuoa FesSi. Ha
noonoocke SiOx/Si(111) Oviria noayuena noaukpucmaniuyeckas niewka cuauyuoa, a Ha Si(111)7x7 —
Monokpucmaniudeckas. Cmpykmypa Ovina uUccie008anHa ¢ NOMOWbIO OUPDPAKYUU OMPANCEHHBIX ObICIPBIX
INeKMPOHO8 HEeNoCpeoCmEeHHo 8 npoyecce pocmda. Memodom @eppomacnummnozo pezonanca Oblia u3yyeHa
MASHUMHASL  AHU3OMPONUSL  NOTYYEHHbIX 00pa3yos. Ycmanoeneno, 4mMo NOAUKPUCTIANIUYECKAs NIeHKd
xapakmepuzyemcsi 0OHOOCHOU MASHUMHOU anuzomponuetl, komopas cocmasisem 13.42 D u ¢gopmupyemcs 6

“ ABTOp cTaThH BEIpaXkaeT 6narogapHocTh bensery bopucy Adanacsesmay (M® CO PAH) 3a mpoBeeHHbIE H3MEPEHUS
Ha CKaHUPYIOLIEM CHEKTpoMeTpe (heppOMarHUTHOTO PE30HAHCA.

The author expresses his gratitude to Boris Afanasyevich Belyaev (Kirensky Institute of Physics SB RAS) for the
measurements performed on a scanning ferromagnetic resonance spectrometer.

398


mailto:yia@iph.krasn.ru

Pazoen 3. Texnonoeuueckue npoyeccel u mamepuansl

crnedcmeue «Koco2o» HanvileHus. A MAacHUMHAS aAHU3OMPONUs Ol MOHOKPUCMANIUYecKoU nieHku FesSi
gopmupyemces 6 6orvuseli cmeneHy BHYMPEHHUMU MASHUMOKPUCTIATIUYECKUMU CULAMU.

Knouesvie cnosa: machumuas anuzomponus, @eppomacnumuvle nienku, FesSi, monexynapHo-nyuesas
SNUMAKCUSL.

The magnetic anisotropy comparison of polycrystalline and single-crystal FesSi
films

I. A. Yakovlev

Kirensky Institute of Physics, Federal Research Center KSC SB RAS
50/38, Akademgorodok, Krasnoyarsk, 660036, Russian Federation
E-mail: yia@iph.krasn.ru

High-tech devices improvement requires development of technology and search for new materials from
science. Currently, the development of the magnetism research field has reached a very broad knowledge, making
it possible to create and study a variety of artificial ferromagnetic materials, which are already actively used in
science and technology. The latest scientific knowledge shows that the same material in different states can
exhibit different electrical and magnetic properties. Thus, thin magnetic films are actively used in modern devices.
Physical processes in thin films proceed differently than in bulk materials. As a result, the film elements have
characteristics that differ from those of bulk samples and make it possible to observe effects that are not
characteristic of bulk samples. A film is a thin layer of a bound condensed substance, the thickness of which is
compared with the distance of surface forces action; it is a thermodynamically stable or metastable part of a
heterogeneous film-substrate system. Further researsh of film structures led to the creation and study of
multilayer magnetic systems. In such structures, the presence of both various ferromagnetic materials layers and
non-ferromagnetic interlayers is possible, and the multilayer systems properties can differ significantly from the
properties of any system components. These materials also have many practical applications, including radio
communications and geological exploration. In our experiment, ferromagnetic thin films of FesSi silicide were
synthesized by molecular beam epitaxy with co-deposition of Fe and Si. A polycrystalline silicide film was
obtained on a SiO,/Si(111) substrate, and a single-crystal film — on Si(111)7x7. The structure was investigated
using the diffraction of reflected fast electrons directly during the growth process. The magnetic anisotropy of the
obtained samples was studied applying the method of ferromagnetic resonance. It was found that the
polycrystalline film is characterized by uniaxial magnetic anisotropy, which is 13.42 Oe and is formed as a result
of “oblique” deposition, whereas the magnetic anisotropy for a single-crystal FesSi film is formed to a greater
extent by internal magnetocrystalline forces.

Keywords: magnetic anisotropy, ferromagnetic films, FesSi, molecular beam epitaxy.

Introduction

One of the key issues for realizing spintronic applications is the production of high-quality epitaxial
ferromagnets with high spin polarization on semiconductor substrates. Hybrid structures consisting of
alternating metallic and semiconducting layers are of great interest for modern spintronic devices. Important
aspects of the layered material system applicability are stable magnetism in close proximity to interfaces and
a suitable states density at the Fermi level, which, however, are highly dependent on the interface structure.
Spin polarization indicates its quality for transport devices.
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Iron-based systems are also of interest in the scientific community. Spin injection of more than 30% was
measured for Fe / GaAs (001) [1], as well as 10 % for FesSi / GaAs (001) [2; 3]. Since the atomically clean
GaAs (110) surface is not reconstructed [4], epitaxial growth is possible for both Fe and quasi-Geusler FesSi,
for which the lattice mismatch amounts to only 0.1 % [5].

Silicide FesSi is a ferromagnetic material that can be a promising candidate for the injection of spin-
polarized electrons from a ferromagnet into a semiconductor [2]. For FesSi / GaAs heterostructures, the
structural, transport, and magnetic properties have been studied [6-9]. For epitaxial FesSi films grown on
GaAs (001) by MBE, the magnetotransport properties were studied mainly by applying a current along the
hard magnetization axis, i.e, along the [110] crystallographic axis, which is the direction of easy cleavage for
GaAs (100) [10].

Numerous studies show that depending on the crystal structure of the interface films in layers, the same
material has different properties, which determines their future use, as well as the development of
technologies for their synthesis and processing. The anisotropic magnetoresistance for FesSi showed that the
resistivity in a field perpendicular to the current was greater than the resistivity in a field parallel to the
current. It is known that in single crystals the direction of the current and magnetization relative to the crystal
axes affects the behavior of the magnetoresistance [11].

Crystals orientation in thin magnetic films is closely related to both their physical and magnetic
properties. Textured magnetic materials often exhibit much better characteristics such as easy magnetization,
high magnetostriction and excellent squareness in the B — H magnetization loop, flux density plot, B, for
various magnetic field strengths, H [12-15]. This information makes it possible to create microelectronic
devices, including radio communications, with higher accuracy and sensitivity for practical use.

In our work, we investigated the magnetic properties, including the in-plane magnetic anisotropy, for
FesSi silicide films with polycrystalline and single-crystal structures.

Experiment

Polycrystalline and epitaxial FesSi films were obtained applying molecular beam epitaxy with the joint
deposition of iron and silicon. For the films obtained, the magnetic anisotropy was studied using the method
of ferromagnetic resonance (FMR), the contributions of unidirectional, uniaxial, cubic, and hexagonal
anisotropies to the resulting value were determined, as well as the high-frequency (microwave) magnetic
characteristics of all the films under study: the width of the ferromagnetic resonance line, the effective
saturation magnetization, and the values of ferromagnetic resonance for a given pumping frequency.

The synthesis of the samples was carried out in an "Anagara" ultrahigh-vacuum molecular-beam epitaxy
unit, with the base vacuum of 1.3 x 10® Pa. The deposition was carried out by the method of thermal
evaporation from effusion Knudsen cells from two sources simultaneously, the so-called coprecipitation, of
iron and silicon in atomic proportions

Fe: Si = 3:1. The film formation process was monitored by the method of high-energy reflected electron
diffraction (RHEED).

Crystalline structure

In the course of the experiment, a polycrystalline FesSi film with a thickness of 40 nm was obtained. It
was synthesized at room temperature on a Si (111) substrate coated with a SiO, oxide layer about 1.5 nm
thick. Fig. 1 shows a RHEED pattern for this structure.
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A

Puc. 1. Kapruna JIOBD or menku FesSi xa SiOf Si(111)

Fig. 1. RHEED pattern on FesSi/SiO,/ Si(111)

The obtained diffraction pattern contains reflections in the form of concentric Debye rings, as well as
sectors of the rings. This geometry of the diffraction pattern corresponds to a polycrystalline structure with a
certain texture.

Fig. 2 shows the diffraction pattern of reflected fast electrons from FesSi films 40 nm thick, obtained on a
7 x 7 Si (111) substrate at room temperature.

Puc. 2. Kaptuna IOBD ot mienku FesSi/Si(111)7x7

Fig. 2. RHEED pattern on Fe;Si/Si(111)7x7

This diffraction pattern contains reflections in the form of points elongated in the vertical direction. This
geometry of the pattern corresponds to a single-crystal structure of a film with an island surface morphology.
The analysis of the diffraction data also shows that FesSi films on Si (111) 7 x 7 are formed epitaxially.

Study of magnetic anisotropy

For both films, the magnetic anisotropy was investigated by the method of ferromagnetic resonance. Fig.
3 shows the angular dependences of the ferromagnetic resonance field, obtained on a scanning ferromagnetic
resonance spectrometer at the pump frequency 3.329 GHz [16].
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Puc. 3. YrioBsle 3aBUCHMOCTH 1T0JIs HepPPOMArHUTHOTO PE30HAHCA IS TIONUKPUCTAIINYECKO#H ieHKu FesSi (a);
MOHOKPHCTAJUTHYECKOH ITeHKH FesSi (6) (Kpyr — 3KCriepuMeHTaIbHbIE JaHHbIE, JINHUS — PacueTHas KpHBast)

Fig. 3. The angular dependences of the ferromagnetic resonance field for polycrystalline FesSi film (a);
a single-crystal FesSi film (b) (circle — experimental data, line — calculated curve)

According to this dependence, based on the phenomenological model, the following characteristics for the
obtained film were calculated applying the iterative technique [17] (Table 1): effective saturation
magnetization Ms, unidirectional anisotropy field Hyi, uniaxial anisotropy field Hy,, and cubic anisotropy
field Hya. Based on the ferromagnetic resonance data the FMR line width in the direction of the easy
magnetization axis AHema Was also determined (Table 1).

Table 1
Magnetic characteristics of films Fe;Si

FesSi/SiO./Si(111) FesSi/Si(111)7x7
Polycrystalline Single-crystal
Ms, Hs 1235,5 1227,2
Hii, Oe 0,48 0,17
Hiz, Oe 13,42 73,16
Hy4, Oe 0,23 310,58
AHOHH, Oe 33,5 7,7

Based on the data analysis, it was found that the polycrystalline film is to a greater extent characterized
only by uniaxial anisotropy, which is approximately 28 times higher than other components. The formation
of predominantly uniaxial anisotropy is most likely caused by the deposition of the material at the angle to
the substrate surface, the so-called "oblique" deposition [18].

For a single-crystal FesSi film on Si (111) 7 x 7, the same magnetic characteristics as for polycrystalline
samples were determined (Table 1), but according to the method [19] adapted for single-crystal structures.

From the data obtained (Table 1), it can be seen that the single-crystal film is dominated by the cubic
magnetic anisotropy Hua, which is more than four times greater than the uniaxial component Hy.. This fact
shows and justifies our film to posess a single-crystal structure. In turn, the uniaxial anisotropy for a single-
crystal FesSi is more than 5 times stronger than for a polycrystalline sample. To determine the exact nature
of such differences, additional studies of the structural and magnetic properties of all elements of our sample
are required. However, most likely, this is caused by the several factors: misorientation of the substrate
surface, "oblique™ deposition, and internal forces in a single crystal.
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Conclusion

Poly- and single-crystal FesSi silicide films on Si (111) substrates were obtained by molecular beam
epitaxy. The magnetic anisotropy was studied applying the method of ferromagnetic resonance. It was found
that the polycrystalline film is characterized by uniaxial magnetic anisotropy, which is 13.42 Oe and is
formed as a result of "oblique” deposition, while the magnetic anisotropy for a single-crystal FesSi film is
formed mostly by internal magnetocrystalline forces. The presented results show that by varying the crystal
structure of one material, it is possible to change its magnetic properties and, therefore, employ in various
applications, for example, in spintronic devices or sensors of weak magnetic fields.
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