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SEMI-ANALYTICAL METHOD FOR CALCULATING ELASTIC-HYDRODYNAMIC CONTACT
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A semi-analytical method for calculating elastic-hydrodynamic contact based on the partial use of Computer Aided
Design / Computer Aided Engineering (CAD / CAE) packages and solutions of the integral equation of functional
relationship between pressure and deformation have been described. The pressure in the lubricating layer is described
by solving the modernized Reynolds equation taking into account the factors such as elastic deformation of surfaces in
the contact zone, cavitation effect in the low-pressure region, and variable viscosity of the Ilubricant layer, which
depends on thermodynamic parameters. Based on the stationary solution, a tensor damping coefficient has been
obtained, with the help of which calculations of transient non-stationary modes that occur in cases of a sharp change in
the external load have been further performed. A comparison of the results of modeling a plain bearing obtained by
using the proposed semi-analytical method has been made and the full calculation performed using CAD / CAE
programs such as ANSYS and COMSOL Multiphysics. The comparison showed good convergence of all numerical
methods. At the same time, the “hybrid” method showed a number of advantages over direct calculations in CAD /
CAE packages, such as: faster calculation speed, low requirements for computing resources and accounting for the
cavitation effect. The described semi-analytical method allows to create digital twins of bearing units, centrifugal
pumps and hydraulic supports used in satellite cooling systems and in rotary mechanisms of ground-based satellite
dishes.

Keyword: hybrid modeling, digital twins, elastic-hydrodynamic contact.
MOJYAHAJIMTUYECKU METO/] PACYETA YIIPYTO-TUJIPOJUHAMUAYECKOI'O KOHTAKTA
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Onucan noayaHarumu4ecKui Memoo paciema ynpy20-2uopoOUuHAMU4ecKo20 KOHMaKma, OCHOBAKHBIL HA YaACMUY-
Hom ucnoavzoeanuu Computer Aided Design / Computer Aided Engineering (CAD/CAE) naxemog u pewienus unme-
2PANbHO20 YPABHEHUs. (DYHKYUOHALLHOU C83U MedcOy OasieHuem u Oeopmayueti. JlasnienHue 6 CMA304YHOM ClOe
ONUCHIBACMCSL peuleHueM MOOEPHUUPOBAHHO20 YpaeHenust Peiinonvoca ¢ yuemom maxux ¢haxmopos, kax ynpyeas
Odegpopmayus nosepxHocmeil 8 30He KOHMaxkma, s¢pgexm rasumayuu 8 00AACMU HU3KO20 O0A6NeHUs, NepeMeHHAs
B53KOCHb CMA30YHO20 CJLOSL, 3AGUCSUAL OM MEPMOOUHAMUYECKUX napamempos. Ha ocnose cmayuonapnozo pewienus
NOYyYeH MeH30pHbLIL KOI(DPuyuenm 0eMnuposanius, ¢ NOMOUWbIO KOMOPo2o Odaiee 8blNOIHIIOMCSL PACHembl Nepexoo0-
HbIX HECTAYUOHAPHBIX PENCUMOB, BO3HUKAIOUUX 8 CIYYASIX Pe3K020 UsMeHeHus eHewnell Hazpysku. IIposedero cpasnenue
Pe3yIbmamos MoOeIUPoOSaHuss NOOUUNHUKA CKOIbICEHUS], NOTYUEHHbIX C NOMOWBIO NPEONONCEHHO20 NOYAHAIUMUYe-
CKO20 Memooa u noaIHo20 pacyemad, ¢binoanennozo ¢ nomouppio CAD/CAE npozpamm, maxux kax ANSYS u COMSOL
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Multiphysics. CpasHerue nokazano Xopouiyro cxo0umMoCb 6cex YUCIeHHbIX Memo008. [Ipu smom «2ubpuoHslily mMemoo
NOKa3an pso npeumywecmes no cpagnenuio ¢ npamvimu paciemamu 6 CAD/CAE naxemax, maxux kax 6onee ovicmpas
CKOpOCMb paciema, HegbiCOKUe MpebOSaHusi K BbIYUCTUMENbHBIM DPECYPCAM U YYem KAasUmayuoHHo20 3¢pgexma.
Onucanuviil ROIYAHATUMUYECKUL MENOO NO360JI51em CO30a8amb YUPPoeble OBOUHUKY NOOUUNHUKOBLIX V3108, YEHMPO-
OEICHBIX HACOCO8 U 2UOPOONOP, UCHONLIVIOWUXCSL 8 CHYMHUKOBBIX CUCIEMAX OXIANCOCHUsL U NOBOPOMHBIX MEXAHUZMAX

HA3EMHBIX CNYMHUKOBBIX AHMEHH.

Kniouegvie cnosa: eubpuonoe modenuposanue, yughpogvie OBOUHUKU, YIPY20-2UOPOOUHAMUYECKUTI KOHMAKI.

Introduction. In today's world, practically any engi-
neer designing a moving mechanical system faces contact
tasks in friction units. Modern trends in the design of air-
craft friction units set severe constraints: maximum
weight reduction with full durability retention. One of the
most difficult things is contact problems of elastic-
hydrodynamic interaction between two bodies, as it re-
quires simultaneous consideration of many factors, such
as elastic surfaces deformation, pressure and temperature
dependent viscosity of the liquid layer and lubricant
foaming in low pressure zones. The most challenging
problem is deformation of the elastic surface, as under
high loads it significantly affects the value of the geomet-
ric clearance in the liquid layer. There is a number of ap-
proximate analytical solutions to such problems [1-6],
obtained within the framework of simplifying assump-
tions, which do not allow to solve the contact problem
with high accuracy. Various multidisciplinary CAD/CAE
software applications are now widely available (CAD —
Computer Aided Design, CAE — Computer Aided Engi-
neering) Complexes (ANSYS, SolidWorks, COMSOL
Multiphysics, etc.). However, the use of such complexes
for calculating non-stationary elastic-hydrodynamic tasks
faces considerable difficulties due to the presence of very
thin layers, huge pressure drops and rigidity of non-
stationary tasks, which require very short steps in time
and space. All these lead to sufficient computational and

A
A 4

R |
R: |
R,

time costs. In this case, it makes sense to combine ana-
lytical methods with limited numerical modeling to solve
specific engineering problems. Such an approach of “hy-
brid” modeling allows to build a complete digital dynamic
model of a projected or real unit, and to study its operabil-
ity when various external factors change. This is particu-
larly true for hard to access or completely unserviceable
units, such as centrifugal pumps used for spacecraft cool-
ing systems [7]. As an example, we will use the plain
bearing schematically shown in fig. 1.

Here, o is the angular speed of shaft rotation, ¢ is the
azimuthal angle counted clockwise from the maximum
clearance point, 1 and R, are eccentricity and radius of the
cylindrical shaft, R is the inner radius of the liner, R,
and Rj are the inner and outer radii of the cylindrical case, L
is the bearing length. In calculations we use zero bound-
ary conditions for deformations at the specified external
boundary of the bearing case. A thin layer of liquid lubri-
cant, called a lubricating layer, is disposed between the
shaft and the liner. We also set zero boundary conditions
for pressure at the bearing ends.

Separation of elastic and hydrodynamic tasks. One
promising way of simplifying a general elastic-
hydrodynamic problem is to divide it into sequentially
solved simpler tasks: a hydrodynamic task related to pres-
sure determination in liquid layer, and a contact task
based on the determination of elastic deformation.

Fig. 1. Geometric diagram of a plain bearing:
1 — shaft; 2 — bronze liner; 3 — case

Puc. 1. 'eomerpuueckas cxema HOALIMITHUKA CKOJIBKEHHUSL:
1 — Bai; 2 — GpPOH30BBIN BKJIAJBINI; 3 — KOPITYC
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The relationship between elastic strain and pressure
can generally be represented as follows:
8(x)= [ P(x)K (x—x")dQ, (1)
Q
where 6 and P are surface deflection and corresponding
pressure, Q is a contact pad. Function K(x —x'), which is a
kernel of linear functional will be called flexibility func-
tion.

Flexibility function of K(x —x') is a key element in the
method of elastic and hydrodynamic task solutions. It is
important to note that this function can be defined inde-
pendently of the hydrodynamic problem solution. Thus,
by setting some pressure distribution at the boundary of
the bodies, it is possible to define appropriate deflection
function § as a result of the solution to the elastic problem
for contact bodies.

Further, under the known functions & and P, equation
(1) can be considered as an integral equation with refer-
ence to function K (x — x") which can be solved by de-
composition on some orthogonal basis:

K(x—x'):é[Mk(Dk(x—x')+Nk‘I’k(x—x')J, )

where M, and N, are orthogonal decomposition coeffi-
cients. In most cases, Q2 zone can be considered rectangu-
lar and select trigonometric functions as basic functions
for which the following equations are true:

D (x=x") =@ (x) ¥, (x) = ¥y () Dy (x),

Wi (x=x) = ¥ (0) ¥ (x) + D (x) Dy (). ®

Adding (3) to (1), the following quotation system is
obtained

||ch||2[Mk(P~ch)+Nk(P ¥, )]=(8-®,), @
||\I’k||2[Mk(P~‘I’k)—Nk(P ®,)]=(5-¥,
where
[0 =¥ = (0p @)= (¥, ¥,). )

As a result of the system solution (4), the orthogonal
decomposition coefficients M; and N, are calculated,
thereby flexibility function is determined (2). It is impor-
tant to note that restoring the flexibility function is an
“incorrect task” [8] in which small-scale errors in the in-
put data cause significant deviations in the outcome re-
sults. Therefore, to smooth the flexibility function, it is
necessary to apply regularization [9].

Calculation of pressure. Pressure distribution P in
the lubricating layer is determined from Reynolds equa-

tion [10]
3
div] 2 vpl-ly
121 2

Oh

(Vh)+ P

(6)
where 4 — liquid layer thickness, V' — sum of body veloci-
ties in the contact point

7

|
|

+

(S}

10

At the same time thickness of the liquid layer 4 con-
siders both the geometrical clearance between the contact-
ing A, bodies and the deformation of elastic & of the sur-
face caused by excessive pressure in the layer

2n
h=1+mncos(¢)+ JP (¢ )K(9p—9")do, P>0; e
0

VVh=0, P<0,

Where K (¢ — ¢) is a flexibility function independent
of the pressure distribution in the layer, but taking into
account the geometric and elastic properties of the con-
tacting materials [11].

It should be noted that equation (7) takes into
account the cavitation effect (foaming) under negative
pressure.

Importantly, viscosity of the lubricant layer p strongly
depends on the temperature 7 and pressure P. There is a
set of empirical models of liquid layer viscosity change
[12; 13], however the most accurate of which is
Petrusevich's formula which approximates dependence of
viscosity on temperature and pressure in an exponential
view:

M(P’T) =Ho exp(ocP—QOT) > 3

where o is piezoelectric coefficient characterizing the
change in viscosity depending on pressure, L, is dynamic
viscosity at P = 0, €, is a so-called viscosity slope
coefficient.

Thermal calculation. Calculation of heat generating
power Q for the plain bearing operating in hydrodynamic

mode is defined by
o | (2PY 1 (arY ],
12u|\ oy o9
Let’s write down the thermal conductivity equation in
cylindrical coordinates:

1o orT
——|r— |+
ror\ or
Solution to equation (10) can be represented as Fou-
rier decomposition:

€

M2
Zp2,
R’

P ®

1T

+=0.

10
oo (10)

T=a,+ Z[ak cos(ko)+b, sin(k(p)] +1,. (11)
k=1

At the inner boundary under » = R; we have a bound-
ary condition for heat flow from the lubricating layer:

or
Q - XE H
where Q is the heat generating power in the lubricating
layer, defined by formula (9). The heat emission power
function is also Fourier decomposed by harmonics:

(12)

0=0,+ i[@k cos(kp)+ O, sin(k(p)] )
k=l

(13)

1 27
0, =—[ O(9)costko)do,
0



HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

0, =

27
[ osin(ko)do. (k=1.2.3..)
0

1 2n
9, —gi 0(p)dg.

At the outer boundary we set the ambient tempera-
ture 7y:

T(Ry)=T,. (14)

Applying Fourier decomposition to formula (12), we
obtain the equations

Oa, 0b, *
—-—==0,, —-x—=0,. 15
X or k x or k (15)
Here, the factors a, b satisfy the differential equa-
tions:
10( da,) k*
—_— —_— | = = 0 9
r or (r or j 2 %
2
li ,ﬂ% - k_ b, =0,
ror or P2
li(r%j:o , (16)
ror or

While solving equations (16), we define coefficients
ak and bk:

~ * ~
a; =0y 45, by ;=0 4,

(17

k k
- Ry 1 ﬁ B &
k k R k-1 R, K+ R, R >
_ + -
Ry R,
a, —&ln&.
xR

Non-stationary loading. In case of sharp changes of
external load F, disturbances in center-of-mass velocity
occur, causing non-stationary shifts of liquid layer thick-
ness and pressure distribution in contact zone, which
leads to the change in the force reaction of the liquid layer
against the external load associated with the pressure
by the equation

W:jpﬁdx' . (18)

Under minor center-of-mass velocity disturbances,

equation (18) can be represented as decomposition

W=W,(%)-LX, . (19)

Here, the left part of the equation takes into account
stationary bearing capacity of W,, while the right part —
velocity disturbance in the center-of-mass, the tensor co-
efficient A is a layer damping coefficients matrix. These
coefficients determine pressure relaxation in the lubricat-
ing layer during non-stationary transient processes. The
found functions of stationary carrying capacity and damp-
ing coefficients allow to write equation of body dynamics
in the following form:

Mx, + A%, W, (%, )=-F . (20)
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The above method allows to find a self-consistent
non-stationary solution to the problem of elastic-
hydrodynamic interaction of bodies with any geometric
parameters, with respect to their deformation. Based on
this method a program has been written (in more detail
[14]), which allows to efficiently calculate the self-
consistent pressure distribution in the lubricating layer of
the plain bearing. However, by changing clearance equa-
tion in the lubricating layer for another type of contact,
the program becomes universal.

Comparison of proposed calculation method with
CAD/CAE programs. Calculation of plain bearing lubri-
cating layer (fig. 1) applying the above method is com-
pared with the same calculation using ANSYS software
complex based on finite element method. The calculation
flowchart for both methods is shown in fig. 2.

Let's consider fig. 2 in more detail. In the first step of
the “hybrid” method, we model the elastic deflection of
the plain bearing in the ANSYS program (any other cal-
culation program can be used, this is not fundamental)
and set the load as an arbitrary distribution of pressure
along the surface. As a result of calculation, elastic
deflection of the liner is determined, which finishes the
complex CAD/CAE programs use.

Further, knowing the pressure distribution in the lubri-
cating layer and the corresponding elastic deformations,
we restore the flexibility function according to the method
described above. Then we shift to iterative calculation of
lubricating layer [14], which takes into account variable
viscosity of lubricant, cavitation effect, temperature
change inside the layer and deformation of elastic surface.
It is important to note that this algorithm is easily imple-
mented in almost any software environment and makes
calculations quickly and accurately for any load or eccen-
tricity values.

When performing a full calculation in an ANSYS
package, it is initially necessary to simulate the lubricat-
ing layer in ANSYS Fluid Flow, which at first glance
should not cause any problems. However, at values of
relative eccentricity of bearing more than 0.8 there are
difficulties in modeling as the value of lubricating layer
thickness becomes less than permissible (10”7 m). With
these values, most CAD/CAE programs issue a simula-
tion error and build a surface rather than a solid. In addi-
tion, CAD/CAE packages cannot take the cavitation effect
into account, which affects the maximum pressure. Con-
sidering these limitations, we model a lubricating layer
and determine the pressure generated by it, as well as cal-
culate the heat generating power and temperature in the
lubricating layer.

Next step is to simulate the bearing case, performing
the same actions as in modeling deformation of the elastic
layer in the “hybrid” method. The only difference is that
the pressure distribution across the elastic layer is im-
ported from the previously calculated lubricating layer. In
order to shift to a non-stationary calculation, it is neces-
sary to perform calculations for at least three different
lubricating layers, that is, for three different values
of relative eccentricity. The results are imported into
ANSYS Twin Builder. Based on the previously obtained
data, this package builds a lower-order plain bearing
model by numerical approximation of the results, which
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allows to determine in real time how the liner deflection
and pressure change in the lubricating layer at a smooth
change of load.

Let’s compare the results of the solutions (fig. 3) ob-
tained by “hybrid” modeling and modeling in ANSYS
and SOMSOL Multiphysics packages [15]. Calculation
was carried out for the following parameters: L = 0.125 m,
R; =025 m, p = 0.19 Parc, relative eccentricity n[J] = 0.5n,
shaft rotation speed of 1000 rpm.

From fig. 3, calculations performed in ANSYS (curve
4) and COMSOL Multiphysics (curve 3) show the same
results (difference not exceeding 1 %). Both calculations
do not take into account the cavitation effect, which leads
to a 15 % reduction in the maximum pressure compared
to the “hybrid” method of calculation, taking into account
the cavitation effect and excluding occurrence of negative
pressure regions (curve 1). The results of the calculation
using the “hybrid” method without cavitation are well

A

consistent with the calculations in CAD/CAE packages
where the difference of maximum pressures in the layer
does not exceed 6 %.

Comparative analysis of the above described results
suggests that the semi-analytical “hybrid” calculation
method shows good calculation accuracy provided its cost
effectiveness. Herein, it has a number of advantages over
numerical calculations in CAD/CAE programs. The first
and rather significant advantage is the “cost of calcula-
tion” CAD/CAE packages that allow a number of calcula-
tions described above and have the required functionality
have a very high cost, while any package that can perform
static calculations (for example, ANSYS Student pack-
age) will be suitable for “hybrid” modeling. The second
advantage of “hybrid” modeling is low computing re-
source requirements, while calculations in CAD/CAE
packages require powerful computers that are also expen-
sive.

B
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Lubricant modeling layers
in ANSYS Fluid Flow
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Fig. 2. Flowchart of methods for plain bearing calculation:
A — proposed “hybrid method”; B — calculation method using ANSY'S

Puc. 2. biok-cxemMa METO10B pacdeTa HOAIMINITHIKA CKOBXEHHS:
A — npeutaraeMslii «rHOpHIHEIN MeTO»; 5 — MeToauka pacyera B ANSYS
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Fig. 3. Pressure in the lubricating layer of the plain bearing:

1 — semi-analytical solution that takes into account the cavitation effect; 2 — semi-analytical solution without
taking into account the cavitation effect; 3 — modeling in COMSOL Multiphysics; 4 — modeling in ANSYS

Puc. 3. Z[aB.]'IeHI/Ie B CMAa30YHOM CJIO€ IOAIIHUITHUKA CKOJIBXKCHUA:

1- TMOJIyaHAJIUTUICCKOC PCUICHUEC, YUHUTHIBAIOIICC KaBUTAIMOHHBIN 3(1)(1)61(1'; 2— NOJIyaHaJIMTUYECKOC

pemrenne 6e3 ydera KaBUTaIMOHHOTO 3¢ dexra; 3 — MoxenupoBanne B COMSOL Multiphysics;
4 — monenuposanue B ANSYS

The calculated and most important advantage of the
“hybrid” simulation is the possibility of non-stationary
calculation of the heavily loaded operation of the plain
bearing or other type of contact interaction (the calcula-
tion technique will differ only by the clearance equation
for a particular type of contact).

First, in a “hybrid” simulation, it is possible to set any
size of the minimum clearance without restrictions for
super-heavy loads. At the same time, modeling in
CAD/CAE packages has a limit for minimum clearance
values.

Second, “hybrid” modeling allows to take into account
additional important physical factors that greatly compli-
cate calculation: cavitation effect, which significantly
affects pressure peak, variable viscosity of the lubricating
layer, dependence on thermodynamic parameters, as well
as sharp increase of pressure peak in the layer at sharp
load jump. In CAD/CAE packages, this jump is not taken
into account and the pressure rise occurs smoothly from
the initial value to a new one with reference to the
changed load.

Conclusion. The proposed method of “hybrid” simu-
lation allows to calculate non-stationary elastic-
hydrodynamic contact with minimal cost analysis, design
and calculation resources taking into account such factors
as elastic surface deformation, variable viscosity of lubri-
cating layer and cavitation effect. This calculation method
can be used in various engineering or technological de-
partments to pre-evaluate a design unit, to optimize the
existing one, as well as to create a digital twin of the fric-
tion unit in operation and to determine conditions of its
normal performance in particular circumstances.
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DEVELOPMENT OF METHOD FOR INCREASING SENSITIVITY IN WIRELESS OPTICAL DATA
TRANSMISSION CHANNELS IN VISIBLE WAVELENGTH RANGE

A.P.Lvova

North-Caucasus Federal University
2, Kulakova Av., Stavropol, 355029, Russian Federation
E-mail: lvova.ap@gmail.com

The original method for encoding binary data streams based on QPSK quadrature phase shift keying in a wireless
optical communication channel in the visible range is suggested. The algorithm for analyzing signals in the receiving
tract is presented. It allows to analyze the presence of two or three pulses of different colors at the input, which will
signal the presence of interference or the occurrence of "illumination". In addition, the algorithm provides a possibility
of dynamic compensation of external "illumination" by changing the gain of the photodetectors and adjusting the
brightness of emitting LEDs. The functional scheme of the device for realization of the offered coding method in the
wireless channel on the basis of optical radiation has been developed. Given that most photodiodes are sufficiently
wide-band in the visible range of light waves, to increase sensitivity of each color channel and selectivity of the receiv-
ing tract it is necessary to apply optical filters for each color channel. The most effective are interference filters made of
optically transparent materials with different physical characteristics. The approach for calculating optical filters has
been presented.

Keywords: wireless data transmission, optical data transmission channel in the visible wavelength range, encoding
based on quadrature phase shift keying, color channel, Li-F1i.

PA3PABOTKA CIIOCOBA NOBBIINEHUA YYBCTBUTEJIBHOCTH B BECITPOBOJHBIX
OIITHNYECKUX KAHAJIAX IEPEJAYN JAHHBIX B BUIUMOM JUAIIA3OHE CBETOBBIX BOJIH

A.TI. JIrBOBa

Cesepo-KaBka3sckwuii eiepalibHblii yHUBEPCUTET
Poccuiickas @enepanus, 355029, r. CraBpomnons, npocn. Kynakosa, 2
E-mail: lvova.ap@gmail.com

Ipeonooicen cnocob KoOUposauus 0B0UYHO20 NOMOKA OAHHBIX HA OCHOGE KBAOPAMYPHOU (PA3080U MAHUNYAAYUU
OPSK, obnadarowuil 8b1cOKOl CKOPOCMbIO U KOHMPOJIEM HAIUYUs OwudOK 6 Kanaue nepedauu daunwix. Ilpedcmasnen
AnROPUMM AHATUZA CUSHATIO8 8 NPUCMHOM MpaKme, NO360NOWUT AHATUSUPOBATNL NPUCYMCMBUE 08YX U MpPeX UM-
NYAbCO8 PAZHBIX YBEMOS HA 6X00e, YMO CUSHATUIUPYEem O HALUYUU NOMEeXU UIU 603HUKHOGeHUU «3aceemKkuy. Kpome
mo2o, anzopumm 00ecneyusaent 603MONCHOCHL OUHAMUYECKOU KOMNEHCAYUY GHEUUHEN «3AC6eMKIUY NYymeM U3MEHEeHUs
K03 uyuenma ycuneHusi pOMONPUEMHUKO8 U Pe2yIuUpoSKU APKOCMU UBIYYAOWUX c8emoouodos. Paspabomana
DyHKYUOHATBHASL cXemMa YCmPOUCmEa 075l peanu3ayuu npeoiazaemozo cnocoda Koouposanus 8 Oecnpo8oOHOM KaHaie
HA OCHOBe ONMUYECKO20 UBYHeHUs.. Yuumuleast, Ymo 60IbWUHCMEO (POmMoOU0008 A6IAIOMCsL O0CHAMOYHO WUPOKONO-
JIOCHBIMU 8 GUOUMOM OUANA30HE CBEMOBbIX B0IH, 05l NOGLIULEHUS YYECMEUMENIbHOCU KANCO020 UBEMOB020 KAHALA
U CeneKMuBHOCMU NPUEMHO20 MPAKMA, NPEOTONCEHO UCHONb308AMb ONMUYecKue Guibmpol 0isl Kaico020 YEemoso2o
kauana. Haubonee spgpexmusnvimu aeisiomes unmeppepeHyuontvie Guibmpel U3 ONMUYECKU NPO3PAYHbIX Mamepua-
JI08 € pasnuYHbIMU pusuieckumu xapakmepucmuxamu. Ilpedcmagnen nooxoo 0ist pacyema Onmu4eckux Quibmpos.

Kniouesvie cnosa: becnposoonas nepedaua OauHbIX, ONMUYECKUN KAHAL nepedail OAHHbIX 8 GUOUMOM OUANA30He
OIUH B0IH, KOOUPOBAHUE HA OCHOBE KEAOPAMYPHBIX (DA306bIX MAHURYIAYULL, Yeemosou kanan, Li-Fi.

Introduction. In order to organize safe data transmis- It is known [1] that the human eye is unable to detect
sion, it is proposed to build a wireless optical channel pulsations of light flux at a frequency above 100 Hz.
based on three-component (RGB) LEDs for room lighting  Thus, the use of pulse modulation at frequencies from
and information transmission. 100 kHz to 10 MHz will allow data transmission and
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room lighting without harm to health. Additionally,
transmission of information over the wireless optical
channel allows to precisely determine the perimeter
of the protected area to ensure confidentiality of data
transmitted [2].

A phase keying-based encoding method. In order to
perform secure data transmission over a wireless optical
communication channel, a method of encoding informa-
tion based on quadrature phase keying has been devel-
oped. The encoding process is shown in fig. 1. A serial
stream of input data bits /() is converted into a series of

N bit blocks by,by_;,...,b;,b,, each encoded by an RGB

pulse burst. The pulse burst is represented as a set of
pulses on each of the color channels during the reference
signal period. Coding occurs on the basis of quadrature
phase manipulations to four possible conditions of a phase
in reference to basic signal (45°, 135°, 225°, 315°) [3].
Thus, the number of color channels CC =3, the number
of possible phase states FC =4, the total number of
unique combinations according to the rules of combina-
torics [4] M =CC*C =3* =81 state.

As a further limitation, it is determined that in one pe-
riod of reference signal each color channel generates not
more than one pulse, and also that in single period there
cannot be two or more pulses with the same phase. Thus,
the number of unique phase states is defined as

cCc-1

M= I (FC-j)=4-3-2=24. (1)
o

When encoding binary signals, the number of bits
transmitted over the reference signal period is given by
cc-1

M, = a’iv{log2 HO (FC—- j)} =4. 2)
J=

According to (2), in the case of a binary input data

flow I(¢), the number of bits in each transmission

unit is 4.

The remaining 8 states can be used to transmit over-
head messages such as start and end of transmission, er-
ror, and data flow control.

Fig. 2 shows the coding diagram of one of the possible
states for each of the channels. The dashed line diagram
shows the possibility of pulse width modulation (PWM)
of luminous flux intensity, which allows to adjust lumi-
nance of lighting devices to create comfortable operating
conditions or to make adaptive adjustment of luminous
flux level from the light source taking into account the
change of illumination in the room. Similar technology is
offered in [5].

Radiation power control when using LED lighting
sources as transmitters has its limitations related to crea-
tion of required illumination or compensation of external
illumination [6; 7]. Automatic adjustment of the photo-
detectors sensitivity takes precedence over the power of
light sources adjustment, as it allows to adjust it inde-
pendently to the value of total illumination, and compen-
sate for the constant component from additional light
sources.

fbr bD:IIUII \
fC'?‘E)1="[}" f3:f1—90
fi=og(ep)=90-py for by ="1"
bsby =" 00 fi=fi+90 .
o =45° for by ="0" 1
Jor by ="1" fi=£-180
fr=0c(@)=180—gy Jor bp="1"
f3=5-90
ﬁr bD:IIOII <
f=£+90
A
for szlllll
byb, =" 01" o= fi90 i
2
@ =135° o by =" 0" 2
f3=/f2+180
f
for szlllll
f3=5-9%0 J
baby = 10" 7 ;
g =225° 7 i
baby =" 11" 7 .
@ =315° - 5

Fig. 1. The table of phase states of information encoding based
on phase manipulations in a channel with spectral division

Puc. 1. Tabmuma ¢$pa3oBbIX COCTOSHUI KOAUPOBAHUS HHPOPMAIIH
Ha OCHOBE (ha30BBIX MAaHHITYJIIHI B KaHAJIE CO CIIEKTPATIbHBIM pa3/ieIeHIeM
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Channel "R"

Posaible states, deg:
43, 135,225,313

Channel "G"

Pozsible states, deg:
43,135,225, 313

Channel "B"
Possible states, deg:
43,135,225, 313

Clocking
impulses

:

Referential
‘ signal

Fig. 2. The diagram of information encoding based on phase manipulations
in a channel with spectral division

Puc. 2. lnarpamma koaupoBaHust HHGOPMAIUK Ha OCHOBE (ha30BbIX MAHUIYJIALMI
B KaHaJIE CO CIIEKTPAIbHBIM Pa3JieIeHIEM

Monitoring data link errors. The encoding method
assumes that in one reference signal period, each color
channel will generate one pulse of equal duration and all
three color components will have different phases. Simul-
taneous presence of two or three pulses of different colors
at the input will signal the presence of interference or
occurrence of “illumination” — change of intensity of ad-
ditional natural or artificial lighting [8]. Here, it is neces-

sary to distinguish short-term pulses 1~10%+10° ¢

(1t~ 108107 ¢) in three color channels, which are rec-
ognized as an error in the active phase of data transmis-
sion, or are used for synchronization of receiver and
transmitter between data packages, and slowly variable
signal (1~ 107 =10 c) at the receiver input, which is a
characteristic of illumination with natural or artificial
light [9; 10]. When generating sync pulses, simultaneous
pulses are proposed on all color channels for phase state
¢ =45°. Fig. 3 shows the flow chart of signal analysis in

the receiving tract.

Such method ensures control and possibility of dy-
namic compensation of external “illumination” by chang-
ing the gain of photo-detectors and adjusting the bright-
ness of emitting LEDs.

Functional diagram of fixed and mobile transceiver
device. Fig. 4 is a functional diagram of an apparatus for
implementing a wireless channel coding method accord-
ing to the invention based on optical radiation. Input data
stream of binary sequence /(¢)is supplied to input of

digital data processing unit (DDP) [11]. The functions of
the DDP unit are to generate a sequence of rectangular
pulses for synchronization with the data source, to buffer
the input data and control the flow, as well as to convert
the sequence of bits into a sequence of four-bit units. The
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synchronization signal is input to the clock to provide
phase locked loop (PLL) [12; 13], and the output data
stream enters the input of the serial encoding device
(SED). SED operation algorithm implements the table of
phase states shown in fig. 1.

Output signals from SED are transmitted to light in-
tensity control units based on PWM, then to current keys
of LED control. Receiving side consists of photo-
detectors (photodiodes) with corresponding optical color
filters, signal from which is supplied to input of opera-
tional amplifiers (OA) with adjustable gain factor, fol-
lowed by a signal transmitted to the input of data process-
ing device. The main functions of the DP unit are to gen-
erate a rectangular sequence of pulses for synchronizing
the receiver and transmitter, as well as to analyze the state
of signals of each of the color components (determine an
error or “illumination”). Simultaneously, signals from
outputs of OA of each color channel are supplied to the
input of serial decoding device (SDD) which implements
algorithm, reverse to initial one. Output stream of binary
sequence data is generated at output of SDD.

Calculation of optical transmission filters. Given
that most photodiodes are sufficiently wideband in the
visible range of light waves, optical filters for each color
channel need to be used to increase sensitivity of each
color channel and selectivity of the receiving tract. Inter-
ference filters of optically transparent materials with dif-
ferent physical characteristics are considered to be the
most effective [14].

Sufficient transmission functions can be obtained us-
ing just two different dielectric materials, with refractive
indices n;, and n, . Supposing you want to create a filter

that passes the center wavelength A, a general scheme
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for constructing such filters is to use alternating layers of
high and low refractive index dielectric having a thickness
of 1/4 or 1/2 wavelength &,,. The quarter-wave dielectric

plate with refractive index n, should have thickness of
Lo /4n, . Since these thicknesses are very small at optical

wavelengths, ‘thin film’ is more commonly used term
instead of the term ‘plate’. Dielectric thin films half wave-
length thick A, are called filter bands. The thin film filter

structure used consists of several bands separated by sev-
eral quarter-wave films. If A and L denote quarter-wave

films (for wavelength A, ) of high and low refractive in-

dex dielectrics, respectively, then we can imagine a de-
sign of any filter using an HL sequence. Two characters H
or L in a row denote a half-wave film. For example, if the
slightly hatched dielectric has a low refractive index and
the highly hatched dielectric has a high refractive index,
the filter consisting of a number of dielectric films may be
represented by the sequence HLHLLHLH . If the sur-
rounding dielectrics are indicated by a symbol G (glass),
the complete structure can be represented by the sequence
GHLHLLHLHG .

' Initialization block h

el
L

Waiting for impulses
in the color channels

!

Impulse mmmber
and phase verification

# of impulses = 3, g = 43°,
no transmission

Execute
phase-locked loop

Presence of min

# of impulses = 1
for each phase state

1 impulse in one

color channel

Search the match table

!

Erroneous reception signal

Form a binary sequence at

!

the output Awarting the ermor
confirmation signal
Fig. 3. The algorithm of signal analysis in the receiving tract
Puc. 3. AnropuTtm aHanu3a CUTHAJIOB B IPUEMHOM TPAKTE
Cs
T A7 R NN o
—C—P— o { [~ » [~ -
vit) LA = j
SED ] s SDD
® ool (oo | [ ] A7 G NN QA olo] oW
S yit) 41\ _B"— _B"_ olo
A | y
T =T [ A2l B[ oA
.
il e Jd R an
" o Bt B
i » T
| PWM L | T
ctrl |

Fig. 4. The functional scheme of the device required to implement the suggested encoding method

Puc. 4. ®ynxkunoHanpHast cxeMa ycTpoicTBa Ui pealu3alyy MpeiaraéMoro crnocoda KoAupoBaHus
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Fig. 5. Comparison of one-, two- and threeband filters
Puc. 5. CpaBHeHue 0fHO-, IBYX- H TPEXIIOJIOCTHOTO (HILTPOB
A narrower region of transmission and a stronger sup- References

pression of lateral wavelengths can be achieved by using
more than three quarter-wave films [15]. As an example,

the filter described by a sequence G(HL)’ HLL(HL)’ HG

is suggested. Marking (HL)* corresponds to a sequence

HLHL...HL(k times).

The use of multiple bands results in a flatter band-
width and a sharp drop at the edges. Both effects are
shown in fig. 5, in which the transmission function close
to the center wavelength, is depicted for a one-, two-,

and three-band dielectric thin film filter.
One-band filter is similar to the one described above.
Two-band filter is described as a sequence

G(HL)"? HLL(HL)* HLL(HL)"* HG .
Three-band filter is described as a sequence
G(HL)"" HLL(HL)*' HLL(HL)*' HLL(HL)"" HG .

Conclusion. Among the advantages of the proposed
approach are: increase of information transfer speed in
wireless channels based on VLC technology; improve-
ment of noise immunity due to the applied coding tech-
nology and compensation algorithm of external light
source luminance flux change (“illumination”); high
channel security against unauthorized access to informa-
tion implemented by means of distributed spectral coding;
and possibility of more efficient filtering of light flux
from VLC transmitter in red and blue color bands.

Thus, a method of encoding data in wireless optical
communication channels having high noise immunity has
been developed.

In order to increase sensitivity of each color channel
and selectivity of the receiving tract, it is proposed to use
optical filters for each color channel. Interference filters
of optically transparent materials with different physical
characteristics are the most effective.
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PECULIARITIES OF DESIGN SOFTWARE ARCHITECTURE OF ADAPTIVE INFORMATION
PROCESSING, MODELING AND CONTROL SYSTEMS

A. V. Raskina, S. A. Videnin, E. A. Chzhan, R. R. Yusupova

Siberian Federal University
79, Svobodnyy Av., Krasnoyarsk, 660041, Russian Federation
E-mail: raskina.1012@gmail.com

The article proposes an approach to developing the architecture of a service-oriented information processing sys-
tem, modeling and process control. The system, which is being developed, is a tool for identifying, predicting and con-
trolling discrete-continuous processes. Its mathematical apparatus is based on nonparametric algorithms of identifica-
tion and control. The software architecture includes the following main modules: the module for processing data, mod-
eling and forecasting output process variables and the process control module. The first module includes data preproc-
essing algorithms: normalization, centering and analysis of outliers and omissions. The modeling module is an algo-
rithm for research and recovery dependencies between process variables, process identification using nonparametric
estimation of the regression function from observations. The last module is an implementation of nonparametric dual
control algorithms. Control devices built on the basis of these algorithms perform functions of both object control and
its study.

The article discusses the application of architectural solutions based on two proven approaches in the field of soft-
ware development: the composite approach and the service- oriented approach.. The main principles of composite ar-
chitecture as a set of software systems with many characteristics that perform a specific task and service-oriented ar-
chitecture as a modular approach to software development are described. The advantages of the applied composite
service-oriented architecture over other variants of software architecture for control systems are shown, in particular,
monolithic software architecture is compared with composite service-oriented architecture. This means that a re-
searcher can use a single operation, which is a logically isolated, repeated task related to the production process of the
enterprise. At the same time, it is necessary to ensure positive results when integrating with existing software products
of enterprises which greatly complicates and requires the development of new components, as well as support for the
"inherited" parts of the system.

Keywords: service-oriented architecture, sofiware development, design of process control systems.

OCOBEHHOCTH OPTAHU3AIIMU ITIPOT'PAMMHOM APXUTEKTY-
PbI AJATITUBHBIX CUCTEM OBPABOTKHA NTH®OPMAILIUU,
MOJAEJIUPOBAHUSA U YITPABJIEHUA

A. B. Packuna, C. A. Buznenun, E. A. Wxan, P. P. IOcynosa

Cubupckuii henepanbHbIil yHUBEPCUTET
Poccuiickas denepanms, 660041, r. KpacHospck, npocn. CBoOoaHEIH, 79
E-mail: raskina.1012@gmail.com

B cmampbe npeonosicen nooxoo k paspabomre apxumekmypoi cepeuc-opUeHmMupOSaHHoU cucmemvl 00pabomKu um-
Gopmayuy, MOOETUPOBAHUA U YAPAGIEHUS MEXHOIo2uYecKkumMy npoyeccamu. Paspabamvisaemas cucmema npeocmas-
asiem coboti uHcmpymenmapuil 0N UOeHMUGUKAYUY, NPOSHOZUPOBAHUS U YNPABIEHUS OUCKDEMHO-HeNnpePbleHbIMU
npoyeccamu, MamemMamuieckuil annapanm Komopot OCHOBAH HA HENApAMEmMpPUHecKux aicopummax udeHmupurayuu
u ynpasnenus. [Ipocpammnas apxumexmypa coCmoum u3 HeCKOIbKUX OCHOBHBIX MOOYIel: MOOYIb 00pabomKu OAHHbIX,
MOOCTUPOBAHUSL U NPOSHO3A GbIXOOHBIX NEPEMEHHbIX Npoyeccda, MoOylb YNPAGIEHUS MEXHONOSUUECKUM NPOYECCOM.
Ilepsuiii M0Oyb 6KIIOUACm 8 Cebs aneopummbl npedodPAbOmKU OAHHbIX: HOPMATUZAYUS, YEHMPUPOBAHUE U AHATU3
8b160p0Cco8 u nponyckos. Moodyib mMooeruposanus npedCmasier AneoPUMMUYecKUM QYHKYUOHATOM OJisl UCCIe008AaHUs
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U 80CCMAHOBICHUS 3AGUCUMOCTEN MeANCOY NEPEMEHHbBIMU Npoyeccd, UOeHMU@DUKAYUU RPOYecca ¢ UCHONb308AHUEM
HenapamempuyecKkol oyeHku QynKyuu peepeccuu no Habarodenusm. Ilocnednuii modyns — amo peanusayus Henapa-
MEMPUUECKUX al2opummos 0yaibHO20 YNpasienus. Ynpagisowue ycmpoucmed, ROCMpoeHHble Ha 0CHOBAHUU OAHHbIX
An2OPUMMO8, 8bINOTHIONM PYHKYUU KAK YAPAGTEHUsL 00bEKMOM, MAK U €20 U3YUEHUSL.

B cmamve obcyscoaromes 60npochl npUMEHeHUs apXUMeKmypHbIX PeuleHuil, OCHOBAHHbIX HA O8YX 3APEeKOMEHO0-
aswiux cebsi 6 obracmu paspabomKu NPOSPAMMHO20 o0becneuenus nooxoo0ax — KOMHOSUMHOM U CePUC-
opuenmupogannom. Onucvl8aiomcst OCHOGHbIE NPUHYUNGL KOMROZUMHOU aApXumeKkmypvl KaK HAbopa npocpammubix
cucmem ¢ MHONCECMBOM XAPAKMEPUCMUK, KOMOPbLE BbINOHSIOM ONPEOeieHHYIO 3a0ayy, U CEPEUC-OPUESHMUPOBAHHOU
apxumekmypul Kak MOOYJIbHO20 N00X00a K paspabomie npoepammuozo obecneyenus. Ilokazanvl npeumyuecmea npu-
MEHEHHOU KOMNO3UMHOU CEePEUC-OPUCHMUPOSAHHOU aApPXUMEKmYpbl neped OpyeUMU SaApUAHMAamMu apXumexkmyp npo-
2PAMMHO20 0becneyeHust Ol CUCeEM YNPAGIeHUS, 8 HACMHOCMU, 8 pabome CPAGHUBAENCS MOHOIUMHASL NPOSPAMMHASL
apxumekmypa ¢ KOMRO3UMHOU CepeUC-OPUeHMUPOBAHHOU apXumekmypolil. Beibpannoe apxumexmypHoe peuieHue npe-
00Cmasasiem 603MONCHOCHb BLICHPOUMb CUCIEMY U3 HAOOPA He3A8UCUMbBIX MOOYEl, KAXCObLL U3 KOMOPbIX peanusy-
em OmOeNbHYI0 ONepayuio, KOmopas seusemcs lo2udecku 000COONeHHOU, Nosmopsouelics 3a0ayetl, AeIAuencs
COCMABHOL YaACMbio NPOU3BOOCMBEHH020 npoyecca npeonpusimus. Mcnonv3oeanue onucannozo 6 pabome nooxooa
NO360AULO OOCHUYD NOTOICUMELbHBIX PE3YIbMAMO8 NPU UHMESPAYUU C CYUECTNEYIOUUMU NPOSPAMMHBIMU NPOOYKMA-
MU nPeOnpUsmutl, 3HAYUMENIbHO COKPAMUMb CJIONCHOCHb U CHIOUMOCb PA3PAOOMKU HOBLIX KOMHOHEHMOS, d MAKICe
N000EPIHCKU «VHACIEO08AHHBIXY YACMell CUCTEeMbL.

Kniouegvie cnosa: cepsuc-opueHmuposantas apxumexmypa, papabomka npocpammHo2o obecneueHus, npoexmu-
posanue cucmem ynpagieHus: mexHoI02UYecKUMU npoyeccamu.

Introduction. Today, to solve a complex of tasks re- The data processing module imports data of various for-
lated to the management and modeling of complex tech-  mats, converts data into a single format with which the
nological processes in various industries, the aerospace  system works. Also, this module implements data pre-
industry in particular, software and algorithmic tools are  processing algorithms: normalization, centering, analysis
used to provide identification and process control func- of omissions in the observation sample. The result of the
tions. One example of this type of tool is adaptive process module operation is an internal database of the system,
control systems, the operation of which is carried out us-  which contains the converted data in a single format.

ing nonparametric theory [1-5]. The use of nonparametric The process identification module implements the fol-
identification and control algorithms allows modeling, lowing nonparametric identification algorithms [10].
forecasting, and process maintaining within the frame- In this paper, we consider the classes of control proc-

work of technological regulations in conditions of priori  esses that can be described by equations of the form:
information lack, when the parametric structure of the

. =F .o . 1

model of the process under study remains unknown from i (X ¥ 8)) M
priori information [6-9]. This situation is quite common Here F — unknown functional; k — order of the differ-
in the development of computer control systems, since in  epce equation that is bounded k <k, ; u, — input vari-

most cases a researcher has to work with poorly studied
processes for which it is not possible to reasonably choose ] i ) )
the parametric structure of the model. At the same time a  dex ¢ —discrete time; E(#) — vector accidental hindrance.

able of the object; x,— output variable of the object; in-

number of requirements are imposed on the developed Let us introduce the following designations:

control system, which include: data synchronization from

various control points; the ability to work with heteroge- &= (Zl ""’Zk+1) = (X5 e X Uy ) 5 @
neous data (the system independently converts the data  then

into a single format); the possibility of both autonomous ¥ = F( 2 ) 3)
operation of the control system and correction of the con- ' '

trol actions of the system by an expert technologist; secu- Taking into account redesignations (2), the model of

rity by encrypting and backing up data. Thus, the main  the technological process under consideration can be re-
task of this study is to develop and design the architecture ~ duced to the model of the dynamic system in discrete
for software and algorithmic support that allows optimal  time, when not only variables u, enter the input of the
operation of the system. ' ' latter but also x,_;,x,_,...,x,_, and so on.

Functional diagram of the system. The information
processing, modeling and control system is a set of sub-
systems which includes the following modules shown

Under these conditions the following nonparametric
estimation of the regression function based on observa-

tional data {x,,u,,i =1,_s} [11] can be used as a nonpara-

in fig. 1.
Process variables are monitored over a time interval — metric model of the object:

At . The input and output of the process are represented s k

. . T o U, —u; 10 XS*./' _xiil'
by measurements forming a sample of the {;,x;},i=1,s Zx,- ) o H T

. . ¢ =l s Jj=1 s
form, where s is the sample size, u;,x; are the measure- Xe =7 k . . ) Q)
L . . U, —u s=j =)
ments of the object input and output at a time £ . This ZCD[ — l]H(D U J
i=1 s Jj=1 s

sample is contained in the “Enterprise database” block.
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where @(-)— bell-shaped function, c*,c}/! — core blur

coefficients that are found in the presence of a training
sample from the task of minimizing the object output and
model output correspondence index based on the sliding
exam method, when the nonparametric model (4)
excludes the g-e observation of the variable presented
for the exam by index i:

R(c!.cW,.ey =
2 . )
xq,k)—xq) —Cucxg]un [k],q;tz,

5965 Toenls

S’S

S
=Z(xs(uq,xq,l,...,
g=1

where the index i appears in the nonparametric model (4).
The non — gradient method of multidimensional optimiza-
tion, the Nelder-Mead method, is implemented as an op-
timization algorithm, since this method is effective
at a low calculation speed of the minimized function.
To select the initial vertices of the deformable polyhe-
dron, a range of possible values of the nuclear function
blur coefficients ¢, €[0.01,4] was specified, from which

an n + k + 1 point was arbitrarily selected, where n is the
number of input variables, & is the order of the difference
equation, which form a simplex of n + k-dimensional
space .

The process control module implements the following
control scheme (fig. 2).

The nonparametric dual control algorithm has the
form [12]:

*
us+l = us + AusH H (6)

* . .
where u, — component that accumulates information

about the object of research, and Au,,, =&(x,,,

—x,) —
“learning” search steps.

The dualism of algorithm (6) is as follows. At the
first control steps the main role in the formation

of control actions is played by the summand Au,, from
formula (6).
But during the accumulation of information about the

object the role of the summand u: increases.

In this case, the following expression can be taken as a

summand u: from equation (6):

B
Sl e

The process control algorithm is constructed as fol-
lows.

Based on the rule for selecting significant variables,
the order of the differential equation of the dynamic proc-
ess model & is determined, which is later used for calcu-
lating control actions in (7) where only those variables
that were selected by the algorithm are present.

(7

u

Input and output
variables control

Enterprise
database

Data processing
module

Technological
process

A

Process control

Internal database

Process
identification

module

Expert

module

Fig. 1. Functional scheme of the developed adaptive information system
for data processing, modeling and control

Puc. 1. ®ynknuonansHas cxema paboThl pa3pabaTeiBacMOif aTaNTUBHON CHCTEMBI
06paboTky NHGOPMAIIMH, MOACIMPOBAHNS U YIIPABICHHS
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The quality of control is assessed by two characteristics:

1. Control time #,— the time from the start of control
to the moment when the output value differs from the task
no more than a certain set value o. Usually: a= 0,05y,

2. A relative control error Wp equal to the total
deviation of the actual output of the process from the
setting effect during the entire time of regulation in
relation to the setting effect, expressed in relative values,
in %

1 S

;
2 TN
1
-

s~
— =
W,="i
X

The calculated values of control actions u,,, are

available for correction by an expert technologist. Thus,
the developed system is a tool that includes the following
main modules : the data processing module, modeling and
forecasting of output process variables, and the process
control module.

Software architecture of the system. When design-
ing the software architecture, we took into account the
fact that each of the modules can be easily replaced with a
new implementation in case of changes in the technologi-
cal process, as well as be supplemented with new ones
when expanding the system's functionality.

Fig. 3 shows an example of the same system built on
two different architectures. The classic version of the sys-
tem is a single monolithic application within which you
can identify a number of closely related subsystems built
around specific large business processes. Although the
architecture of such system is a three-layer architecture,
its high connectivity significantly complicates the mainte-
nance and implementation of new functionality in such
system. In addition, the implementation of a new business
process leads to the development of a new subsystem,
most of the source code duplicates the code of existing
subsystems.

| cu I
| |
|

Aux+l
|
| |
X*(t) + Z | |
— |
— |
L, ot

The selection of basic elements from the system
as well as the division of business processes into atomic
operations and their transfer to a set of services that are
independent of the implementation of other components
of the system, allow us to build a more flexible system
based on composite architecture. At the same time, the
access to data is carried out through a single interface, and
any subsystem can easily access services. Moreover, such
separation of the system allows to divide the system into
several parts with less effort: a data server, a service
server, client applications.

Our architectural solution is based on two proven ar-
chitectural approaches in the field of software develop-
ment: composite and service-oriented. Composite archi-
tecture is a set of software systems with multiple charac-
teristics that perform a specific task developed in the es-
tablished order and based on a common set of basic tools.
At the same time, integration and testing operations re-
place design and coding operations.

Service-oriented architecture is a modular approach to
software development based on the use of distributed,
loosely coupled interchangeable components equipped
with standardized interfaces for interaction over standard-
ized protocols.

The main difference and advantage of composite ar-
chitecture over SOA is that the composite architecture
provides flexibility on all layers (levels) of the applica-
tion, while SOA provides flexibility only on one layer —
the application layer (business logic) [13]. Since the com-
posite architecture is essentially a further development of
the service-oriented architecture and, accordingly, has all
the advantages of the service-oriented approach in the
software development. Composite applications are usually
a further development of an already developed group of
individual applications, from which basic sets of compo-
nents and containers are allocated for their further integra-
tion with each other.

x(9)

Dynamic object

Fig. 2. Scheme of dual control of a dynamic object

Puc. 2. Cxema nyansHOTO yHpaBlieHHS AUHAMUYIECKAM OOBEKTOM
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DB

Monolithic

Service Service

DB

a8

Service - Oriented

Fig. 3. Architecture Comparison

Puc. 3. CpaBHEHHE apXUTEKTYP

Currently, the idea of building service-oriented ap-
plications based on composite architecture is widely
used in various areas of software development and is
the subject of study in many research centers. One
of the largest organizations is Software Engineering
Institute (SEI) [14].

At the moment, the Institute is a recognized interna-
tional leader in the study of building composite service-
oriented applications. Composite service-oriented archi-
tecture is an approach to designing software systems to
organize existing software products so that disparate sets
of complex, distributed systems and applications can be
turned into a network of integrated, simple, and flexible
resources.

Based on SEI's methodological recommendations, we
designed and applied a hybrid architectural approach and
thus obtained a composite service-oriented software sys-
tem, which is a set of services, service components, and
data access components that can be designed and de-
ployed in a single application [15]. Interaction between
services and various components is carried out by ex-
changing messages.

In our service-oriented composite architecture service
components, which are the building blocks of our soft-
ware system modules, play an important role. Each com-
ponent is placed in a specific service container. Messages
are sent to service containers and then redirected to the
corresponding service components within them. In addi-
tion, service containers can interact with each other. For
example, a message intended for a process is first sent to
the container of that process, and then the service con-
tainer processes the received information and redirects the
messages to the corresponding service components within
itself. Service components in the developed hybrid archi-
tecture solve the following tasks:

25

— describe and implement domain operations;

— define the rules of operations;

— transmit messages between system components.

The services themselves provide interaction between
the composite application and its consumers. Communi-
cation with the service is performed using the specified
protocols (for example, SOAP/HTTP). Data access com-
ponents are used to retrieve and modify data based on
messages sent from service components. The links de-
scribe how information is exchanged between services
and service components, between different service com-
ponents, or between service components and data access
components.

The applied composite service-oriented architecture
makes it possible to build a system from a set of inde-
pendent modules, each of which implements a separate
operation, which is a logically separate, repetitive task
that is an integral part of the enterprise's production proc-
ess. Moreover, services can be implemented independ-
ently of programming languages and other technical
features of the implementation, which makes it possible to
use different technologies.

Also, services can be written independently of other
services in the system, you only need to know the inter-
face of the services used, that is, the services will be
loosely connected. The use of the architectural approach
described in this paper also allowed us to achieve positive
results when integrating with existing enterprise software
products, significantly reducing the complexity and cost
of developing new components, as well as supporting
“inherited* parts of the system.

Conclusion. The work is devoted to the integrated de-
velopment of the system designed for data preprocessing,
modeling and control of multidimensional discrete-
continuous processes. The core of the system is nonpara-
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metric algorithms. Two basic algorithms are presented
for modeling the process of unknown structure and
control under conditions of incomplete data about the
object. The developed system architecture is flexible — the
replacement of key modules does not have irreversible
consequences during the functioning of the system as a
whole.
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RESEARCH OF OPTIONS OF TRANSITION FROM UNLIMITED TO LIMITED PARALLELISM
ON THE EXAMPLE OF MATRIX MULTIPLICATION

D. S. Romanova

Siberian Federal University
79, Svobodnyy Av., Krasnoyarsk, 660041, Russian Federation
E-mail: daryaooo@mail.ru

Today, there are many approaches to developing parallel programs. It is considered that it is more efficient to write
such programs for a particular computing system. The article proposes to ignore the features of a particular computing
system and outline plans for the development of a certain automated system that allows trying to improve code
efficiency by developing programs with unlimited parallelism, as well as explore the possibility of developing more
efficient programs using the restrictions imposed on maximum parallelism. This approach was demonstrated on the
example of the analysis of various matrix multiplication algorithms. As a mathematical apparatus, the study considered
various approaches to the description of algorithms to increase their implementation, including an approach based on
unlimited parallelism and, also, an approach based on various restrictions on parallelism is proposed. In the course of
the work, sequential and parallel methods of matrix multiplication were studied in detail, including tape and block al-
gorithms. As a result of the study, various matrix multiplication methods (sequential, with left and right recursion, par-
allel methods) were studied and more effective ones were found in terms of the resources used and the restrictions im-
posed on parallelism. A sequential method and a cascade summation scheme were analyzed and proposed as possible
ways of convolving the results of solving the problem obtained after the decomposition stage. Also, a number of pro-
grams with different levels of parallelism were developed and implemented in the functional-stream parallel program-
ming language. In the future, such transformations can be carried out formally, relying on a knowledge base and a lan-
guage that allows equivalent transformations of the original program in accordance with the axioms and algebra of
transformations laid down in it, as well as replacing functions that are equivalent in results and have different levels of
parallelization. These studies can be used to increase the efficiency of developed programs in terms of resource use in
many branches of science, including in the field of software development for the needs of astronomy and rocket science.

Keywords: unlimited parallelism, matrix multiplication, parallel programming.

HNCCJIIEJOBAHUE BAPUAHTOB IIEPEXOJA OT HEOTPAHUYEHHOI'O ITAPAJJIEJIN3MA
K OTPAHUYEHHOMY HA IPUMEPE YMHOXKXEHUS MATPUILL

. C. PomanoBa

Cubwupckuii penepanbHbIA yHUBEPCUTET
Poccuiickas ®eneparmst, 660041, r. KpacHospck, npocn. CBoOoaHbIH, 79
E-mail: daryaooo@mail.ru

Ceeo0ns cywpecmgyem MHO20 nOOX0008 K paspabomke napaiieivhvlx npoepamm. Cuumaemcs bonee s¢hgpexmus-
HbIM HAnUcaHue Makux npocpamm noo onpeoenennyio gviuuciumensvuylo cucmemy (BC). B cmamve npednazaemcs
abcmpazuposamuvcs om ocobennocmeti mou uau unou BC u namemumy nianvl no paspadomie HeKol a8mMoMAmu3upo-
BAHHOU CUCHEMbL, NO3BOISIOUE CIMPEMUMbCSL K NOBLIUEHUIO IDOEKMUBHOCU KOOA 3d CYem CO30AHUs NPOSPAMM
C HeOZPaHUYeHHbIM NAPAIEIUIMOM, d MAKIICE UCCLed08amMb 603MONCHOCIb pa3pabomku boiee IhhHexmusHvlx npo-
2PAMM C HOMOWBIO OZPAHUYEHUU, HAKIAObLIGAEMBIX HA MAKCUMANbHBIL napaiierusm. B kauecmee npumepa npusooumcs
AHATU3 PA3TUYHBIX ANOPUMMOE YMHOJICEHUs. Mampuy. B kauecmee mamemamuueckoeo annapama 6 ucciedo8aHuu
PACCMAmMpUaIUcy pasiudHble H0OX00bl K ONUCAHUIO AI2OPUMMO8, 8 MOM YUCLe, HOOX00, OCHOBAHHBIL HA HEOZPaHU-
yennom napannenusme. I[lpednazaemcsi no0xoo, 8 0CHO8E KOMOPO20 AeHCAM PA3IULHBLE 02PAHUYEHUSL, HAKIAObl8AeMble
Ha napannenusm. B xode pabomvl noOpobHO U3yHANUCH NOCIEO08AMENbHBIE U NAPATIETbHbIE MEMOObl YMHONCEHUS
Mampuy, 6 mMOM Yucie, 1eHmoyHble U O104Hble areopummsl. B pezyismame npoeedennozo ucciedosanus ObLiu U3yueHbl
paziuunvle Memoovl YMHOJICEHUs Mampuy (nociedo8ameinvhvle, C €60l U NPagoll peKypcuell, napaiieivbhvle) u Hatlde-
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Hbl O01ee IPpekmueHble U3 HUX ¢ MOYKU 3PEeHUSl UCNOTIb3YEeMbIX PECYPCO8 U OSPAHUYEHULL, HAKIAObl8AeMbIX HA Napa-
aenusm. Bolnu npoananuzupogansl u npeonodiceHvl nocie008amenbHblil Memoo U KACKAOHAs CXeMa CYMMUPOBAHUS KAK
B03MOICHBLE CHOCODBL CEEPMKU PE3YIbIMANMOE PeuleHUst 3a0ayu, NOYYEeHHbIX nocie smana dexomnosuyuu. Taxoice Obil
paspaboman u pearu308an psi0 RPOSPAMM C PA3IUYHBIM YPOSHEM NAPATIENUIMA HA (DYHKYUOHATLHO-NOMOKOBOM 513bIKe
NapaiienbHO20 RPOSPAMMUPOSanus. B nepcnexmuge nooobHbie npeodpa308aHUst MONCHO HPOBOOUMb (POPMATLHO, ONU-
pasace Ha 06a3y 3HAHUL U A3bIK, OONYCKAIOWULL IKEUBANEHMHbIE NPeoOPA308aAHU UCXOOHOU NPOZPAMMbBL 8 COOMEEmCH-
BUL C 3ATONCEHHLIMU 6 HE20 AKCUOMAMU U ANee6poll npeodpa3o6anuil, d MaKice 3aAMeHOl IKGUBATLCHIMHBIX NO Pe3Yiib-
mamam QyuKyutl, 061a0AI0WUX PA3HLIM YPOGHeM pacnapaiienuéanus. /lanHvle Uccie008aHUsE MONCHO NPUMEHSIND
0J11 nogvbluleHUsl dPPexmusHoCmuU paspadamvleaemMvlx NPOSPAMM C MOYKU 3PEHUSL UCTIOTb308AHUSL PeCYPCO8 60 MHOSUX
ompacinx HAyKu, 6 mom yucie, u 6 cgpepe paspabomru 110 0151 HyxHCO ACMPOHOMUU U PAKEMOCMPOECHUSL.

Knrouesvie crosa: H@OZpaHH‘leHHblljl napaieiiusm, Mampuinoe yMHOIICerue, napajlejlbHoe npocpammuposaniue.

Introduction. There are many different approaches various options were proposed for the subsequent summa-
for developing parallel programs. In parallel tion of the obtained results of solving subproblems in or-
programming, special programming techniques are often  der to increase the efficiency of resource use in a consis-
used. And in most cases it is considered more efficient to  tent way and in a cascading manner.
write program code for a specific calculated system. Since These studies can be applied in various fields of sci-
the development of computer technology is proceeding at  ence, including the development of software in rocket
a rapid pace today, programmers have to rewrite code for  science, which will further improve the missile control
a newly developed system. The main problem of the tran-  system.
sition from traditional to parallel programming is that it is Main part. Algorithm for solving the problem.
simply impossible to develop a universal executor with ~ Statement of the problem. In fact, the statement of the
which it would be possible to achieve the same effective  problem is as follows. Two matrices are multiplied:
way of writing parallel programs [1-3]. In addition to the A [M] [L] - B [L] [N] => C [M] [N], where the number of
style of writing programs in a particular system, it is also ~ row multiplications by columns is S=M - N.

necessary to take into account the amount of resources In each combination of row multiplication by column,

used and their computing power. Therefore, to implement L pairs of elements are involved.

effective parallel computing, you have to constantly re- Therefore, the total number of simultaneously possible

build the structure of the program. multiplications P =M - N - L, that is, it is set by the corre-
The issue of creating tools to ensure portability of par-  sponding parallelepiped [5; 6].

allel programs has been studied for a long time. And all Next, the multiplied elements for each combination of

attempts to develop such systems were associated with  rows and columns begin to add up. In this case, it is pos-

writing programs for a generalized architecture [4]. sible to use the usual sequential addition method or in a
It is proposed to focus not on the features of a particu-  cascade scheme.

lar computing system, but to use some kind of abstract Matrix multiplication. Matrix operations are quite

system that allows trying to improve the efficiency of the  time-consuming to implement, so they represent a classic
code by developing programs with unlimited parallelism. area of application for parallel computing.

Increasing the level of abstraction, it is possible to build Sequential Matrix Multiplication Algorithm
various combinations, compressing parallelism, and there- If there are two square matrices A and B, then
fore, the transition from unlimited parallelism to limited. C = A - B is the result of their multiplication,

As a mathematical apparatus, the research considered
various approaches to the description of algorithms to n
increase their implementation, including an approach G = Z =ay - by, )
based on unlimited parallelism. Also, the approach based =
on various restrictions on parallelism is proposed. In the ~Wwherei=1,...,n,j=1, ..., m.
course of the work, sequential and parallel methods of This algorithm for multiplying two matrices A and B
matrix multip]ication were studied in detaﬂ’ including is iterative and is oriented towards sequential calculation
band and block algorithms. After decomposition in the  of rows of matrix C (fig. 1).
framework of solving the matrix multiplication problem,

Fig. 1. First iteration of matrix multiplication in a sequential approach

Puc. 1. IlepBas utepanus yMHOXKEHHs MaTPUI] IPH M1OCIEI0BATEIbHOM MTOIXOE
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When performing one iteration of the outer loop, one
row of the resulting matrix is calculated [7].

In the sequential matrix multiplication algorithm, ele-
ment-wise multiplication of all elements of the matrix
occurs. The information graph in this case will be quite
voluminous and therefore its analysis is difficult. In addi-
tion, this method of multiplication becomes ineffective if
the size of the matrix exceeds the size of the processor
cache. A search is needed for more efficient algorithms
for solving this problem [8; 9].

From formula (1) it is clear that the calculation of each
Cjj is independent and simultaneously, and it can be per-
formed in parallel. This algorithm is with mass parallel-
ism, since it contains a huge number of operations that
can be performed simultaneously and independently of
each other [9].

The choice of matrix separation method leads to the
determination of a specific parallel computing method;
the existence of different data distribution schemes gener-
ates a number of parallel matrix computing algorithms.

If we ignore the use of specific resources to solve the
problem, then we can achieve increased program effi-
ciency, gradually compressing initially unlimited parallel-
ism.

The process of multiplication in this case will begin
with the decomposition of the task into subtasks. That is,
to solve problem (1), we consider the main combinations
of multipliable matrix elements in i, j, k.

Variants are possible when the resulting rows, col-
umns or groups of matrix columns are computed in paral-
lel. For example, if you execute the loop body in i for
each counter value in parallel, then the rows of the matrix
product will be counted in parallel. If we interchange the
cycles in i and j (which is quite possible due to the inde-
pendence of the operations of nested cycles in i and j) and
execute the body of the cycle in parallel for each counter
value, we get a version of the program that contains col-
umns in parallel. In addition, each element of the resulting
matrix can also be counted in parallel [9].

Reduction steps when multiplying matrices and
moving to parallel algorithms. As noted above, from the
definition of the operation of multiplying the matrices A
and B it follows that the elements of the resulting matrix
C can be found independently of each other. The product
of matrices can be considered as n® independent scalar
products, or as n independent products of a matrix by a
vector. In both cases, different algorithms are used [10].

In the first approach, for organizing parallel computa-
tions, the main subtask uses the procedure of determining
one element of the resulting matrix C, and for all neces-
sary calculations, each task must contain at least one row
of matrix A and a column of matrix B. The total number
of subtasks here is n”. In the second approach, to perform
all the necessary calculations for the base subtask, one of
the rows of matrix A and all columns of matrix B must be
available. The number of subtasks isn [11].

To increase the efficiency of the matrix multiplication
algorithm, it is logical to assume that if matrix multiplica-
tion is not performed element-wise, but line by line, this
will make the algorithm more efficient in terms of paral-
lelism. In this case, the general problem of matrix multi-
plication will be reduced to dividing it into subtasks. Fur-
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ther, these subtasks will be combined to obtain a common
necessary solution to the original problem.

Taking into account the foregoing, this algorithm can
be considered as a process of solving independent
subproblems of multiplying matrix A by columns of ma-
trix B. At the same time, the information graph is simpli-
fied, in contrast to the case with a sequential multiplica-
tion algorithm. It all comes down to building a matrix
multiplication graph. The introduction of macro opera-
tions is carried out in stages with a return level of detail of
the operations or decomposition used [12].

Band algorithm. Consider band algorithms in which
the matrices A and B are divided into continuous se-
quences of rows or columns (fig. 2). To carry out this
procedure, each subtask contains row A of the matrix and
access to columns B. One processor is allocated a number
of rows and columns. A simple solution to this problem is
to duplicate matrix B in all subtasks. Here the following
way of organizing parallel computations for 3-3 matrices
is possible [13]:

Such fine-grained tasks can be enlarged if the matrix
size is greater than the number of computing elements or
processors. In this case, the original matrix A and the re-
sulting matrix C are divided into horizontal stripes. In this
case, the size of such bands should be chosen equal
to k = n/p (if n is a multiple of p), which allows us to en-
sure distribution of the computational load across the
computational elements uniformity [13].

The selected basic subtasks are characterized by an
equal amount of transmitted data and the same computa-
tional complexity. In the case when the size of the matri-
ces is greater than the number of computational elements
(processors and/or cores) p, the basic subproblems can be
enlarged by combining several adjacent rows of the ma-
trix within one subproblem. In this case, the resulting ma-
trix C and the original matrix A are divided into a series
of horizontal stripes [13].

This band algorithm has good localization, and in ad-
dition, there is no interaction between data streams. But it
should be noted that if we enlarge the subtasks, then we
can move on to other matrix-multiplication algorithms
that are more efficient in terms of parallelism — to block
algorithms.

Transition to block algorithms. In such algorithms,
the original matrices A, B and the resulting matrix C are
represented as sets of blocks.

In this case, not only the resulting matrix, but also the
matrix-arguments of matrix multiplication are divided
between the threads of the parallel program into some
rectangular blocks. This approach allows achieving good
data localization and increased cache utilization.

Also there are well known parallel matrix multiplica-
tion algorithms based on block data division, oriented to
multiprocessor computing systems with distributed mem-
ory. When developing algorithms focused on the use of
parallel computing systems with distributed memory, it is
necessary to take into account that placing all the required
data in each subtask (in this case, placing the required sets
of columns of matrix B and rows of matrix A in subtasks)
will inevitably lead to duplication and significant growth
of amount of memory used. As a result, some restrictions
are imposed on the system, that is, the calculations must
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be organized in such a way that at each current point in
time the subtasks contain only part of the data necessary
for the calculations, and access to the rest of the data is
ensured by sending messages. Algorithms that implement
the described approach include the Fox algorithm and the
Cannon algorithm [14] (fig. 3).

The difference between these algorithms is the se-
quence of transfer of matrix blocks between the proces-
sors of any computing system.

It should be noted that after the decomposition step
with the allocation of subtasks and the search for an
effective parallel algorithm, it is necessary to summa-
rize the obtained solutions from the subtasks to get the
general result of solving the matrix multiplication
problem.

From the point of view of parallelism, one can apply
in this case not only sequential summation, but also more
efficient parallel methods, for example, addition accord-
ing to a cascade scheme (fig. 4).

Fig. 2. The example of the organization of calculations in a matrix
multiplication algorithm based on dividing matrices into rows

Puc. 2. [Ipumep opraHuzanyuu BIYUCICHUN B aIlTOPUTME MATPUYHOIO
YMHO>XEHHS, OCHOBAHHOI'O Ha Pa3Je/ICHUU MaTPUL] HA CTPOKU

ITteration 1

Iteration 2

*
qemmm=-
| ] ]
| ]
N T —)
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Fig. 3. Block matrix organization scheme

Puc. 3. Cxema opranu3anuu 0JIOYHOTO YMHOXKEHHS I0JIOC MaTPHIIBI
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Fig. 4. Graphs of sequential (left) and cascade summation algorithms (right) [15]

Puc. 4. I'padb!l anropuTMOB 10CIIEI0BATEIBHOTO (CI€Ba) M KACKaIHOTO
cymmupoBanusi (cripasa) [15]

Conclusion. After the analysis of the above algo-
rithms, it is planned to use the results to find the capabili-
ties of equivalent transformations of various algorithms
and to develop an automated system that allows its user to
choose one or another algorithm to solve their problem in
order to achieve the fastest and most effective solution
with point of view of resources use.

Using algorithms that describe the maximum parallel-
ism of the problem being solved, the developer offers
additional methods for analyzing and deriving various
algorithms with limited parallelism, which can be consid-
ered as use cases.

Consideration of all the algorithms studied in this pa-
per, as well as their implementation in a functional data-
flow parallel language that allows performing operations
with maximum parallelism, opens up prospects for the
further development and improvement of methods and
approaches to enhance program efficiency.
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THE USE OF THE INVERSE TRANSFORMATION METHOD
FOR TIME SERIES ANALYSIS
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In modern conditions of technology development, signs of systemacity are manifested to one degree or another in all
areas, so the use of system analysis is an urgent task. In this case, the main factors in this situation are data processing
and prediction of the state of a system. Mathematical modeling is used as a prediction method for a given subject area.
A mathematical model is a universal tool for describing complex systems representing the approximate description of
the class of phenomena of the external world expressed by mathematical concepts and language. The mathematical
model can be represented as a set of systematic components and a random component. In this article, the object of pre-
diction is the irregular random component of a model, which reflects the impact of numerous random factors. The ori-
gin, nature and laws of variation of the random variable are known, therefore, to simulate its behavior or predict its
future value, one needs high degree of certainty to establish the form of continuous distribution function of the random
variable. The empirical distribution function is calculated using the sample of random variable values. This empirical
function is close to the values of the desired unknown function of distribution. The resulting empirical function is dis-
crete, therefore it is necessary to apply piecewise linear interpolation to obtain a continuous distribution function.
The predicted random component of time series has been included in the initial regression model. In order to compare
augmented and initial regression models, several values were excluded from the time series and new prediction was
built. The value of the average approximation error for assessing the quality of the model is calculated. The augmented
regression model proved to be more effective than the original one.

Keywords: forecasting, time series analysis, inverse transformation, system analysis.

METOA OBPATHOI'O TIPEOBPA30OBAHMS J1JIS1 AHAJIM3A BPEMEHHBIX PSIJIOB
T. A. I_an;leBal, B. A. Xnyrmqu], A. K. ]_UJIGHKI/IHI*, 0. JI. Menbaukosa’

'Kpacrosipckuit rOCYAApCTBEHHBIN arpapHblil YHUBEPCUTET
Poccwuiickas ®@enepamus, 660001, KpacHospck, mpocn. Mupa, 90
X akacckuit rocynapcTBeHHbI yHuBepcuTeT nMeHn M. ®@. Karanosa
Poccuiickas ®eaepanus, 655017, Abakan, mpocn. Jlenuna, 90
"E-mail:ak_kgau@mail.ru

B cospemennvix ycrnosusx pazsumus mexHono2uti NPUSHAKY CUCIEMHOCIU NPOAGIAIONCS 6 MO ULU UHOU CMeneHu
60 8cex 0bIACMAX, NOIMOMY UCHOTB306AHUE CUCTNIEMHO20 AHAIU3A AGNAEMCA AKMYanbHou 3adayel. [Ipu smom z2nas-
HbIMU pakmopamu 8 OAHHOU cumyayuu aeiaomcs 00pabomka OAHHbIX U NPOSHOZUPOBAHUE COCMOAHUSL cucmembl. /s
3A0aHH020 00BEKMA 6 Kauecmee cnocoda nPocHO3UPO8aHUs 8 OAHHOU pabonie NPUMEHIeMCsl MOOeIUPOBanUe, d Moy-
Hee mamemamuyeckoe mooenuposanue. Mamemamuueckas Moodenb — MO YHUBEPCATbHOE CPeOCME0 UCCIe008AHUs
CHLOJICHBIX CUCHeM, Bpedcmaesisiioujee coO0l RPUOIUNCEHHOE ONUCAHUE KAK020-TUDO KIACCa 6LeHUl GHEUHEe20 MUpd,
BbIPAIICEHHOE C ROMOWBIO MAMEMAMULECKOU CUMBOIUKU.

Mamemamuueckylo Modenb MONACHO NPEOCMABUMb KAK COBOKYRHOCTb CUCMEMATNUYECKUX KOMIOHEHMO8 U CyYatl-
Hotl cocmasnaoujeli. B 0annoti cmamve pecpeccuoHHas Mooenb yice onpedeniend, a 8 Kauecmse 00vbeKma npocHo3Upo-
BAHUSL PACCMOMPEHA OCTAMOYHASL HEPE2YISPHASL KOMROHEHMA MOOEIU, KOMOPAsl Ompajicaem 6030eliCmeue MHO20YUC-
JIEHHBIX (PAKMOPO8 CIYHAliHO20 XapaKmepa.

34



HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

Ipoucxodicoenue, npupoda u 3aKOHbL USMEHEHUs OAHHOU CTIYYAUHOU GEUYUHb] HAM HEU3BECHIHbL, HOIMOMY 0I5l MO-
0enupoBaHusi ee N0GeOeHUs. ULU NPeOCKA3anus ee 6y0yWUX 3HAUEeHUll, HeOOX0OUMO C 8bICOKOU CMENneHbl0 00CMOBEPHO-
cmu Yemanosums U0 HenpepbleHoll YHKYUU PACAPEOeNeHUs. OAHHOU CAYYAUHOU 6ETUYUHDL.

Jist 5mo2o bvbina paccHumana dIMIUPULecKas QyHKYus pacnpeoenenus ¢ NOMOWbIO 8bl00PKU U3 3HAYEHUL CLyuall-
HOU 6enuyunbl. JJAHHAS SMIUPUHecKas QYHKYUs 8 OnpedeseHHol Cmeneni NPUOIUNCeHA K SHAYEHUAM UCKOMOU Heus-
secmnoil Qynkyuu pacnpederenus. Ilonyuennas smnupuyeckas QyHKyus HOCUM OUCKPEMHBIU XAPAKMeEp, NOIMOMY
HeobX00UMO NPUMEHUMb KVCOUHO-TUHEIHYIO UHMEPNOIAYUIO U, MAKUM 0OPA30M, NOIYUUMb HENPEPbIEHYIO QYHKYUIO

pacnpeoeneHusl.

B ucxoonyro peepeccuonnyio mooens 6uLia 6KIIOUEHA CNPOSHOZUPOBAHHASL CIVUAHAS KOMIOHEHMA 8PEMEHHO20 Psi-
oa. [{ns moeo umobvl cpagHums OONOIHEHHYIO U UCXOOHYIO Pe2PecCUOHHbIE MOOEIU, U3 OUHAMUYECKO20 PSda ObLIu UC-
KIIOUEHbl HeCKObKO 3HAYEHULl U NOCMPOeH HO8bLI npoeHo3. Paccuumano snauenue cpedneli owubku annpoxcumayuu
0151 OYeHKU Kavecmea mooenu. JJOnoIHeHHAs pecpecCUOHHAs MOOelb NOKA3ana cebs gh@exmugree ucxooHoll.

Kniouegvie cnosa: npocnosuposanue, anaius 6pemMeHHbIX psaoos, 06pamuoe npeobpasosanie, CUCIeMHbII AHALU3.

Introduction. For the specialists involved in data
analysis, in most cases prediction may be said to be the
main goal and task. Modern methods of statistical fore-
casting are often able to predict almost any possible indi-
cators with high accuracy [1].

Forecasting is a system of scientifically based ideas
about the possible conditions of an object in the future
and alternative ways of its development [2]. There are no
universal prediction methods for all occasions. Any prac-
tical forecasting problem can be satisfactorily solved only
by a limited number of methods [3]. The choice of a fore-
casting method and its effectiveness depend on many
conditions: the purpose of the forecast, the period of its
lead prediction, the level of detailing and the availability
of initial information [4]. The most commonly used fore-
casting method is mathematical modeling. A mathemati-
cal model is an approximate description of a specific
process or phenomenon of the external world, expressed
using a mathematical apparatus [5].

The components of the time series. Commonly,
when studying a time (dynamic) series, it is depicted in
the form of the following mathematical model:

Y, = ?t +E,
where ¥, — time series value; ¥, — systematic (determinis-
tic) component of the time series; E, — random compo-

nent of the time series [6].

The systematic component of the time series Y, is a
result of the influence of constantly acting factors on the
process being analyzed. Two main systematic compo-
nents of the time series can be distinguished:

1. The trend of the time series.

2. The cyclic oscillations of the time series.

A trend is a general pattern of change in the indicators
of the time series, stable and observed over a long period
of time. A trend is described using some function, usually
monotonic. This function is called 'trend function', or
simply “trend” [7].

Among the factors that form the cyclical oscillations
of the series, in turn, two components can be distin-
guished:

1) seasonality;

2) cyclicity.

Seasonality is a result of the influence of factors act-
ing at a predetermined periodicity. These are regular fluc-
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tuations that are periodic in nature ending within a year.
The cyclic component is a nonrandom function that
describes long (more than a year) periods of rise and
fall [8; 9]

The random component of the time series £, is the
component of the time series remaining after the alloca-
tion of systematic components. It reflects the effects
of numerous random factors; it is a random, irregular
component.

Random variables are diverse in nature and origin, al-
though the distribution law can be written in a uniform
universal form, namely, in the form of a distribution func-
tion that is equally suitable for discrete and continuous
random variables [10].

Inverse Transformation Method. For forecasting
purposes, as well as simulation, one may need a method
for generating the random component of a time series.
For this purpose, we use the inverse transformation
method.

Let the random variable X have the distribution func-
tion F(x). We assume that F'(x) is the inverse function
of F(x). Then the algorithm for generating the random
variable X with the distribution function F(x) will be the
following:

1. Generate the value U having the uniform distribu-
tion over the interval (0;1);

2. Return X =F (D).

Fig. 2 depicts this algorithm graphically; the random
variable corresponding to this distribution function can
take either positive or negative values; it depends on the
specific value of U. In Fig. 1, the random number U,
gives the positive value of the random variable X; as
a result, while the random number U, gives the negative
value of the random variable X, as a result [11].

Estimating the distribution function of a random
variable. Let us consider the time series as a sequence
X1, X3, ..., X, of independent and equally distributed, ac-
cording to a certain law, random variables; this sequence
is called the sample of volume n. Each x{(t =1, 2, ..., n) is
called variation. Having the sample, we do not have in-
formation about the form of the distribution function F(x).
It is required to construct an estimate (approximation) for
this unknown function.

The most preferred estimate of the function F(x) will
be the empirical distribution function F,(x).
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Fig. 2. Graph of the empirical distribution function F,(e)

Puc. 2. I'padux sMnupudeckast GyHKIUS pacnpeneieHus £, (e)

The empirical distribution function (sampling distribu-
tion function) is the function F,(x), which determines the
relative frequency of the event X < x for each x value, i. e.

F(x)="x,
n

where n,— the number of x, values, less than x; n — sam-
ple size.

With a sufficiently large sample size, the functions
F,(x) and F(x) = P(X < x) differ insignificantly from each
other.

The difference between the empirical distribution
function and the theoretical one is that the theoretical dis-
tribution function determines the probability of the event
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X<x, and the empirical function determines the relative
frequency of the same event [12].

The empirical distribution function has all the proper-
ties of the integral distribution function:

1) the values of the empirical distribution function
belong to the interval [0; 1];

2) F,(x) is non-decreasing function;

) F(x)=0at x<x

min >

if x_. is the smallest variation;

F,x=1at x>x

min » 1f X, 18 the largest variation [6].
However, to use the inverse transformation method, it

is convenient to have a continuous distribution function;

therefore, it is necessary to interpolate the obtained em-

pirical function.
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Building a predicted model. We give an example of
using the inverse transformation method when construct-
ing a predicted model. As the initial data, we use the av-
erage monthly indicators of power consumption in the
Krasnoyarsk Territory for 3 years from January 2009 to
December 2011 [13].

Using some regression model, the forecast values of

the time series were calculated. Actual ¥, and predicted ¥,

values of the time series are presented in tab. 1

We build the empirical distribution function of the
Y,
-7,
To do this, it is necessary to rank the sample {e;}, thus

obtaining the sample {e,, = {¢;, <¢,) <..<e¢,} (tab.2).

values of the deviations e, of the predicted values

from the actual values Y, of the time series e, =Y,

Since the frequency of each variation equals 1, the
empirical function will have the following form:

0, ec [—oo,em );

t
F.(e)= = ee[e(t),e(m)); t=0,1,...,m;

ceey

1, ec [e(n),+oo).

The graph of the function F(e) is shown in fig. 2.

The obtained empirical function F,(e) has a discrete
form. We use piecewise linear interpolation to obtain the
continuous distribution function of the random variable

Fn*(e) . To do this, we use the equation of a straight line

Jon

passing through two points:

Vo=
Xy =X

y:(x—xl)x[

The continuous distribution function of the random variable F,,* (e) will have the following form:

0, ee (—oo,e(l) );
. 1/(n—-1 r—1
F,(e)= (e—e(t))x /( ) + s ee[e(,),e(m)); t=0,1,...,m
ey ~€n ) n-l
1, ee [e(n),+oo).
Tablel
Actual Y, and predicted \f[ values of the time series

t Y, Y, t Y, Y, t Y, Y, t Y, Y,

1 51.0123 53.09764 | 11 | 35.5809 43.42324 | 21 | 37.8690 44.58914 | 31 | 17.1468 15.15964
2 38.2345 38.37535 12 53.2584 54.26158 22 63.4957 57.61664 32 20.8548 21.45395
3 40.0023 35.24303 13 52.3887 52.69219 23 72.9843 72.28322 33 29.3791 31.55531
4 25.1288 32.13879 | 14 | 39.9125 41.30390 | 24 | 88.0214 83.09426 | 34 | 51.1710 44.09931
5 22.9338 27.08163 | 15 | 39.2113 32.14284 | 25 | 82.6095 79.01463 | 35 | 61.5869 59.79590
6 27.0146 20.64426 | 16 | 31.3420 2438189 | 26 | 62.7282 63.15378 | 36 | 71.2594 73.02318
7 25.1154 17.77792 | 17 | 26.0102 19.52312 | 27 | 50.0250 48.20592

8 16.6987 19.20278 18 | 20.5578 17.87433 28 29.6211 34.02474

9 273114 23.86244 19 12.1214 22,62140 29 22.2954 22.75450
10 | 29.2400 31.48983 | 20 | 24.9374 32.44863 | 30 | 17.8092 15.25792

Table 2
Range of Values €, and €,

! ¢ K0 t ¢ K0 ! ¢ € ! & €

1 —2.085 —-10.500 11 —7.842 —2,085 21 —6.720 1.791 31 1.987 6.370
2 —0.141 —7.842 12 —1.003 —1.764 22 5.879 1.819 32 —0.599 6.487
3 4.759 —7.511 13 —0.303 -1.391 23 0.701 1.987 33 —2.176 6.960
4 —7.010 —7.010 14 -1.391 —1.003 24 4.927 2.551 34 7.072 7.068
5 —4.148 —6.720 15 7.068 —0.599 25 3.595 2.683 35 1.791 7.072
6 6.370 —4.404 16 6.960 —0.459 26 —0.426 3.449 36 —1.764 7.337
7 7.337 —4.148 17 6.487 —0.426 27 1.819 3.595

8 —2.504 —2.504 18 2.683 —0.303 28 —4.404 4.759

9 3.449 —2.250 19 —10.500 —0.141 29 —0.459 4.927

10 —2.250 -2.176 20 —7.511 0.701 30 2.551 5.879

3

7
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The graph of the function F;() (e) is shown in fig. 3.

Evaluating the predicted model. For further analysis
of this method, let us consider several forecast models
[14]:

1. We take the value Y, of the time series as
a completely deterministic process, to carry out the fore-
cast we use the values 17[ calculated using the regression
model;

2. The value Y, of the time series will be taken as a
random variable for which we construct the distribution
function Fn* (e) and calculate the predicted values Y/';

3. We will take the value Y, of the time series as

a set of values )7[ calculated using the regression model
and the random component e,, for which we construct the
distribution function Fn* (e) and calculate the predicted
values ¢ .

Let us make the operational prediction of energy con-
sumption levels. For this purpose, we exclude from
consideration the last 5 observations from the sample
and we calculate new estimates of the parameters of the

regression model, as well as the new distribution func-
tions Fy(x) and F3,(e).

We apply the inverse transformation algorithm to the
obtained functions F; (x) and Fj(e). To this end, we

generate the sample {u,} of random numbers having a
uniform distribution in the interval [0; 1], and return

Y't=F; '(u,) and €'t=F, '(u,). The calculation results
are presented in tab. 3.

When considering the obtained results, it is clear that
the sum Y, +¢; is closer to the actual data than the pre-

dicted values calculated using the regression model. Thus,
the predicted values smoothed out the predicted error to
an extent (fig. 4).

As a criterion for assessing the quality of the model,
we determine the value of the average approximation er-
ror, which is calculated using the formula [15]:

A:liw -100 %,

] act

where Y, — predicted value of time series; Y, — actual
value of time series; n — size of time series [10].

(0 T 0 B O

. s e B |

Fig. 3. Graph of the continuous distribution function F;6 (e)

Puc. 3. I'paduk HenpepbIBHOI QYHKINY pacpeeieH s F;6 (e)

Table 3
Results of applying the inverse transformation algorithm

Ne t )Z u e Y, +¢f Y/

1 32 25.1456 0.0608 —7.1360 18.0096 6.9693

2 33 37.1619 0.6514 1.9654 39.1274 14.9283

3 34 52.0351 0.6577 2.1085 54.1436 15.2489

4 35 70.5459 0.0515 —7.1507 63.3952 6.8725

5 36 86.8325 0.5448 0.3808 87.2133 13.4902

38



HHd)opMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

100

390

80

70
60

50

40
30

20

10

0 T T

32 33
el Actual value

==@== Regression model

34 36

35
= mp= = Predicted error

Fig. 4. Graph display of predicted results

Puc. 4. I'pauueckoe oToOpaskeHHE pe3yIbTaTOB IPOrHO3a

The values of the average approximation error for }7, ,

Y and Y, + ¢/ are the following:

1) A(Y,)~17,03%;

2) A(Y)=~71,18%;

3) A(Y, +e)=15,59 %.

The highest indicator of the average approximation
error was obtained under the assumption that the time
series Y, is a random variable. The average approximation
error for the regression model is 54.15 % less, which tells

us that the time series is a determinate value. As a result
of including values e, in regression, the average ap-

proximation error decreased by approximately 1.44 %.

Conclusion. The method presented above can be used
to determine the continuous distribution function of a
random variable and generate a random variable for pre-
dicting and simulation purposes.
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ON THE FUNCTION OF TIME DISTRIBUTION OF A COMPLEX COMPUTING SYSTEM UPTIME
T. A. Shiryaeva', A. K. Shlepkin'*, K. A. Philippov', Z. A. Kolmakova®

'Krasnoyarsk State Agrarian University
90, Mira Av., Krasnoyarsk, 660001, Russian Federation
*Khakas State University
90, Lenin Av., Abakan, 655017, Russian Federation
*E-mail: ak_kgau@mail.ru

Any space computing complex is a complicated system. A complicated system is understood as a set of functionally
related heterogeneous devices designed to perform certain functions and solve problems facing the system. One of the
important characteristics of a system is its uptime. This characteristic is often considered to be a random variable.
However, such a mathematical model is quite limited, since the uptime depends on many characteristics (parameters)
that describe a system. Therefore, the uptime can be assumed to be a continuous random field (that is, a random func-
tion of many variables). It is this approach that is used in this work. If there are certain restrictions on the uptime
of a computing system, upper estimates are found for the distributions of a random number of system failures. There-
fore, the problem of estimating Gaussian field distribution in Hilbert space arises.

Two theorems that allow calculating the probability of a Gaussian vector falling into a sphere of a given radius are
proved in the paper.

The paper is devoted to the reliability of a computing system. The random number of a computing system failures
v(r) is a characteristic of its reliability. The v(r) distribution is the distribution of the sum of a computing system ran-
dom uptime. It is impossible to write down the distribution v (r) explicitly. Therefore, one has to look for an estimate of
these distributions from above. Assuming that the uptime of a computing system is the sum of many variables, the au-
thors of the paper obtained the following results: it is shown that the problem of estimating the distributions of a ran-
dom number of system failures can be considered as the problem of estimating the convergence rate in the central limit
theorem in Banach spaces; if there are certain restrictions on the uptime of a computing system, upper estimates are
found for the distributions of a random number of system failures. The estimates obtained can be used for further
research in the theory of computing systems reliability. Knowing these upper estimates, it is possible to predict the level
of average costs for computer systems restoration, as well as for the development of special mathematical and algo-
rithmic support for analysis systems, for management, decision-making and information processing tasks.

Keywords: computing system, distribution function, systems analysis.

O ®YHKIMHU PACIPEJIEJIEHAS BPEMEHU BE30TKA3HOM PABOTBI
CJIO)KHOM BBIYUCJIUTEJABHOM CUCTEMBI

T. A. HlnpﬂeBal, A. K. llnenkun'*, K. A. ®uunnos', 3. A. Konvakosa®

! KpacHOspCKHmii TOCY1apCTBEHHbIH arpapHblil YHUBEPCHTET
Poccuiickas ®@enepanus, 660001, Kpacnosipck, npocn. Mupa, 90
? XaKacckuii rocyapcTBeHHbIH yHUBepcHTeT nvMenn M. @. Karanosa
Poccuiickas ®enepanust, 655017, Abakan, npoct. Jleanna, 90
* E-mail: ak_kgau@mail.ru

Jlro00u Kocmuveckull 8bIYUCIUMENbHBIU KOMNIIEKC npedcmasisiem coboll cioxcuyio cucmemy. I1o0 crowcHot cuc-
MeMOU NOHUMAIOM COBOKYNHOCHb (YYHKYUOHATILHO CEA3AHHBIX PASHOPOOHBIX YCMPOUCS, NPEOHAZHAYEHHbIX OISl Gbl-
NOJHeHUsl ONpeOeleHHbIX QYHKYUL U peulenus cmosawux neped cucmemoti 3aoay. OOHOU U3 BAHCHBIX XAPAKMEPUCUK
pabomel cucmemvl A1AeMCA 8peMs ee De30mKa3HOU pabomel. Yacmo smy Xapakxmepucmuxy cyumaiom ciayuyauHou
seaununol. Ho maxas mamemamuueckas mooenv s61semcsi 0060AbHO 02PAHUYEHHOU, MAK KAK epemsi 6e30mKa3Hou
pabomul 3a68Ucum om MHOSUX XAPAKMEPUCTNUK (napamempos), onucvlisaiowux cucmemy. 11oamomy moaicno npeonono-
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JHcumnb, umo epems 6e30MKaA3Hol pabomvl eCmb HenpepbisHOe CIYYaliHoe noje (Mo ecmb CAVHAUHAS QYHKYUS MHOSUX
nepementulx). Umenno makoil nooxoo npumensemcs ¢ oanHou pabome. [lpu nanuuuu onpedeieHHvIX 02PaHUYeHUll Ha
6pemMsi De30MKA3HOU pabombl BLIYUCIUMENLHOU CUCHIEeMbl HAUOEHbl 8ePXHUE OYEHKU OISl PACIPEOeeHUll CLyHaiiHO20
yucia omkazos cucmemol. [1osmomy 603nHuKaem 60npoc OYeHKU pAcnpedeneHuss 2aycCo8CK020 NOJsL 68 2UlbOEePMOGOM
npocmpancmee.

B pabome ooxazanvl 0se meopemvi, Komopwvle NO360MSIOM GLIYUCIUNDb 6EPOSMHOCHL NONAOAHUSL 2AYCCOBCKO20
6exmopa 8 uap 3a0aHHo20 paouyca.

Jlannas paboma noceéswena HadedcHocmu pabomvi bivUCIUMENbHOU cucmemvl. OOHOU U3 XapaKmepucmux Ha-
0EIACHOCIU BLIMUCTIUMENLHOL CUCEMbL AGISEMCs CVYatiHoe Yucio ee omxasos v(r). Pacnpedenenue v(r) ecmo pac-
npeoeyieHue CyMMbl CIYYAUHbIX 8peMeH 6e30MKA3HOU pabombl GbIHUCTUMENbHOU cucmeMbl. 3anucams pacnpeoeieHue
V(7) 6 A6HOM 8Ude He803MONHCHO. T10d9moMY npUXOOUmMCcs UCKamov OYeHKy JMux pacnpedeienul ceepxy. B npeononooice-
HUU, 4mo epems 6e30mKaznol pabomul bINUCTUMENLHOU CUCEMbL eCb CYMMA MHOZUX NEPEMENHBIX, 8 OaHHOU pabo-
me RONYueHbl Cledyloujue pe3yrbmamol. NOKA3AHO, YMO 34044y OYeHKU pacnpedeneHuti Cay4aino2o Yucia omKa3os
CUCMEMbL MOIHCHO PACCMAMPUBAMb KAK 3A0A1Y OYEHKU CKOPOCMU CXOOUMOCMU 8 YEHMPATbHOU NpedeibHoU meopeme
6 OAHAX0BLIX NPOCMPAHCMEAX, NPU HATUYUU ONPEOETIeHHbIX 0ZPAHUYEHULL HA 6pemsl 6e30MKaA3HOU pabombl  GbIYUCU-
MENbHOU CUCeMbl HAOeHbl 8ePXHUe OYEHKU OISl PACIPEOeNieHUl CIYYAliHO20 YUCia omKasos cucmemvl. Ilonyyennvie
OYEeHKU MO2ym OblMb UCNOAL308AHbL OISl OAIbHEUUUX UCCIEO06AHULL 8 MEeOPUU HAOEHCHOCIU GIYUCTIUMETbHBIX CUC-
mem. 3Hasi smu 8epxHUe OYEHKU, MONCHO NPOSHOZUPOBAMb YPOBEHb CPEOHUX 3AMpPam HA 60CCHIAHOGIEHUE GbIYUCTU-
MENbHLIX CUCmeEM, a makKdice O papadomKy CneyuarbHO20 MAMEMAMUYECKO20 U AI2OPUMMULECKO20 0becneueHus
cucmem ananuza, 0iA 3a0ay YnpasieHus, NPUHAmMuUs peueHuti U obpabomxu uHgdopmayuu.

Kniouesvie cnosa: svruuciumenvHas cucmema, ¢yHKL]u}Z pacnpe@eﬂenuﬂ, CUCMEeMHDBLLL AHATU3.

Introduction. Any space computing complex is a which are independent, have a normal distribution and
complicated system. A complicated system is understood  gg -0, Ee? =1. Thus, the Gaussian vector Y can be
as a set of functionally related heterogeneous devices de-
signed to perform certain functions and solve problems
facing the system. One of the important characteristics of _ o~
a system is its uptime. This characteristic is often consid- Y=A+ 2Vl
ered to be a random variable. However, such a mathe- . )
matical model is quite limited, since the uptime depends The representation of the Gaussian vector ¥ can be

on many characteristics (parameters) that describe a sys- used in various calculations. Ir} partlculgr, if we denote
tem. o =(4,e;,), then the characteristic function for the real s

written as

Therefore, the uptime can be assumed to be a continu- 4 random variable | y|2 has the form
ous random function of many variables. Such an assump- "

tion is used in the literature [1-15]. In this work we will . ols?
also stick to it. B e
It is known that the characteristic functional of a ran- 0 ,(s)= Eexp {zs| A| } ﬁ V1= 2sik
dom variable Y in the Hilbert space H is the functional v, ") \/1 —2sik,
¢y(£)=Eexpii(Z,X)}, It is known that the distribution F' (x) of a random

where z e H , (Z, Y) is the scalar product in H, i= [Z] g variable is uniquely restored by the form of the character-
is the sign of mathematical expectation. Let R be the co-  iStic function¢(?) :

variant vector of a random variable 4, EY = 4. If Yis a o _ ity
Gaussian vector in H, then its characteristic functional has F(y)-F(x)=— J' —d)(t)dt ,
the form:
. 1 then
0y (Z) = expli(4,2) ~—(RZ, XZ}.
: =TT 5
The converse is also true, that is, if Y has a characteris- \Y\h m

tic functional that meets these requirements, then its dis-
tribution is Gaussian.

The covariant operator R of the Gaussian vector Y is a
kernel and completely continuous one; therefore it has an ~ operator R of a Gaussian vector Y. Then the probability

Statement of the main results.
Theorem 1. Let A, be the eigenvalue of the covariant

orthonormal basis of eigenvectors e;, k= 1,2,... Letus of Y falling into a sphere of radius r is
denote A, , that is, the eigenvalue of the operator R, corre-
sponding to the eigenvector ¢;. Let A, > 0 be random P(|Y|H <”)——_[ —exp ——21n(1+ (21h,) ) x
variables st
. Y-4e) tr’ + ) arctg2th, +2nk 5
ut k=1 . tr
N X COS sin—dlt.
2 2
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Theorem 2. Let Abe the maximum eigenvalue
of the covariant operator R of a Gaussian vector Y. Then
the probability of Y falling into a sphere of radius 7 is
equal to:

2n
P(Y| <r)<— s1n—dt
: I t«4/1+ (210)?
The proof of Theorem 1. Since

P(Y, <r)=PYy, < %) then by the inversion formula:
2 2 2
P(Y|" <rY=F ,(r)-F , (0)=
¥y = =Fe 0D Fie ©

| *2 it e—itr2

[———0

2n 7 it

t)dt =
g, @

ﬂtr 0
e

it H\/1 2nxk

2
e ir 1

1 +001_

2n

—00

~ 1 +001_

LT iy,

=1

dt =

1 T1—(costr? —zsmtr) Hlmdt
271:

1

2Tc -[

Let us simplify the form of the function using the
properties of the functions of the complex variable [4]:

In(1 -2k, ) = In[1 + 2tk |+ i(arg(1 - 2ith, ) + 2mk)

it

Z In(1,2ith; )

£ 1—(costr? —zsmtr) 25

it

dt.

arg(l —2ith, ) = arctg2th, +2nk .

Substituting, we obtain

. 2 . 2 .
1Costr™ +smtr- —1
P(Y[, < r)— j t x

—OO

Z In(1+(2004)%) WzZ(arctgmk 2mtk)
X ek 1 e k=1 .
Let us use the properties of the functions of the com-
plex variable again:

—71( Z arctg 2t +21k)
k=1

e

> (arctg2eh, + 2mk)
k=1

> (arctg2eh,, + 2mk)
k=1

=cos +isin

2 2
In the future, for the convenience of calculations we
introduce the following notation:

Z (arctg2th, + 2mk)
C =cos*=! ,
2

> (arctg2ed, +2mk)
k=1

S =sin
2
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Substituting the introduced notation in the formula, we
obtain
Y 13 In(1+(2004)%)
2 2 1 e 4=
P(Y|, <r7)=—
(| |H ) o ,[

t

= Csintr? —iSsintr® +iCcostr® + S costr® —iC — S)dt =

1
. T — n(1+(20 )
2r t

L€ Y In(l+ (2%
1. J‘ k=1
2n t

—0

(Csintr? + Scostr® — S)dt +

(Ccos tr2 —C—Ssin tr2 )dt.

The imaginary part is 0, since the integrand is odd and
is considered on the entire axis (—o0;+o) . Then

P, <) =
L= 7% In(1+(2624)%)
e .
— (Csintr? + Scostr? — 8)dt.
2n o t
We take into account the following:

ZarcthIXk +2nk
k=1

sintr’ cos +

2

Zarcthtkk + 2mk
k=l

+ costr? sin

2

Zarcthtkk +2mk
=cos| tr* + 4=

2

z arctg2th, + 2mk
k=1

—sin
2

2 0
e+ Zarcthtk ¢ T 21k 2
k=l :

=2cos sin—.
2

2
As a result, the formula will take the form:

—7]n(l+(2t7\.k) )

1 e .
— j — (Csintr* + Scostr® — S)dt =
2n
1 2
T e—Zln(H(Ztk,{) )
=— X
2n t
r’ + Zarcthtkk +2mk )
x| 2cos k=1 sin— |dt =
2 2
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—lln(l+(2tkk )2)
e 4

X

o’ + Zarctg2tkk +2nk
k=l

2
sin— |dt
2

X | COS

2

Knowing that the function is symmetric with respect
to the origin of coordinates, we can write

00

1
— 1+ )

2 2 2 e
P(Y[ <r)=— X
(<=2 —
o+ Zarctg2tkk +2nk 5
x| cos k=1 sin— |dt.
2 2

The theorem is proved.

The proof of Theorem 2. The practical use of Theo-
rem 1 is difficult, since, firstly, the knowledge of all ei-
genvalues of A,is assumed, and secondly, the integral
sign contains infinite sums. Therefore, one has to confine

oneself to estimates from above the studied probability.
It's obvious that

exp{—_-Ejhm1+(2txk))

k=1

}HW

Let A =max,., A, , then

1 1
. <. .
tfi”“%ﬁiﬁg L+ o)

1
H4h+(2t}\‘ t \4/1+(2t7x
Consequently
z
P(Y|, <r<= j

Ty 1+ 4t2k2

Let us consider the integrand
o
sin—.
2

1
p(t) = —F——=
N1+ 4202
2

. . . r .
It is obvious that lim,_,, p(¢) —>7 , and it means the

an

function p(¢) is a bounded one. p(r) =0 at ¢ . The

function graph is a sinusoid ¢ — oo, p(¢) > 0.
Hence
2n

”Vb<”<—f

o 131+ 210)2
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The theorem is proved.
Thus, one can find the numerical values of the upper

probability estimates P(|Y | , <7) depending on the radius

of the sphere r and the maximum eigenvalue A of the
covariant operator R. Table was compiled for some values
of rand A.
Upper numerical estimates in the case of Gaussian
uptime of a computing system. Let
2n

ﬂxnz—j

L2
sm—dt

o 1+ 4t2?»2

If the random uptime of the computing system
is a normal random field, then its distribution determined
by the norm of the space C (K) can be estimated numeri-
cally from above. To do this, one only needs to know the
value of the maximum eigenvalue A of the covariance
operator R. Then using the embedding inequality [5] we

have:
<1]3J(x,1],
a a

the constant a is equal to a fixed number, which
is determined exactly depending on the number of vari-
ables d of the random field and the space H that is em-
bedded in C (K).

Conclusion. This paper is devoted to the reliability of
the computing system. One of the characteristics of the
computing system reliability is the random number of its
failures v (). The distribution v () is the distribution of
the sum of random times X; (¢) of the failure-free opera-
tion of the computing system, i = 1, ..., n. It is impossible
to write down the distribution v (7) explicitly. Therefore,
one has to look for an estimate of these distributions from
above. Assuming that the uptime X; (¢) of the computing
system is the sum of many variables, the authors of the
paper obtained following results:

— it is shown that the problem of estimating the distri-
butions of a random number of system failures can be
considered as the problem of estimating the rate of con-
vergence in the central limit theorem in Banach spaces;

— if there are certain restrictions on the uptime X (¢) of
the computing system, upper estimates are found for the
distributions F, () of a random number of system fail-
ures. These estimates can be written as

<Hvt<ﬂ£PWWh<ﬂ:PUﬂH

<= Tn B y
Fn(r)_[ wdn ]—i—cn (Inn)",
where N () is the normal distribution, the constants a, ¢
are determined earlier, the exponents B,y are determined
by the conditions on X ().

Numerical —upper estimates of the form
N(r) £ J(A,r) are found for the normal distribution N(r).

21r

P(|Y|H <r)<—j sm—dt

ti‘/l +(20)°

The estimates obtained can be used for further re-
search in the theory of computing systems reliability.
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Upper probabilities for P(|Y | c<r)

r A=1 A=2 A=3 r rA=1 A=2 A=3
0.1 0.0583 0.0415 0.0340 2.6 0.7586 0.6693 0.6034
0.2 0.1139 0.0817 0.0671 2.7 0.7659 0.6807 0.6161
0.3 0.1169 0.1200 0.0993 2.8 0.7724 0.6914 0.6282
0.4 0.2171 0.1580 0.1306 2.9 0.7783 0.7013 0.6397
0.5 0.2647 0.1941 0.1610 3,0 0.7836 0.7106 0.6506
0.6 0.3096 0.2289 0.1905 3.1 0.7884 0.7193 0.6610
0.7 0.3520 0.2624 0.2191 32 0.7926 0.7273 0.6708
0.8 0.3917 0.2945 0.2469 33 0.7965 0.7348 0.6801
0.9 0.4289 0.3253 0.2737 34 0.7999 0.7418 0.6893
1.0 0.4637 0.3549 0.2997 3.5 0.8029 0.7482 0.6972
1.1 0.4960 0.3831 0.3248 3.6 0.8057 0.7542 0.7051
1.2 0.5260 0.4101 0.3490 3.7 0.8082 0.7598 0.7125
1.3 0.5538 0.4358 0.3724 3.8 0.8104 0.7650 0.7195
1.4 0.5795 0.4603 0.3949 3.9 0.7124 0.7698 0.7261
1.5 0.6031 0.4836 0.4166 4.0 0.8142 0.7742 0.7323
1.6 0.6248 0.5057 0.4374 4.1 0.8159 0.7783 0.7382
1.7 0.6446 0.5266 0.4574 4.2 0.8173 0.7821 0.7437
1.8 0.6628 0.5465 0.4766 43 0.8187 0.7856 0.7489
1.9 0.6793 0.5653 0.4951 4.4 0.8199 0.7889 0.7538
2.0 0.6943 0.5830 0.5127 4.5 0.8210 0.7919 0.7584
2.1 0.7079 0.5997 0.5296 4.6 0.8219 0.7947 0.7627
2.2 0.7202 0.6154 0.5458 4.7 0.8228 0.7973 0.7668
2.3 0.7313 0.6302 0.5612 4.8 0.8224 0.7997 0.7706
2.4 0.7414 0.6441 0.5759 4.9 0.8237 0.8019 0.7742
2.5 0.7504 0.6571 0.5900 5.0 0.8251 0.8040 0.7776

The average number of system failures is 5. Bentkus V. Yu., Rachkauskas A. Yu. [Estimates of

0
H(r)= ZFn (r) , therefore, knowing the upper estimates
n—-1
for Fn (r), one can obtain upper estimates for H (r)
and predict the level of average costs for the restoration
of computing systems.
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ABOUT NON-PARAMETRIC IDENTIFICATION OF PARTIAL-PARAMETRED
DISCRETE-CONTINUOUS PROCESS

D. I. Yareshchenko

Siberian Federal University
26/1, Akademika Kirenskogo St., Krasnoyarsk, 660074, Russian Federation
E-mail: YareshenkoDI@yandex.ru

The paper considers a new class of models under conditions of incomplete information. We are talking about multi-
dimensional discrete-continuous processes for the case where the components of the vector of output variables are
stochastically dependent. The nature of this dependence is a priori unknown, but for some channels the a priori infor-
mation corresponds to both nonparametric and parametric type of the initial data in the process under study. Such
a situation leads to a system of nonlinear equations, some of which will be unknown, while others are known accurate
to the vector of parameters.

The main purpose of the model is to determine the forecast of output variables with known input, and for implicit
nonlinear equations it is only known that one or another component of the output depends on other variables that de-
termine the state of the object.

Thus, a rather nontrivial situation arises when solving a system of implicit nonlinear equations under conditions
where in one channel of a multidimensional system equations themselves are not in the usual sense, while in others they
are known up to parameters. Therefore, an object model cannot be constructed using the methods of the existing identi-
fication theory as a result of a lack of a priori information. If it was possible to parameterize the system of nonlinear
equations, then with a known input this system should be solved, since it is known and the parameterization stage is
over. However, in this case it is still necessary to evaluate parameters. The main content of this article is the solution of
the identification problem in the presence of a partially-parameterized discrete-continuous process, despite the fact that
the parameterization stage cannot be overcome without additional a priori information on the process under study.

In this regard, the scheme for solving the system of nonlinear equations can be represented as a certain sequential
algorithmic chain. First, on the basis of the available training sample, including all components of the input and output
variables observation, a residual vector is formed. After that, an estimate of the object output with known values of the
input variables is constructed based on the estimates of Nadarai-Watson. Thus, for given values of the input variables
of such a process, it is proposed to carry out a procedure for evaluating the forecast of output variables in accordance
with the developed algorithmic chain.

Numerous computational experiments, studying the proposed models of partially-parameterized discrete-continuous
processes have shown their rather high efficiency. The article presents the results of computational experiments illustrating
the effectiveness of the proposed technology for predicting values of output variables from known input variables.

Keywords: partially parameterized discrete-continuous process, identification, nonparametric estimates, KT-
models.

O HEHAPAMETPUYECKOM WJIEHTU®UKAIIMA YACTUUYHO-IIAPAMETPU30BAHHOI'O
JUCKPETHO-HENIPEPBIBHOI'O TPOLECCA

M. W. Apemenko
Cubupckuii henepanbHbIil yHUBEPCUTET
Poccuiickas ®enepanus, 660074, yn. Axkagemuka Kupenckoro, 26, xopi. 1
E-mail: YareshenkoDI@yandex.ru
B pabome paccmampusaemcs Hosbill Kiacc mooeneil 8 YCAo8uax HenoaHou ungopmayuu. Peus udem o muozomep-

HbIX ducxpemHo-Henpepbmelx npoyeccax ons caydast, K020a KOMNOHEHMbl e6eKmopa BbIXOOHBIX nepemMeHHvlx cmoxac-
mu4ecKu 3a6ucumsl, npuiem xapakmep MOt 3a8UCUMOCTIU anpuopu Heu3eecmeH, Ho N0 HeKomopviM Kanaiam anpu-
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OpHAs UHGOpMAYUsL COOMBEMCMEYen 00HOBPEMEHHO KAK Henapamempuieckomy, mak U Nnapamempuyeckomy muny
UCXOOHBIX OaHHbIX 00 uccaedyemom npoyecce. Ilo0obnas cumyayus npusooum K cucmeme HeTUHEUHbIX YDAGHeHUl,
O0OHU U3 KOMOPBIX OYOYym HeUu38eCmubl, a Opyeue U3BeCHHbl ¢ MOYHOCHIbIO 00 6eKMOPA NAPAMEMPOS.

Iasnoe HasHawenue Mooenu COCMOUm 8 ONPedeeHUl NPOSHO3A BLIXOOHbIX NEPEMEHHBIX NPU U3BECHIHBIX 6XOOHbIX,
npudem OJisi HESIGHbIX HEIUHETIHBIX YPAGHEHUT U36ECHIHO TUULb MO, YMO Md UIU UHASI KOMROHEHMA 8blX00d 3A6UCUN OM
Opyaux nepemennbix, Onpeoessiomux cCocmosHue 00vbexma.

Takum obpazom, 603HUKAEm 00B0IbHO HEMPUSUATbHASL CUMYAYUsT PEULeHUsT CUCEMbl HESIBHbIX HeTUHENHbIX YPas-
HeHUll 8 YCI0BUSIX, KO20d NO OOHUM KAHAIAM MHO2OMEPHOU CUCIMEMbL CAMUX YPAGHEHUTI 8 ODLIYHOM CMbICILe Hem, d NO
Opyaum OHU U3BECTHBL ¢ MOYHOCMbIO 00 napamempos. Cnedo8amenbHo, Mooelb 00beKma He Modicem Obimb noCmpoe-
HA ¢ NOMOWbIO MEeMOO08 Cyujecmayroujell meopuu UOeHmupurayuu 6 pe3yivbmame HeOOCMAamKa anpuopHol uHghopma-
yuu. Ecnu 61 MOJICHO ObLIO NAPAMemMpU308aMb CUCIEMY HETUHENHbIX YPAGHEHULL, MO NPU U3BECMHOM 6X00e Cled08al0
Obl pewiums dmy cucmemy, HOCKOIbKY OHA 6 OAHHOM CyHae U3BECMHA, pa3 SMan napamempusayuu npeoooieH, npag-
0a, 6 smom ciyuae HeoOX00UMO ewje 8bINOIHUMb OYeHKY napamempog. OCHOBHbIM codeplcanuem Hacmosueli cmamou
s6151emcsl peulerue 3a0ayu UOeHMUGUKAYUL NPU HATUYUY YACMUYHO-NAPAMEMPU308AHHO20 OUCKPEMHO-HENPePbleHO20
npoyecca, npu MomM IMAaAn napamMempu3ayuu He Modjicem Obimb npeodoier 6e3 00NOIHUMENbHOU anpuopHoU UHGop-
Mmayuu 06 ucciedyemom npoyecce.

B smoti ceaszu cxema pewienusi cucmembl HeIUHEUHBIX YPAGHEHUL MOdCem Oblmb NPEOCmagieHad 8 8Ude HeKOMOpPOoU
nociredosamenvhou areopummuyeckou yenouxu. Crauana Ha OCHOBAHUU UMelowjelcs odbyyaiowel 6blOOPKU, KO-
yaiowell HabI0OeHUsl 6CeX KOMNOHEHN 8XOOHBIX U BbIXOOHLIX NEPEMEHHbIX, (PopMupyemcs gekmop Hees3ok. A yoice
nocie 2Mmo2o OYeHKd BbIX00d 00beKma Npu U3GECHHBIX 3HAYEHUSX BXOOHbIX NEPEMEHHbIX CMPOUMCS HA OCHOBAHUU
oyernox Haoapas — Bamcona. Takum o6pazom, npu 3a0aHHbIX 3HAYEHUAX BXOOHBIX NEPEeMEHHbIX MAKo20 npoyecca
npeonazaemcs OCyWecmaums npoyeoypy OYeHUBaHUs NPOSHO3A 6bIXOOHBIX NEPEMEHHBIX 8 COOMBEMCMEUU ¢ pazpabo-
MAHHOU ANOPUMMUYECKOU YenOYKOU.

Mnozouucnennvie 8blyUCIUMENbHBIE IKCHEPUMEHMbL HO  UCCIe008AHUIO Npedlazdemblx Mooenell 4acmudHo-
napamempu308aHHbIX OUCKPEMHO-HENPEPLIGHBIX NPOYECcco8 NOKA3AU OOCMAMOUHO 6bICOKYIO UX IPhexmusnocmo.
B cmamue npugoosimesi pe3yibmamul blHUCTUMENbHBIX IKCHEPUMEHMOS, ULIOCMPUPYIOUUX 3phexmuenocms npedia-
2aemMoil MeXHONO2UlU NPOSHO3A 3HAYEHUL BLIXOOHBIX NEPEMEHHBIX HO U3BECHHBIM 6XOOHbLM.

Kniouegvie cnosa: wacmuuno-napamempu3o8anHulli OUCKPEMHO-HENPEPbIEHbLIL NPOYECC, UOeHMUDUKAYUs, Henapa-
Mmempuueckue oyenxu, KT-mooenu.

Introduction. In numerous occasions for many tech- A special feature of KT-processes is that equations of
nological, manufacturing, and multidimensional processes  relations between input and output variables with accu-
of a discrete-continuous nature, researchers are put racy to the vector of parameters are known for some
in conditions where it is necessary to build a model channels of the multidimensional system, but are not
of the process under study. These processes are dynamic  known for the other channels, causing the fact that the
in nature, but controlled at discrete intervals, including mathematical description of the object is presented in the
different ones, which results in dynamic processes to be ~ form of some analogue of the system with partially pa-
seen as inertia-free with a time delay. For example, when  rameterized F, (u, x,oc) =0, j= I,n and unknown func-
grinding any materials (clinker, coal), the time constant ’ —
is 5-10 minutes, and the control of the output variable, tions with the view F; (u,x) =0, j=1Ln. Thus, the prob-

such as the fineness of grinding, is measured every two  |em of identification is reduced to the problem of solving
hours. In this case, the investigated process can be pre-  ihe system of nonlinear equations of a partially-para-
sented as inertia-free with delay [1]. meterized discrete-continuous process with respect to vector
Similar processes are often found in mining or proc- components, and known values of input variables u. Specific
essing industries, such as metallurgy (steel smelting), jdentification tasks will diverge by different amount of a
power industry (coal burning), construction (cement pro- priori information on different channels, and by the fea-
duction), oil refining (diesel purification) [2], and social  tyres of ongoing processes. What is important here is that
sciences, including education (student learning) [3]. we have to face a system of different equations in terms
However, the most interesting and important thing is  of mathematics, the solution of which will require devel-
that while researching different processes there is a class  opment of special methods. In this case, it is advisable to
of processes that is classified as T-processes [1]. Similar  yse methods of non-parametric statistics [5; 6].
processes have stochastic dependence of output variables KT-processes. Currently, the role of inertia-free sys-
and require alternative methods of identification and con-  tems with delay identification is increasing [7; 8]. This is
trol, slightly different from conventional ones. The main  because some of the most important dynamic object out-
thing here is that identification of such objects should be  put variables are measured at long intervals of time, far
carried out applying non-traditional for the existing theory  exceeding the time constant of the object.
of identification methods [4]. It is also interesting for the Let’s consider a general scheme of a discrete-
cases where a priori information corresponds to both non-  continuous process that functions under conditions of
parametric and parametric types of raw data on the proc-  diverse a priori information, including non-parametric
ess under investigation. Such processes are classified as  uncertainty, which is consistent with identification theory
KT processes [1]. in a broad sense.
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A feature of multidimensional object identification is
that the process being investigated is described by a sys-
tem with implicit stochastic equations.

Fy(u(t=7), x(1), &(t))=0, j=Ln, (1)
Where on some channels F,(-) are unknown, and on

other channels are known, t — on different channels of
multidimensional system [1]. Further, for simplicity <
will be omitted.

In general view, the investigated multidimensional
system implementing the KT process can be shown
in fig. 1.

In fig. 1 the following symbols are set: u = (u,...,u,, ) —

m-dimensional vector of input variables, x = (xl,...,xn) -

n-dimensional vector of output variables, i(t) — random

interference influencing the process, vertical arrows indi-
cate stochastic dependence of output variables, arc arrows
show internal connection between variables, which is
characteristic of a specific investigated process. Clearly,
the nature of some relations remains unknown to the re-
searcher.

Through various channels of the process under study,
the dependence of the j component of vector x may be
represented as some dependence on certain components

of vector u: x*7 = f, (u<j>), j=1,n. Such functions are

J

determined by the researcher on the basis of available
a priori information and are called a composite vector. A
composite vector is a vector composed of some compo-

: <j> _
nents of the corresponding vector, u™/” =(x,,xs,X;,%;)

in particular. It may also be any other set, for example,

<5> <5> - :
u™” = (uy,uy,ug) where u is a composite vector,
or x> = (u,,u3,x,) . In this case, the system of equations
becomes:

Fvl (u<j>,x<j>,oc):0,
F, (u<-/>,x<-/>,oc) =0,
Jj=Ln, ()
Fn,l (u<j>’x<j>):()’

F (u<j>,x<‘i>)=0.

n

where ﬁj (-) partially parameterized or unknown, o is a

vector of parameters.

KT-models. Multidimensional processes which out-
put variables acquire unknown stochastic relationships
were called T-processes, so their models are respectively
called T-models [1]. K-models are based on the use of
diverse a priori information across different channels of a
multidimensional object.

A KT model combines T-model elements with K-
model elements and is a model in which there is a set of
relationships between input and output variables, where
dependences are known through some channels, for ex-
ample, by focusing on the laws of physics, but unknown
in other channels.

The main feature of modeling such a process in condi-

tions of non-parametric uncertainty is the fact that the
type of functions F/(u<j>,x<f>):0, j=Ln is known

for one certain channel and unknown for another. Natu-
rally, the model system can be presented as follows:

- <G> <> oA .
E(u 77 x™ ,(x)zO,
- <j> <j> 2\_n.
Fz(u ,X ,OL)—O,
F

<j> _<j> = =\_n.
n—1(” ,X77X u)—O,

e (59> vy 5 )=
Fn(u X ,xs,u_s,)—O.

where X_,i; — time vectors (a data set, obtained by s-time

point), in particular X = (X0 X, ) =

=(xl1,xlz,...,xlS,...,xZI,x22,...,xzj.,...,xnl,x,ﬁ,...,xns), but
in this case some £, (-), j=1,n remain unknown. There-

fore, let’s consider the task of constructing KT models
under non-parametric uncertainty that is under conditions
where the system (3) is known for some channels and is
not accurately known for others.

So let the input of the object receive input variable
values, which are certainly measured. The presence of a

learning sample x;,u;,, i=1,s is necessary. In this case,

estimation of the components of the output variable vec-
tor at known values, as already mentioned above, causes
the need to solve the system of equations (3).

&(e)
i, (7) . f x (1 )_;
n,(7) ; T X, (f)'_
u, (I) E > E v Y (f)=

Fig. 1. Multidimensional system

Puc. 1. MHOrOMepHas cucrema
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In case the dependence of the output component on
the component of the vector of input variables is not
known, it is natural to use non-parametric estimation
methods [9; 10].

The problem is that with a given value of the input
variable vector u=u', it is necessary to solve the
system (3) with respect to the output variable vector x.
For some channels of the multidimensional system, where
equations accuracy within parameters is known, coeffi-
cients are found, for example, by the method of stochastic
approximations [11]. For other channels where relations
are unknown, the following algorithm chain [1] must
be applied. First, inconsistencies are calculated by
formula:

:F L_na

Sij . (u<j>,x<j> (i)’xs’ﬁg)’ ] (4)

where F(u<’>,x<’>(i),)?s,ﬁs) is accepted as non-

parametric estimates of Nadarai-Watson regression [12]:
e ()= (“<j>’xj (l))
SopTo[* 1]
i=l1 suk

(i)

where j=1,n, ,<m> — composite vector dimensions

uy —u,[i]

csuk

F,

&

—u,[i]

)

=x;(i)-

s <n>

2]

i=1 k=1

u, . Bell curve function ® and blur parame-

ter ¢, ~comply with some convergence condition, so

obtain the following:

D) <oo; c;! I (D(cs_l(u—ui))du=l; (6)
Qx)
lim, ,, c,'® u—u;)|=06(u—u,),
()=o)
lim;_, c, =0, lim _,_ sc, =oo.

Next step is estimation of conditional mathematical
expectation:

®)

As estimate (8) we accept non-parametric estimate of
Nadarai-Watson regression [12]:

X; :M{x|u<j>,£:0}, jzl,_n.

s <n> [ ] <m> € 2[1]
S el 2O o[ 2
A =l su ky=1 SE
J s <n> <m> >
e S
i=1 k=1 Cou ky=1 Cse

=Ln,
where bell curve (D() may be accepted in the form of

triangular kernel (10) and (11), complying with the condi-
tions (6), (7).
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1_|“k1 —uy, [i]| |ukl —uy, [i]| »
Up, — Uy [l] _ Cau ' Cou ’
CD[ | Cou | ]_ |”kl — Uy [i]| (o
0, >
CSM
. 0-¢,, [i]|, o-et]
(I)[Skz[l]]: Cse Cye an
Cee |0 g, [i]| §
T2

S€

Algorithms (5), (8) and (9) are an algorithm chain
necessary to calculate the prediction of the components of
the output vector under the known input components [1].

While carrying out this procedure, we obtain values of
output variables x at input influences on the object u=1u',
which is the main purpose of the desired model that can
further be used in different control systems [9], including
organizational systems [3].

The accuracy of the simulation is estimated by the fol-
lowing formula:

[ -, ()

_ =1
g=it

S
2l =5

i=1

(12)

where x; — object observation, x,(u;) — object output

forecast, x — average value for every vector compo-
nent X .

Computational experiment. An object with five
input variables u =(u,u,,us,u,,us), and three output

variables x =(x;,x,,x;), was taken for the computational

experiment. For this object, a sample of input and output
variables was formed based on the system of equations
of two parametric and one non-parametric channel.
As a result, a learning sample was obtained i, X, , where

§2778 2
i, X, are time vectors. If the task was to be solved for a

real object, the learning sample would be formed as a
result of measurements carried out by the available con-
trol means. In the case of stochastic dependence between
output variables, it is natural to describe the process, for
example, by the following system of equations:

Fxl(xl,x3,u1,u2,u5):O;

(13)

Fop (%1%, 14,u5) = 0;
F (xl,x2,x3,u2,u3,u5)=0.

Once a sample of observations has been obtained, it is
possible to proceed with the task under study — to find the
forecast of the values of the output variables x under the
known input u. For the case where there was an equation
dependency across the two channels, the coefficients were
found applying the stochastic approximation method.

To begin with, the inconsistencies are calculated ac-
cording to the procedure described above. Let us present
the inconsistencies in the form of a system:
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N B i i L.
sl(z)zﬂ(xl,x3,ul,u2,u5),

N (i1,
82(1)=F2(x1,x2,u4,u5), (14)
. r TR A R B A
83(1):F3(xl,x2,x3,u2,u3,u )
where ¢;,/=1.3 - inconsistencies, for which corre-

sponding components of the output vector cannot be ob-
tained from parametrical equations.

Forecast for system (13) is performed according to
formula (9) for each component of object output.

Input variables of newly generated input variables, i.
e. not included in learning sample, are supplied to object
input.

The tunable parameter will be the blur parameter,
which in this case will be taken to be 0.4 (the value was

determined as a result of numerous experiments to reduce
the quadratic error between the output of the model and
the object) [13; 14], the blur parameter will be taken the
same when counted in formulas (5) and (9), sample size
s =2000, interference &=0.07. By component, we pro-

vide graphs for the object outputs x;,x, and x;.

In fig. 2—4 ‘X’ shows the values of the variable output
and the point of the model output. The figures demon-
strate a comparison of the test sample output vector com-
ponents true values and their predicted values obtained
using algorithm (5)—(9). The figures show 20 sampling
points due to the simplicity of results presentation, i. e.
each one-hundred sampling point. The figures show that
the model describes the object quite well at the interfer-
ence of 7 % acting on the components of the output vari-
ables.

xl(r) A
:El(l‘) o . 6 Object Q
Model
i R —0¢
O X =
X R
4 X O
& = O X
2T Q |
% X 5, R X .
\1.5/ 10 iS éO -

Fig. 2. Forecast values of the output variable x; with interference 7 %

Puc. 2. [Ipornosuele 3Ha9€HMs BBIXOAHOM IIEPEMEHHOM X, IIpu nomexe 7 %

xg(f) A
%) o Object Model
Q O —»X —O0
O O X
6 O X % o é
X & o X
- o
! O . X o o R o] O
X o) X X X
r o X
i
0 s To s L >

Fig. 3. Forecast values of the output variable x, with interference 7 %

Puc. 3. Ilpornosueie 3Ha4eHUs BBIXOAHOM NepeMeHHON X, 1pu nomexe 7 %
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—.,O
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X
X i
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Fig. 4. Forecast values of the output variable x; with interference 7 %

Puc. 4. TIporso3Hble 3HaU€HUs BBIXOJHOM IIEPEMEHHON X3 npu nomexe 7 %

In fig. 3, the prediction of the output variable is
slightly worse than for the rest of the output variables, this
may be affected by: the quality of the learning sample, the
dependency of the variables, random interference, blur
parameters, etc.

Conclusion. In the present work, the problem of iden-
tifying partially parameterized retarded multidimensional
objects has been discussed. A number of features which
appear include the fact that the identification task is con-
sidered in conditions of non-parametric uncertainty and,
as a consequence, cannot be presented with precision to a
set of parameters. Such processes can be well used in
various control systems [15]. Based on the available a
priori hypotheses, the system of equations describing the
process is produced using composite vectors x and u.

However, functions F(-)continue to be unknown for

some channels. The article discusses the method of calcu-
lating output variables of an object with known input
variables, which allows to use them in computer systems
of various purposes.

It should also be noted that KT models have found
their application in the actual catalytic hydrodepaffiniza-
tion process (or diesel purification process) and, as a re-
sult of computational experiments, have produced suffi-
ciently satisfactory results [2].

Numerous computational experiments have shown
quite satisfactory KT simulation results. Issues related to
the introduction of different interferences, different vol-
umes of learning samples were studied, as well as objects
of different dimensions were investigated [4].
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ANALYSIS OF THE ADS-B AIRSPACE MONITORING SYSTEM
A. R. Akzigitov, R. A. Akzigitov, U. V. Ogorodnikova, D. V. Dmitriev*, A. S. Andronov

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
*E-mail: gerundiy48@gmail.com

One of the most important aspects of flight safety is awareness of AC air position (AC is the short for aircraft). The
leading method of stating AC airspace location is the use of radar systems — primary, secondary, combined primary —
secondary surveillance radars-though radar systems have significant drawbacks. However, at present, more advanced
technologies are also in use, for example, ADS-B and multilateration. This article is focused on ADS-B broadcasting.
Global coverage, low cost, great amount of obtainable information makes Automatic Dependent Surveillance — Broad-
cast a highly efficient system. Application of the method for AC air positioning is equally effective for helicopters, espe-
cially for those operated by special emergency services. As for the infrastructure of air navigation, the research in this
sphere is focused on surveillance systems necessary for reliable control of increasing air traffic. The problem of better
awareness of AC air position is still acute and has always been the object of extensive research. At present, home-
manufactured civil aviation helicopters are practically never equipped with ADS-B transponders, and hardly ever use
the available resources of transceiver-based surveillance systems. The objective of the analysis presented is to demon-
strate the applicability of Flightradar system options, as well as implementation of ADS — B transponders for helicopter
fleet. Operating surveillance systems like Flightradar may considerably increase flight safety by improving the aware-
ness of helicopters current air position.

Keywords: transponder, monitoring, aircraft (AC), aviation, flight safety, helicopter, airspace, control.
HNCCIEJOBAHUE CUCTEMbBI MOHUTOPUHTI' A BO3AYIIIHOTI'O MTIPOCTPAHCTBA ADS-B
A. P. Axzururos, P. A. Axzururos, 0. B. Oropogauxosa, /1. B. Imurpues*®, A. C. AHIpoHOB

Cubupckuii rocy1apCTBEHHBIN YHUBEPCUTET HAYKH U TEXHOJIOTHH MMeHH akajnemuka M. @. Pemernena
Poccutickas @enepamus, 660037, r. KpacHosipek, mpoct. uM. ra3. «KpacHosipckwnii pabounii», 3 1
*E-mail: gerundiy48@gmail.com

OO0HUM U3 BAJICHEUWUX ACNEKMO8 8 0bacmu 6e30NaACHOCMU NOAEMO8 SAGNAEMCA 0C8E00MAEHHOCb 0 MECTONON0-
grcenuu 8030ywHbIX cy006 (BC). Ocnosubim memooom onpedenerus mecmononodicenus BC ¢ npocmpancmee sensiemcs
UCHONIb30BAHUE PAOAPHBIX CUCTHEM. NEPEUUHDBIX, BMOPUUHBIX, COBMEUWEHHBIX NEPEULHO-EMOPUYHBIX 0D30PHBIX PAOUOLO-
Kamopos, HO Y padapHulX cucmem ecmo cywecmeennvie nedocmamiu. OOHAKO celudc ucnonw3ylomes u boiee cogpe-
MeHHble mexHono2uu, Hanpumep, makue kax ADS-B u mynemunamepayust. B oannoii pabome axyenm 6ydem nayeien
Ha paouosewianue ADS-B. Ilokpvimue gcetl nosepxHocmu 3emau, HU3KAs CMOUMOCTb, 0OUUPHOCHb NPe0OCHAsiAeMOol
uHgopmayuu deiaem asmMoMamuyecKoe 3asucumoe Habuoodenue — sewjanue Kpaiine sghgpexmusnoi cucmemou. Hc-
NOMb308aHUEe MAKO20 Memoda onpedeietus nonoceruss BC sigisiemces akmyanvHulm U Ol 6epMOJIemos, 8 0COOeHHO-
Cmu, COCMOAWUX 8 NApKe CNeYudIbHblX Caydch. B obracmu asponasueayuonHol uH@dpacmpykmypvl 00beKmamu uc-
Ce008aHUsL AGIAIOMCA CUCeEeMbl HAOM00eHUs, HeobXooumble 0 De30NACHOU OPLAHUZAYUY PACMYUUX 00bEMO8 603-
Oyunoeo dgudicenus. IIpobaema ysenuuenus océedomueHnocmu mecmononodicenuss BC 6 npocmpancmee sensiemcs éce-
204 aKmyanbHOU U umeem OOUWUpHoe KOIUYeCmeo ucciedo8anull @ amotl obracmu. Ha dannvlii momenm omeyvecmeen-
Hble 8epMoaemvl epancOaHcKoll aguayust npakmuyecku ne ochawaiomes ADS-B mpancnondepamu, a maxoice He uc-
NOABL3YIOM OOCMYNHbIE Pecypcyl cledaujell cucmemyl Ha baze dmux npuemonepedamuyuros. Llenvio ucciedosanus a6is-
emcs 000cHoBanue npumenumocmu pecypcos cucmemsl Flightradar, a makoce ocnawenue napka eéepmonemos ADS-B
mpancnondepamu. Ilpumenenue crnedsweii cucmemvl, maxou kax Flightradar, nozeoium 3nauumenbHo yeeauuums
6e30nacHocmb NOAEmMo8 Nymem YIyHeHust 0C8e0OMICHHOCHIU O O8UIICEHUU GePMONENO8 8 NPOCMPAHCMEe.

Kniouesvie cnosa: mpchnOHdep, MOHUMOPUHS, BC, asuayus, be3zonacnocmo noJjemoe, eepmo.Jiem, 8030)/1441—[06 npo-
cmpaHcmeo, KOHmpoJio.
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Introduction. The awareness of AC air position is
one of the most important aspects of flight safety. The
leading method for AC air positioning is the use of radar
systems: primary, secondary, combined primary — secon-
dary surveillance radars, regardless of significant draw-
backs of these systems [1; 2]:

1) No coverage of vast water areas and polar regions
of the Earth.

2) No built-in mechanism for detecting invalid data in
request or response signals.

3) The accuracy parameters are limited by the delay
tolerance of the transponder, making the system unsuit-
able for aerodrome monitoring.

4) The high cost of radars hampers their promotion in
hard-to reach regions.

However, there are such advanced technologies as
ADS-B and multilateration. In the article, the main object
of analysis is ADS-B radio broadcasting. Its characteris-
tics — coverage of the entire globe, low cost, the amount
of provided information — make automatic dependent sur-
veillance-broadcast a highly efficient system. This AC air
positioning method is also applicable for helicopters, in
particular, for emergency helicopter fleet. This allows
effective monitoring of helicopters operated in hard-to-
reach areas, as well as carrying out efficient rescue opera-
tions [3].

When used for air-to-ground surveillance, ADS-B of-
fers significant advantages in the way of flight safety
compared to procedural air traffic control without radar
surveillance. ADS-B data can be used in application of
such automatic safety tools as short-term conflict-warning
signals, ATC instructions of keeping the cleared flight
level, of keeping to the routing line, warnings of entering
the danger area — all these increase the level of flight
safety and airspace security. With the surveillance equip-
ment, the air traffic controller has a much better picture of
the environment [4; 5].

Mathematical method. Operation of Flightradar sys-
tem is based on the map showing the planes that are cur-
rently airborn.

ADS-B functions demonstrate application of various
methods and frequencies, in particular, the extended 1090
MHz squitter, as well as the universal access transceiver
(UAT) (978 MHz) and a VHF digital link (VDL) of mode
4 (118-137 MHz).

Considering that ADS-B messages are radio-
transmitted, they can be read and processed by any suit-
able receiver. Consequently, ADS-B is able to support
both the ground function and the ASA function.

To receive and process ADS-B messages, ground sur-
veillance stations are set up. In case of on-board versions,
aircraft equipped with ADS-B receivers can process mes-
sages from other aircraft in order to determine their air
position [6].

Attitude and speed data are transmitted twice per sec-
ond. The aircraft identifying code is transmitted every
five seconds. The ADS-B extended squitter (ES) trans-
mission is integrated in many S-mode transponders, al-
though that can also be performed by a transponder with-
out the S mode. This analysis below concerns the intro-
duction of certain technical solutions for the systems of
AC monitoring in flight, with subsequent assessment of
the performed modernization. The methods of carrying
out AC modernization, the validity of decisions, the effi-
ciency assessment are presented in the form of recom-
mendations.

The radar refresh rate is one message in 4 s, the ADS-
B rate — 0.5 s, and the RTK — 0.2 s. So, within the same
time interval, more messages will be transmitted through
the RTK than by means of the radar and the ADS-B, and
radar messages will be least frequent [7; 8].

The data must be synchronized in order to obtain the
accuracy of radar and ADS-B, and to compare the per-
formance of radar and ADS-B. For this, the asynchronous
multi-surveillance data must be extrapolated to keep pace
with each other. The synchronization progress of ADS-B,
radar and RTK is shown in fig. 1.

First, it should be noted that the time is just the same
for the ADS-B data, the radar data, and the basic data.

Radar point

Radar Data .
|

RTK Data

|
[

ADS - B Data . -

ADS - B point

"'ll@."'"“l"l"ll"‘l“l

Fig. 1 The ADS-B, radar and RTK data synchronization progress

Puc. 1 Iporpecc cuaxponuzanuu ADS-B, PJIC u PTK
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Then one can process the rest of the ADS-B data, the
radar data and the basic data, so that they all are synchro-
nized. Then, the following steps are performed [9]:

1) For the radar data, the reference time registered in
the radar data is extracted, and the time T1 is marked.

2) The reference time registered in the initial data as
the closest to T1 is extracted, and marked as T2.

3) Then, the location message (LA1, LO1), velocity
message (V1) and heading message (H1) from T1-related
radar data are received. The heading is determined
as the angle between the AC flight direction and the true
north heading, and H1 is taken from the radar messages
of the radar station. This initially results from calculating
the angle between the target and the antenna beam guid-
ance.

4) This way, an extrapolated message of location
(LAI1E, LOIE) related to (LA1, LO1), V1 and H1 can be
obtained.

The expressions are as follows:

{LAlEzLA1+(T2 —T,)V,cosH|, O

LOIE = LO1 + (T, - T,)V; sin H,.

5) Further, the reference time registered in the ADS-B
data as the closest to T2 is extracted, and marked as T3.

6) Then, the data on location (LA3, LO3), velocity
(V3), and heading (H3) related to T3 are received from
the ADS-B. H3 is taken from the ADS-B messages sup-
plied by the station. Initially it was obtained from the
navigation data source, and it is more accurate than the
radar data.

7) An extrapolated message of location (LA3E, LO3E)
related to (LA3, LO3), V3 and H3 can be obtained.

The expressions are as follows:

{LA3E =LA3+(T, - Ty)V; cos Hy, ®

LO3E = LO3+ (T, — Ty)V; sin Hj.

In the radar data, the location message is expressed in
polar coordinates, and the ADS-B data location message
is expressed in WGS-84 coordinates. To compare the
ADS-B data and the radar data, it is necessary to convert
the polar coordinates to WGS-84 coordinates [10].
The conversion method presumes that, first, the oblique
range, deviation angle and altitude are extracted from
the radar data; next, the relative longitude and latitude of
the radar station is calculated; finally, the sought longi-
tude and latitude are obtained by adding relative longitude
and latitude to the longitude and latitude of the radar
station.

It is assumed that (¢, 1) represent the longitude and
latitude of the radar station, (latitude, longitude) are the
latitude and longitude of the plane, (o, B) are the relative
longitude and latitude of the radar station, h is the level of
the plane, r is the oblique range, and 0 is the deviation
angle.

Transformation expression for latitude:

NP —h? -cos9=R-(oc-i),

180 3)
latitude = oL+ .

Transformation expression for longitude:

[2 32 . T
r“—h” -sin@ = R - cos(latitude) - (B 180)’ @
longtitude = + 1.

It becomes obvious that the error between the position
derived from the above expressions and the actual posi-
tion is considerable, because the Earth is regarded as per-
fectly spherical, regardless of the problem of its eccentric-
ity (the Earth is actually an ellipse). Hence, we improve
the method [11; 12]:

1) The Earth coordinates issued by the radar station
are converted to the Earth-centered and fixed (ECEF)
coordinates;

2) The oblique range, deviation angle and altitude are
extracted from the radar data in order to calculate the Car-
tesian coordinates of the plane;

3) the Cartesian coordinates of the plane are converted
to ECEF coordinates;

4) the ECEF coordinates are converted to WGS-84
coordinates.

The expressions for making these conversions are as
follows:

1) Expressions for converting the Earth coordinates to
ECEF coordinates:

x,=(c+H,)cosL,cos\,;
y,=(c+H,)cosL, sink,; 4)
z, =(c(1—e*)+H,)sinL,,
H, ) — Earth coordinates of the station
z,) — ECEF coordinates; e — oblique

where (L., A

radar; (x,,

ro
Yrs
range

= tt (6)

J1-e?sin(2L)

where E, — Earth radius.
2) Expressions for converting polar coordinates to
Cartesian coordinates:
X, =rcosncos6;
¥, =rcosnsin6; 7N
z, =Frcosm,
where (r, ©, m) — polar coordinates of the plane;

(X, Yu» z,) — Cartesian coordinates.
3) Expressions for converting Cartesian coordinates to
ECEF coordinates:

X, (k) =X, +RX,, (k);
—sinA, —sinA,cosk, cosL,cosh,
R=| cosA, —sinL,sink, cosLsini, |;
0 cosL, sinL, ()
x (k) =[x, (k)y, (k)z,, (O]
x, =[xz, ]T .
where X, (k) — ECEF coordinates of the plane;

X, (k) — Cartesian coordinates of the plane; x, — ECEF
coordinates of the radar station; L., A, — longitude and
latitude of the radar station.
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4) Expressions of ECE coordinates through Earth co-
ordinates:

a=@"—-4%")/(1-é%);
b=(@?-4%"/(1-¢%);
g=1+13.52%(a® -b*)/ (z* - b)%;

p=Rla+Ja-1;

t=(Z2+b)p+p )/12-b/6+2%/12;

L:arctg{[z/2+\/;+\/z2 /4—b/2—t+az/(4x/;)]/r};
A =2arctg[(y/x* + y* —x)/ ¥l
©))

where (x, y, z) — ECEF coordinates of the plane; (L, A,
H) — Earth coordinates of the plane; 4 — Earth semi-axis.

Accuracy assessment. To assess accuracy, taking the
radar and the reference point data of the same time, we
can obtain the distances between the synchronized ADS-
B and the reference point data, and the distance between
the synchronized radar and the reference point data. From
the results of three flight tests performed, we can obtain
the data presented in fig. 2.

The X coordinate is the error packet, and the Y coor-
dinate is the percentage of the message. The ADS-B data
are shown in blue and radar data — in red. Obviously, the
ADS-B message volume is greater than that of the radar
in a limited error packet, and it is less in a larger error
packet, so we can conclude that the accuracy of the ADS-
B data is higher than that of the radar data [13].

To present the ADS-B system in a more illustrative
way, certain researches of Chinese scientists were taken

as the source of data. Observations were performed at
Chengdu ground station.

Accumulation of ADS-B data reports from Chengdu
ADS-B ground station for flight tests helps to determine
the NUC distribution. As well, in case of collecting the
ADS-B reports from Chengdu ADS-B ground station for
about 40 days, we can determine the NUC distribution
shown in fig. 3.

The number of reports received from Chengdu ADS-B
ground station amounts to 41,776,974. The x-coordinate
shows the value of NUC, and the y-coordinate — the per-
centage of the message. The red bar indicates a report that
cannot meet the requirements of the radar service, and the
green bar indicates a report that meets these requirements
[14]. Chengdu ADS-B ground station data integrity as-
sessment is presented in fig. 4. Most reports where NUC
is larger than 4 comply with the requirements of the radar
service, and most of the messages with NUC being 6
and 7 are of high quality.

Conclusion. For Russia, it is especially important to
apply ADS-B for helicopters of the Ministry of Emer-
gency Situations. This will improve the efficiency of res-
cue operations, awareness of the aircraft operation in re-
mote areas. For example, in Canada and the United States,
oil companies actively use ADS-B — equipped helicopters
for flights to offshore oil rigs; the same is quite acceptable
for Russian distant oil platforms [15].

The above-presented method meets most require-
ments. Using Flightradar surveillance system will in-
crease flight safety. When the system employs ADS-B
transmitters, the coverage area extension becomes incom-
parably cheaper than the cost of deploying radars. As the
installation of transmitters in helicopters presents no diffi-
culty, the improvement can be made without significant
engineering changes.
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35 1

25 1

15 -

[0-30] [30-60]
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o

Fig. 2. The results of the accuracy evaluation of the ADS-B data in three flight tests
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Fig. 3 Assessment of ADS-B data integrity
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Fig. 4. Assessment of ADS-B data integrity (data of Chengdu ground station)

Puc. 4. Onenka uenoctHocT naHHbIX ADS-B HazemHol cranuuu B YsHay

The efficiency of the surveillance system is substanti-
ated by the given comparative analysis. The general part
is a review of the Flightradar system and the basic ADS-B
transponder it employs; there is also a review of alternate
data sources that can be processed by this surveillance
system.
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FEATURES AND MODERNIZATION METHODS OF THRUST MEASUREMENT DEVICES
FOR LIQUID ROCKET ENGINE TEST STANDS

A. M. Begishev’, V. Y. Zhuravlev, A. S. Torgashin

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
"E-mail alex-beg95@mail.ru

During the liquid rocket engines (LRE) testing, direct thrust measurement is carried out using thrust measurement
devices. The aim of the work was, on the basis of existing data from the theory of tests and test stands devices, to high-
light the design features of the thrust measurement devices and propose an option to improve the performance of this
stand system. The work considers the basic circuit power schemes of thrust measurement devices by the example of
power measuring systems of existing fire test stands and the features of work on preparing systems for testing. The types
of calibration systems worked out in practice, their advantages and disadvantages, which constitute calibration errors,
are considered. An option is proposed to modernize thrust measurement devices, in particular, through implementing of
an electromechanical drive based on a planetary roller-screw mechanism as a force setting element into the calibration
system. A possible general conceptual diagram of the power drive operation as a part of the calibration system of the
thrust measurement devices is given. The advantages and disadvantages, the predicted effects of implementation are
considered.

A more detailed analysis of this proposal may serve as an occasion for the modernization of the specific operational
thrust measurement devices design at the fire test stand for LREs or may be a working option when designing a new
thrust measurement device

Keywords: fire test stand, thrust measurement device, calibration system, electromechanical drive.

OCOBEHHOCTH ¥ BO3MOJKHbINA IIYTh MOJAEPHU3AIIMM CUJIOU3MEPUTEJIBHBIX }’CTPOFICTB
HNCIIBITATEJBHBIX CTEHAOB X KUJAKOCTHBIX PAKETHBIX IBUT'ATEJIEN

A. M. Bernmes’, B. 1O. Kypasnes, A. C. Topraumma

Cubupckuii rocy1apCTBEHHBIN YHUBEPCUTET HAYKU U TEXHOJIOTHI MMeHHU akagemuka M. @. PemerHeBa
Poccwuiickas @enepauus, 660037, r. KpacHosipck, mpocrt. uM. ra3. «KpacHosipckuii padounii», 31
E-mail alex-beg95@mail.ru

B npoyecce ucnvimanusa scuoxocmuvix paxemuvix osueameneii (JKP/]) npsamoe usmepenue mazu ocyuwjecmsiiemcs
¢ nomowto cunousmepumensvuvix yempoticme (CHY). Llenvio pabomel 6bl10 HA OCHO8e CYWECMBYIOWUX OAHHbIX
U3 meopuu 02HeEbIX UCILIMAHULL U YCMPOUCNE UCHBIMAMETbHbIX CIEHO08 8bl0enums ocobennocmu konempykyui CHY
U NPeONoAHCUMD BAPUAHIN NO YAVHUIEHUI) PAOOMbl OAHHOU CMEHO060U cucmembl. B pabome paccmompensi 0CHOGHbLE
npunyunuaivhvle cunogvie cxemvr CHY na npumepe cunousmepumenvHuix cucmem OetiCyIOuux 02HegvixX UCHbIma-
menvHbvlx cmenoos JKP/, a maxoce paccmompenvl ocobeHHocmu pabom no noo20moske Cucmemvl CUTOUSMEPEHUS]
K ucnvimanuro. Paccmompenst munvt ompabomanuvix 6 npakmuxe epadyupo8ouHbIX cUCeM, UX OOCHOUHCTNEA U He-
docmamxu, cocmagisiowue nozpeuinocmu epadyuposku. Ilpeonoscen sapuanm modepnusayuu CHY, 6 wacmnocmu,
gHedpenue 6 epadyuposoOUHyIO CUCHEMY 8 Kayecmee Cuio3adaoueco d21eMeHma d1eKmpomMexanuyeckozo npueooa Ha
baze nnanemaprozo ponuxo-unmogo2o mexanusma (IIPBM). Ilpusedena 603modcnan oowas KoHYenmyaioHdas cxema
pabomvl cuno6o20 npusoda & cocmase 2paoyupogounoli cucmemvr CHY. Paccmompenst docmouncmea u He0oCmamxku,
npocHosupyemule dQpexmol 6HeOpeHUs.

Bonee oemanvuviii ananuz 0aHH020 NPeOIONCEHUS MOAHCEM ROCYHCUMb NOBOOOM OJis MOOEPHU3AYUU KOHCMPYKYUU
Mo2o unu uHO20 KOHKpemuo2o oeticmeayrowezo CHY na oenesom cmenoe ucnvimarnusn KP/] unu sice sgumscst paboyum
sapuanmom npu npoekmuposaruu Hoeo2o CHY.

Kniouegvie crosa: ucnvimamenvuviti cmend JKPI], cunouzmepumenvhoe ycmpoucmeo, epadyuposodnds cucmemd,
9NEKMPOMEXAHUYECKULL NPUBOO.
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Introduction. The rapid development of rocket and
space technology entails the emergence of features that
directly influence the reliability of the product at all
stages of its life cycle. One of the most important final
stages of serial or prototype production is the stage of
rocket and space equipment ground testing. This stage of
production makes it possible to determine the quantitative
and (or) qualitative characteristics of a product, to assess
the correctness of the adopted technical solutions in the
design and manufacturing process, as well as to identify
the type and the nature of product destruction in the event
of an emergency test output.

The LREs and their units undergo ground testing at
various stages of production but firing tests (i.e. the proc-
ess of an engine comprehensive simulation) are the final
and determining type of tests. The purpose of static firing
tests is autonomous engine testing and in the case of flight
firing tests all systems of the aircraft on which the engine
is installed are checked [1].

The cost of the flight and static firing tests varies
widely hence, flight tests are only the final stage of proto-
type development and the final conclusion on the compli-
ance of this LRE construction with technical specifica-
tions and its suitability for serial production is given
based on the test results [2]. The stage of firing tests
represents a large amount of tests that the engine under-
goes during the design and manufacturing process and
therefore, the stage includes a whole range of questions:
from the decision to adjust the design of the prototype
engine during development tests to ensure output quality
control of serial products.

Firing tests are carried out at the test complex using
the specialized firing test stands equipped with the sys-
tems providing: simulation of object test conditions, test
stands and product objects control, as well as testing re-
sults measurement and recording. During the test con-
tinuous registration of many physical parameters is car-
ried out and all stand systems must be in well-functioning
operation for its implementation. Stand systems are re-
quired to guarantee high reliability and measurement ac-
curacy. No less important is the requirement for the tech-
nological effectiveness of stand systems which can in-
clude the quality and complexity of the preparatory work
carried out before the test, as well as routine maintenance
included in the scheduled outage.

Features of LRE thrust measurement. The thrust of
a liquid rocket engine is one of the most important pa-
rameters to evaluate the engine characteristics. As is well
known, the thrust of the engine chamber is the resultant of
hydrogasdynamic forces acting on the inner surfaces of
the chamber upon expiration of matter and environmental
pressure forces acting on the chamber outer surfaces, with
the exception of external aerodynamic drag forces [3].
This resulting force causes the movement of the appara-
tus, on which the engine is set. According to the defini-
tion, this kind of thrust force calculation is complicated
and not quite accurate since it is necessary to know the
law of pressure change along the entire length of the
chamber which, especially on the tapering part of the noz-
zle (i.e. from the end of the combustion chamber to the
critical section) is not always known. Hence, a reliable
indicator of the engine thrust value can only be deter-
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mined by directly measuring the engine thrust on
a test stand. During the test high demands are made on the
accuracy of its measurement: the permissible error in
most cases should not exceed 0.3-0.5 % of the nominal
value [4].

It is worth noticing that the focus of direct thrust
measurement comes from both the type and class of the
engine as well as the ability of the stand to create simulat-
ing conditions for the engine to work in the design mode.
For powerful engine testing the stand design providing
a vertical arrangement of the engine axis is the most ap-
propriate. But the stand designs including thrust meas-
urement systems for the horizontal location of tested en-
gines are also known. For direct thrust measurement on
the test stands a special force measurement system is used
which includes specialized information transition chan-
nels and thrust measurement devices consisting of the
following structural units: a machine, a calibration system
and a measuring system (force transducers, displacement
Sensors).

Basic circuit power schemes of the thrust meas-
urement devices. The design of the thrust measurement
devices is a combination of the three above mentioned
components but a fundamental difference is implied by
the choice of the device circuit power scheme, i. e. a type
of machine and a calibration system. The machine con-
sists of two main elements: a stationary base and a frame
to which the tested engine is mounted. Thus, the principle
of interaction between the thrust measurement devices
can be represented by the scheme shown in fig. 1. The
frame which can be moveable or stationary perceives the
thrust from the tested engine and transfers it to the meas-
uring system and base. Depending on the design machines
are divided into four groups: machines with elastic bonds
between the stationary base and the moving frame, rigid
machines, machines with minimal friction and special
machines [5].

The calibration system with respect to the measuring
system is intended for its verification and calibration.
Choosing the type of calibration system as well as the
hardware version depends on the machine design used
for the thrust measurement devices. There are several
calibration systems used at the test stands for powerful
RLEs: a hydraulic calibration system, a lever-operated
calibrate system.

During the LRE tests the scheme of the thrust meas-
urement devices for the machine with elastic bonds be-
tween the stationary base and the moving frame is mostly
common since this scheme is easily integrated with all the
main calibration systems. With this scheme the movable
frame is usually hanged to the frame with strip suspension
or flexible joints.

The first example of this circuit power scheme imple-
mentation is the thrust measurement devices of the stand
Ne 1 manufactured by the “Testing and Refueling com-
plex” (JSC Krasmash). The thrust measurement devices
are a combination of the level-operated calibrate system
and the double-support machine with elastic bonds be-
tween the frame and the stationary base, the principle
scheme is shown in fig. 2. According to this system
design the stationary part is represented by two racks I,
mounted on the overlap between the fire compartment
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(where the tested engine is installed) and the thrust meas-
urement devices compartment where the measuring and
calibration systems are located. 3-pin-springs 5 are used
as elastic bonds, while the external petals of the springs
are connected to the stationary part and the internal ones
are linked to the movable part of the machine. The feed
lines are taken and fixed to the stand frame. The product
is mounted to the transition frame 4. If necessary, the
movable part of the machine is locked relatively the sta-
tionary one using eighth locking screws 6. Force trans-
ducers 7 are installed on the adjusting inserts 8§ between
the stationary and movable parts of the machine and
measure the impact force of the moving part. The signal
generated by the force transducers is transmitted through
special communication channels to the complex of meas-
uring and computing and information-measuring systems.
Two force transducers are installed on each machine sup-
port. In this case, each pair of force transducers is of the
same type and duplicate.

The lever-operated calibration system consists of up-
per levers /1, 12 and lower levers 9, 0. The lower levers
of the second kind, with a gear ratio of i = 3.6 are con-
nected to the frame using rods /3 and to short arms of the
upper levers using tenders /4. The upper levers of the first
kind with a gear ratio of i = 14, rest upon fixed racks /5.
Suspensions /6 are fixed on the long arms of the lower
levers. Calibration loads are manually placed on the sus-
pensions, which affects the complexity of the process. All
connections of the levers with the other parts of the lever-
operated calibration system are carried out using prisms
and caps. Such a connection provides a constant gear ratio
during an operation.

The accuracy of this calibration system depends on ri-
gidity, accuracy of the operated levers gear ratio as well
as on the condition of the knife-edge supports surfaces,
since they have increased wear under vibration loads.

The second example of a power circuit scheme includ-
ing the machine with elastic bonds between the base and
the movable frame, but with a hydraulic calibration sys-
tem according to operation [6] are the thrust measurement
devices of the stand test manufactured by the JSC NPO

Energomash named after academician V. Glushko. The
principle scheme is presented in fig. 3.

According to this thrust measurement system design,
the fixed part is attached to the power ring 7 and includes:
frames 4, 5; brackets 7/, 12; a spacer /5; a hydraulic
loader /3. The rest components form a movable part of
the thrust measurement system. This movable part is con-
nected to the base in transverse directions by means of
tapes /8 and with the fixed part by means of springs /7.
The springs have great stiffness in the plane perpendicular
to the axis of the engine and soft one in the plane parallel
to the axis of the engine. This permits free motion
of the non-stationary part relative to the stationary one in
the direction of the engine axis. During the test the trac-
tion force from the engine is sequentially transmitted
through frames /, 2, 3 to the force transducer /6 with the
spacer /5. The spacer, in turn, presses on the frame 4. The
frame 4 abuts against the frame clamps 5 and then against
the power ring 7.

Calibration is carried out using a special power hy-
draulic loader /3, which lengthening abuts against the
frame 5 and the force transducer 9. During loading the
frame 3 is moved using the frame 6 and rods /0. With this
“internal” loading the force ring 7 is not involved in the
load perception.

The essence of creating the exact value of the calibra-
tion force, in this case, comes down to using an additional
force transducer 9 and according to its testimony load and
adjustment of the force developed by the hydraulic load-
ing device is carried out. The hydraulic calibration system
permits creating accurate force with remote control,
which has a positive effect on the system technological
effectiveness.

The group of rigid machines includes devices with a
fixed frame. These machines are structurally the simplest
and differ in minimum weight and overall dimension [5].
According to this scheme the force transducer is rigidly
fixed to the supporting structure of the stand and the force
is transmitted from the engine through a fixed frame i.e. a
frame without any movable connection between the frame
and the stationary base.

Measuring system

Machine

Machine base

Engine

Calibration system

Fig. 1. Scheme of a test stand thrust measurement system for LREs

Puc. 1. Cxema padotet CUY crenna ucnbiranuii XKPJJ
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Fig. 2. Scheme of the thrust measurement system with a lever-operated calibrate system
and the machine with elastic bonds between a frame and a stationary base:
1 —rack; 2 — frame; 3 — stand frame; 4 — transition frame; 5 — 3-pin-springs; 6 — locking screw; 7 — force transducer;
8 — adjusting insert; 9 — lever Al; 10 — lever A2; 11 —lever B1; 12 — lever B2; 13 —rod; /4 — tender; 15 — rack;
16 — suspension; /7 — screw; /8 —balancing load

Puc. 2. Cxema CY ¢ PI'Y u cTaHKOM € YIIpyTUMH CBSI3IMH MEXIY paMOil U CTAHMHOM:
1 — croiika; 2 — pama; 3 — pama cTeHoBasi; 4 — pama nepexojaHast; 5 — npyxuna [11-o0pa3Has; 6 — BUHT CTOTIOPHBIf;
7 — CUIIOM3MepUTEINb; § — BKIIABIII PeryIupoBo4HbIid; 9 — praar Al; /10 — peryar A2; /1 — peraar B1; 12 — peruar
B2; 13 —1ara; 14 — tennep; 15 — croiika; /6 — nonBecka; /7 — BUHT; /8 — rpy3 OamaHCHPOBOYHBIN

In this case, the thrust measurement devices may not
have a calibration system provided that the dismantled
force transducer is periodically calibrated in the measur-
ing laboratory and then installed at the workplace. The
scheme is common for testing the small thrust LREs. The
practical example of this thrust measurement system
scheme is a test stand for the LREs with a thrust of up
to 20 kN manufactured on the basis of the Aeronautics
Institute of Technology in S&do José dos Campos,
Brazil [7].

The group of machines with minimal friction includes
machines in which the frame is moved with minimal fric-
tion, these are various kinds of rocking chairs, lunettes,
trolleys. Currently, such machines are practically not used
for the LRE testing. Whereas, when testing solid fuel
rocket engines (SFRE) slipway equipment is widely used
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to orient and mount the SFRE on a test stand in horizontal
position [8]. Examples of this scheme practical applica-
tion are sources [8; 9].

The fourth group of machines includes special devices
that provide the ability to measure the LRE thrust whose
structural features do not permit to test them on the
above mentioned machines. For example, engines with
nozzles located at an angle to the axis of the combustion
chamber [5].

Revisiting the calibration of the trust measurement
devices. Calibration is a technological operation which
consists in obtaining a relationship between the values of
the input measured parameter (in this case, the engine
thrust force) and output informative parameter (depends
on the type of sensor used). The calibration error, in turn,
is the sum of systematic error of the means for setting the
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force, the random component of the error during calibra-
tion and the error of the recording device [10]. The sys-
tematic component of the basic error depends on the type
and specific design of the calibration system. The random
component of the error during calibration depends on the
following factors: instability of external indicators of the

ture of the thrust measurement devices), random colli-
sions and vibration during calibration that cannot be
eliminated, changes in the position of the force-setting
elements.

Considering the main calibration systems and firing test
stands used in the LRE thrust measurement system some of

calibration process (indoor air temperature, the tempera-
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Fig. 3. Scheme of the thrust measurement system with a hydraulic calibration system and the machine with elastic

bonds between the frame and the stationary base:

1-6 — power-absorbing frames; 7 — power ring; § — a triangle; 9 — force transducer; /0 — calibration bar; /1, /2 — bracket;
13 — hydraulic loader; /4 — movable bar; 15 — a spacer; 16 — force transducer; /7 — spring; /8 — tape (7 pieces)

Puc. 3. Cxema CUY ¢ rugpaBIn4eckoi TpafyupOBOYHON CHCTEMOM U CTAHKOM C YIIPYTUMH CBSI3IMH MEXIY paMOil U CTAHHHOM:
1—6 — cUIOBOCIIPHHUMAIOLINE PaMBbl; 7 — CHIIOBOE KOJIBLO; 8 — TPEYTONBbHUK; 9 — cunon3MepuTens; /() — rpayHpoBOUHas LITAHTa;
11, 12 — xpoHmTelin; /3 — ruApoOHarpy)arteib; /4 — MOIBWKHAS IITaHTa; /5 — MpOcTaBKa; /6 — CHIOU3MEPHUTEINb;

17 — npyxuna; /8 — nenra (7 mWTyK)

Comparison table of calibration systems

Feature

Lever-operated calibration system

Hydraulic calibration system

Calibration error

Depends on the accuracy and value of the levers
gear ratio embedded in the design of a particular
device (the accuracy of gear ratios can reach
0.01%), the accuracy of mounting prismatic sup-
ports, the accuracy of special loads

Depends on the measurement error of the refer-
ence force transducers (reaches about 0.1%), the
accuracy of the force-setting equipment

Additional components

Special loads

Pumps, tanks, filters, valves, chokes, radiators etc.

Maintenance required

Periodic inspection and prophylactic replacement
of prisms and caps, verification of the lever gear
ratio, verification of the basic error when measur-
ing force by repeated calibration

Checking and changing the oil, checking for
leaks, replacing filters, servicing additional
equipment, checking the basic error when measur-
ing force by repeated calibration

Correction of the cali-
bration step force
value

Correction is not possible, the value of the calibra-
tion step is determined by the nominal mass of
special loads

An additional reference force transducer is used
and according to its testimony the load is made
and the force is corrected

Remote effort creation

Unavailable when using loads

Available

Labor intensity

High

Low
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To ensure more accurate thrust measurement readings
the thrust measurement system calibration is carried out
on the day of assigned test after the technological installa-
tion of the engine and connection of fuel lines and meas-
uring pipelines, drain and purge lines, control and meas-
urement systems cable trunks and all auxiliary fastening
elements affecting the weight of the tested LRE. During
the calibration process it is forbidden for workers to be in
the stand or to perform work that may, in any way, affect
the product.

A proposal for the thrust measurement systems
modernization. The error of direct power LRE thrust
measurement during the test consists of the measuring
system (measuring components) error, calibration error,
accuracy and completeness of various metrological char-
acteristics when testing. These include several interfer-
ence corrections: changes during the engine mass testing;
changes in mass and temperature of the components;
mismatch of the exemplary and measured effort points,
the Bourdon effect and other phenomena affecting a par-
ticular thrust measurement system during the testing
process [1]. With the development of computing technol-
ogy one of the steps to modernize test systems was the
implementation of new measurement and control systems
on modern element bases to replace obsolete and worn-
out ones [11].

As a result of this lever and hydraulic calibration sys-
tems may be replaced for electric ones as a form of the
thrust measurement system design modernization. It is
proposed to use a special electromechanical drive based
on a planetary roller-screw mechanism as a power drive
to create the calibration force.

The electromagnetic drive is an electric cylinder with
the mechanism that converts electrical energy into me-
chanical. The planetary roller-screw mechanism is used at
law feed speeds and high forces. In this mechanism the
load from the lead screw is transferred to the nut through
the rounded sides of the rollers (force transmission
through the satellite rollers). The disassembled planetary
roller-screw mechanism is shown in fig. 4.

Fig. 4. Disassembled planetary roller-screw mechanism [12]

Puc. 4. IIPBM B pa3obpannom Buze [12]

Consider principles of its operation. In contrast with
the planetary gear drive in which satellite axis move in a
plane normal to the axis of central wheel rotation, in the
mechanism under consideration threaded rollers as satel-
lites execute three motions. The rollers rotate around their
axes; rotate around the axis of the screw together with the
separators; rolling around the thread of the nut rollers
move along the axis of the nut together with the screw
[13]. The advantages as the basis for considering the im-
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plementation of this drive are the ability of the mecha-
nism to work at high loads as well as the design simplicity
and reliability which entails the simplification of the cali-
bration device kinematic scheme. The electromechanical
drive also allows remote control but unlike hydraulic sys-
tems it has a higher system response to the slightest
changes and does not require the operation of additional
equipment (as it is with hydraulic systems), only power
and signal cables and a control unit are required for the
electric cylinders operation. Electric cylinders are capa-
ble of operating at speeds of up to 1.5 m/s with forces of
up to 400 kN, they have a stroke of up to 1.2 m with posi-
tioning accuracy of approximately 1 pm [14]. The use of
electric cylinders as a force setting drive in the thrust
measurement system is proposed to be carried out as it is
shown in fig. 5.

Consider the case, when the maximum axial force cre-
ated by the electromechanical drive is sufficient to cali-
brate the thrust measurement system. Depending on this
system design the place of force application for measure-
ment system calibration is determined. In the case of rigid
machines or machines with elastic bonds between the
frame and the stationary base the transmission of force set
by the drive through the frame is meant. The system must
include loading and control subsystems for functioning.
Electric cylinders themselves are directly included in the
loading subsystem and their number depends on the num-
ber of measurement branches and fixed supports of the
thrust measurement machine. The control subsystem
should include frequency and secondary converters, a
strain gauge force transducer working on compression,
power cables. To ensure operation the control subsystem
should be integrated with the common stand control sys-
tem. The value of the force created by the electric cylin-
der is entered in the PC software. And all the information
about the amount of efforts is transmitted to the frequency
converter through a processor module. The electric con-
verter, in its turn, generates a supply voltage for the elec-
tric cylinder connected to it. The strain gauge force trans-
ducer is installed between the cylinder rod and the place
of force application. Deformation of an elastic element
causes imbalance of the strain gauge bridge. An electric
unbalanced signal arrives at the secondary measurement
converter for analog-to-digital conversion, and measured
data processing and display [15]. Data on the actual force
magnitude on the cylinder rod can ensure high accuracy
of loading. The main error varies within errors of the
primary and secondary transducers which can reach
about 0.1 % in the case of using a strain gauge transducer.
In the case when thrust measurement devices include
stands for testing powerful ERLs which thrust reaches
1000 kN or more and when the electric cylinder maxi-
mum force is insufficient for calibration program a com-
bination of the electromechanical drive and the lever-
operated calibration system is proposed. The load from
the electric cylinder is applied to a lever through which
the increasing force is transmitted to the moving frame of
the thrust measurement system.

As in the previous version, the work is carried out
with electric voltage that is why this solution makes it
possible to implement a stepless calibration method since
the tasks of programming and force control are greatly
simplified.
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Fig. 5. Scheme of a calibration system based on an electromechanical drive

Puc. 5. Cxema rpagynpoBOYHOI cucTeMBbl Ha 6a3e 3JEKTPOMEXaHUIECKOT0 IPUBOA

At the same time the remote control condition is ful-
filled and this reduces the work complexity compared to
standard calibration including the lever-operated calibra-
tion system. This scheme has inherent disadvantages of
the lever calibration system in combination with advan-
tages of the electric drive.

Electric cylinders have high efficiency (about 85 %)
and the current consumption changes in proportion to the
developed load. If it is necessary to minimize energy con-
sumption the electric cylinders design permits graduated
calibration since the electromagnetic brake is capable of
holding the predetermined force. Whereas, the testing
stand compartments have a category of increased fire haz-
ard it is necessary to provide for explosion proof execu-
tion of operating elements to keep safe the electrome-
chanical drive system.

Conclusion. Based on the theory of thrust measure-
ment system design and practical use of thrust measure-
ment devices on the LRE testing stands features, advan-
tages and disadvantages of various principle thrust meas-
urement system schemes were evaluated. A proposal
is made for thrust measurement system modernization
by implementating a calibration system based on the elec-
tromechanical drive. The general concept to use an elec-
tric cylinder as a calibration system loading device is
presented. Disadvantages and prospects of implementing
this drive into the calibration system of LRE firing test
stands are estimated.
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ELABORATION AND TESTING OF THE ALGORITHM WHICH ENSURES AN ACHIEVEMENT
OF MINIMAL DEVIATION ANGLE OF FLYING MODEL’S MAIN CENTROIDAL AXIS OF INERTIA
DURING HER COUNTERBALANCING IN A SOLE CORRECTION FLATNESS

A. V. Klyuchnikov
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High complexity and cost of developing flying models necessitate the use of such design and production techniques
that would ensure the best flight technical and technological characteristics of the model also would raise of it opera-
tion effectiveness. These techniques include the experimental control method of flying model’s mass-inertia asymmetry
parameters during final assembly of the model. Solution of the problem of optimization the process of bringing parame-
ters of mass-inertia asymmetry of the conical flying model to specified standards is considered in the article. The only
correction plane is designed to be positioned close to cone face, away from the center mass of the flying model. The
flying model as a component of prefabricated rotor is being balanced in dynamic mode on a low-frequency dynamic
vertical stand, which based on gas bearings. Before balancing experiment the weigh, longitudinal center of mass and
inertia moments of the flying model have to be controlled with use of another measurement equipment. As a criterion of
optimization is sorted the reaching of minimum of the angle of deviation of principal longitudinal centroidal axis of
inertia from geometrical axis of the flying model. But simultaneously the pre-set standard of center-mass shift from the
geometrical axis must be ensured. Balancing algorithm, easy-to-realized by modern computers, is presented. Numerical
illustration of balancing is given. The algorithm enables omitting intermediate steps of balancing, reducing them to one
step (as a rule), and shortening the balancing time, as well. In one step of balancing the engineering model permits
either bringing parameters of mass-inertia asymmetry of the flying model to specified standards, or diagnosing impos-
sibility of attaining the specified standards with available design of flying model. The algorithm and balancing method
are experimentally tested at newly-designed vertical dynamic stand on conical gas bearings. It’s high precision and
efficiency are corroborated.

Key words: mass-inertia asymmetry, balancing stand, axis of symmetry, axis of inertia, moment of inertia, correc-
tion plane, misbalance, algorithm.

PA3PABOTKA Y TECTUPOBAHUE AJITOPUTMA OBECIIEYEHHSI MUHUMAJIBHOI'O YTJIA
OTKJIOHEHHS IJIABHOM HEHTPAJILHOI OCH NHEPIIUM B TPOIECCE BAJIAHCUPOBKH
JIETAIOIIEN MOJIEJIM B OTHOM IJIOCKOCTH KOPPEKIINHA

A. B. Kimrounnkos

Poccwuiickuit henepanbHblil saepHbIA HEeHTp — Beepoceniickuii HayYHO-HCCIIeI0BATENLCKUN HHCTUTYT
TEeXHHUYECKOH (u3nkn uMeHn akaaemuka E. Y. 3ababaxnHa
Poccuiickas ®enepanus, r. CHeXXUHCK, yi1. BacunbeBa, 13
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Buicokas CMmoumocmas, CJHOIAHCHOCNTb pa3pa5om1<u Jemarowmux Mooeell 06)/6’]1618]21/[6(1}0?71 HeobxooumMocms npumene-
HUsL Memooos npoexkmupoeanusl u U320moeJlerHusl, Komopvie no3eoauiu bbl  0becneuumo Hauxydywue JiemHo-
mexHuvecKue u mexHojaocudecKkue xapakmepucmuxku Mooenu U MaAKCUMAAbHO NOBLICUMb Qd)d)eKmLJSHOCWZb ee JKkenya-
mayuu. K ucuny maxkux Memooo8 OMHOCUMCS 9KcnepuMeHmaﬂben7 KOHmMpOJlb napamempos Macco-uHepuuonnozl
acummempuu Ha 3aKJar04YUmenbHom amane 06144611 c60p1<u Jzemaiowezl Mmooenu. B cmamove paccmompeHo peuterHue 3a0a-
u onmumusayuu npoyecca npu@edeﬂuﬂ napamvempoe MaCCO-MH@pL;MOHHOIZ acummempuu Jlemaiowezl Mooenu KoHuue-
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CKOUL (hopmbl K 3a0aHHbIM HOpMamusam. Eouncmeennas niockocms Koppekyuy KOHCMpPYKMUGHO pacnonodicena onusu
mopya KoHyca, Ha 3HAYUMENTbHOM PACCMOSHUY OM YyeHmpa macc nemaroujeti mooenu. Banancuposxa remaroujeti mooe-
JIU NPOBOOUMCS 8 OUHAMUYECKOM pedicuMe 8 cocmase COOPHO20 POMOPA HA HUSKOYACMOMHOM OUHAMUYECKOM 8epmiu-
KanbHOM OANAHCUPOBOYHOM CmeHOe ¢ 2a308bimu onopamu. Ileped banancuposkoil macca, npoooIbHOe NON0JCEHUe
yenmpa Macc u MOMeHmMbvl UHepYUU 1emarouell Mooeau OOJIHCHbI Oblmb Onpedesienbl IKCNEPUMEHMANbHO C UCHOIb30-
8anuem Opy2020 UsMepumenbHo20 0bopyoosanus. B kayecmee Kpumepus onmumMu3ayuy NPUHAMo 00CMud CeHue MUHU-
MANBHO20 Yena OMKIOHEeHUS NPOOOJbHOU 2NIABHOU YEHMPALbHOU OCU UHEPYUU OMHOCUMENbHO 2e0Mempuieckoli ocu
Jemaroweli Mooeau npu 0OHOBPEeMEHHOM 0becnedeHUul 3a0aHHO020 HOPMAMUEa no eeluduHe CMeweHUs YeHmpa mMacc ¢
motl dice eeomempuyeckoli ocu. B pabome npedcmaenen ancopumm 6anancuposKu, 1e2ko pearu3yembili Ha CO8PemMeH-
HbIX Komnvlomepax. [Ipueedén yuciogoi npumep 6arancuposKu. Aneopumm no3goisem UCKIOUUmMb NPOMENCYMOYHbie
wazu 6araHcuposKU, COKPAMUE YUCio uazo8 6ailaHCUposKy, KaKk npasuio, 00 00H020 wazd, d Makdice COKPamus epems
nposedeHus DANAHCUPOBOUHO20 IKCHEPUMEHMA. 3a 00uH waz OANaHCupoBKU ANOPUMM NO360Jsem aubo npusecmu
napamempol Macco-uHEPYUOHHOU ACUMMEMPUU Temaloujell MoOeiu K 3a0aHHbIM HOPMAMUBAM, U0 OUASHOCMUPO-
8aMb HEBO3MONICHOCHb OISl KOHKPEMHOU KOHCMPYKYUY Jemaioweil Mooenu obecnedums 00CmudiceHue 3a0aHHbIX Hop-
MAmMugos.

Kniouesvie cnosa: macco-unepyuonuas acummempus, OALIAHCUPOBOYHDBIU CMEHO, OCb CUMMEMPUU, OCb UHEPYUl,
MOMeHm UHepyUul, YeHmp Macc, NIOCKOCHb KOppeKyuu, OUcoanianc, aneopumm.

Introduction. This article continues the work [1; 2],  bration of the upper and lower supports, proportional to
in which the problem of balancing in the dynamic mode the values and angles of the imbalance vectors are carried
with the minimum displacement of the center of mass out during spool down of the assembled rotor at a con-
from the geometric axis stabilized by rotation of the coni-  stant operating speed [10; 11]. Firstly, the methodology
cal flying model (LM), the cone of which is characterized involves bringing the controlled FM to a state of qua-
by a small half-angle of the solution, was considered. sistatic imbalance, and then modeling the state of momen-
Balancing is performed at the final stage of the general tary imbalance (excluding the transverse displacement of
assembly of the model. In accordance with the algorithm  the center of mass) with the calculation of the assumed
given in [1], the model is balanced as a part of a prefabri-  skew angle of the longitudinal MCAI relating to geometry
cated rotor, on a low-frequency dynamic balancing stand axis X of the model. If this angle does not exceed the ad-
with gas supports and a vertical axis of rotation [3; 4]. missible limit value, then the parameters of the balancing
The balancing process involves the determination and  weight are calculated and the mass of the FM is adjusted.
subsequent reduction of the parameters of mass-inertial  And if it exceeds, then the estimated (at the same time as
asymmetry of the model, which include the value of the the minimum possible for this version of the model lay-
transverse displacement of the center of mass from the out) transverse displacement of the center of mass is cal-
geometric axis and the angle of deviation of the longitu- culated, setting the value of the skew angle of the longitu-
dinal main central axis of inertia (SCOI) relative to the dinal center for equal to the admissible limit value. If at
same axis [5; 6], to the values not exceeding the maxi- the same time, the estimated skew angle of the longitudi-
mum permissible values specified in the operational nal MCAI does not exceed the specified admissible limit
documentation for the model. The presence of a single value, then the parameters of the balancing weight are
correction plane does not allow to fully combine the lon-  calculated and the mass of the FM is adjusted. Otherwise,
gitudinal GCI with the geometric axis of the LM, which is  the balancing is stopped, and the FM is sent to the manu-
usually chosen as the construction axis. A balancing op-  facturer for re-arrangement. The method is protected by
tion with optimization according to the criterion of patent of the Russian Federation under No. 2499985 [12].
achieving the minimum center of mass displacement for a However, there are flying models including that have
particular LM design is usually chosen, given the signifi- a conical shape of the hull. To ensure dynamic stability
cant effect of this parameter on the flight performance of and the operating efficiency it is more preferable to
the model [7]. minimize the skew of the longitudinal MCALI relating to

Bringing the parameters to specified standards is car-  the geometric axis (while fulfilling the specified standard
ried out by adjusting the mass of the model. For these for the magnitude of the transverse displacement of the
reasons a balancing weight is attached to the standard center of mass). This article proposes to consider a modi-
plane of the model correction, which is located, as a rule, fication of the FM balancing algorithm [7; 12], which is
at the end (or near the end) of the conical FM at a consid-  aimed at solving the balancing problem by reducing the
erable distance from its center of mass. In this case, the = mass inertial asymmetry parameters to values not exceed-
mass and angular position of the balancing weight is cal-  ing the specified admissible limit values of these parame-
culated according to the results of measuring the imbal-  ters, but using the optimization according to the criterion
ance vectors acting in two — in the upper (standard) and  of achieving the minimum possible for a controllable de-
lower (hereinafter referred to as B and H, respectively) sign of longitudinal MCALI in relation to the geometric
correction planes of the combined rotor, which includes a  axis of the model. A variant of the problem is considered
controlled model [8; 9]. As the lower correction plane, the =~ when there is a priori information about the mass, the
lower end of the specialized technological adapter is used,  longitudinal position of the center of mass relating to both
inside of which the FM is vertically installed with droop  correction planes and the moments of inertia of the con-
in nose. Measuring the amplitudes and phases of the vi-  trolled model obtained using other equipment and meas-
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uring instruments [8; 13; 14], as well as the balancing
coefficients of the measuring system obtained when set-
ting up the stand for the control object using test weights
[15; 16].

Balancing algorithm. The proposed algorithm as-
sumes that two initial starts of the assembled rotor are
made with the FM rotated 180 degrees around the
geometric axis inside the process adapter. Based on the
results of measuring the vibrations of the supports, the

pacH DMACH (a1
B H

ing in the correction planes) are calculated, as well as the

initial parameters of the radius-vector p of the transverse

parameters of initial imbalances and

displacement of the center of mass and the vector-angle of
the longitudinal MCALI of the model o, relative to its

geometric axis by formulas are also calculated [15]

ﬁNACH _ DIQJACH +D£1/ACH ) (1)
M 2
R NACH R NACH
~ 1 ) 2{D Xp—D X
a%ACH :Earcsm ( 5 BAI il H), 2)

where M — model mass, Al =1, -1, — difference be-
tween equatorial /, and axial /, moments of model iner-
tia, x; u x; — the distance from the center of the model

mass to the upper and lower correction plane, respec-
tively. Then a balancing calculation is performed if the
initial value of at least one of the parameters characteriz-
ing the asymmetry in the initial mass distribution of the
FM exceeds the corresponding maximum permissible
value p,,, O oy, , specified in the operational docu-

mentation for the model. In the process of calculation, the
effect of imbalances in the correction planes modeling the
intermediate states of the unbalanced FM is simulated.
The results of the calculation are: either the determination
of the mass and angle of installation of the balancing
weight (its attachment to the standard plane allows to cor-
rect the mass of the FM, ensuring that the values of the
monitored parameters are adjusted to the specified stan-
dards with optimization according to the criterion of
reaching the minimum possible angle of skew of the lon-
gitudinal MCAI relative to the geometric axis of the
model), or evidence for being unable to provide simulta-
neously two controlled parameters of mass-inertial
asymmetry for the given model layout according to the
given standards [7].

At the first step of the algorithm of balancing calcula-
tion, it is assumed that the FM is put into a mode of quasi-
static imbalance, that is when its geometric axis and lon-
gitudinal MCALI intersect, but not in the center of mass.
This allows for further calculations to operate exclusively
with collinear imbalance vectors acting in opposite cor-
rection planes. In order to put the FM into a quasi-static
imbalance mode, the effect of the initial imbalance in the
upper (regular) correction plane should be eliminated,
specifying in it, as was shown in [2], compensating for an

COMP

imbalance [)B equal in value, but opposite in the di-

/A

rection of the initial imbalance D}*“" . In this case, in the

lower plane of the correction according to figure an addi-
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tional imbalance will be formed, which is directed oppo-

site to the imbalance DA™ value of which is deter-

mined by the following formula

DPL1 _ nCOMP
DH _DB 'KHBs

3

where K,; — influence coefficient of the upper plane of

correction on the lower plane of correction in case of im-
balance in the upper plane of correction, determined
experimentally during the pre-adjustment of the stand

[15-17]. Shift of balance Dgpu , in turn, create imbal-
ances DEOMP of equal geometrical sum of imbalances
Dgpm " DgACH

lower correction plane according to the following formulas

, instead of imbalance Dj*“ in the

2 2
NACH DPL1 NACH DPL1
DYACH | pPPLY | o pNACH pDPLL

DM = D@
NACH _ qDPL1
x cos (B — Bl
. aNACH | .. aDPLI
BCOMP _ arctg sinPy " +sinPy 5)
H - B
cosBIAH 1 cospart!
NACH NACH .
where “H and By CH _ phase angles of imbalances

D" w DRPM' respectively. In this case, since there

will be no imbalance in the upper correction plane, the
longitudinal MCALI will intersect with the geometric axis,
and the transverse displacement of the center of mass of
the FM will be characterized by the following value

pcomp
“ (6)
M

At the second step, the transfer of the FM to the re-
gime of static unbalance should be simulated, that is when
the longitudinal MCALI is parallel to the geometric axis

and there is no skew between these axes. To do this, the
HKORR
B

COMP
p =

corrective imbalance must be set in the standard

correction plane, in accordance with fig., codirectional
imbalance and defined by the following formula
DgOMP

CORR _
CORR =

(7

1+ K,
In this case, an additional imbalance will be formed in
the lower plane of correction D};P L2 opposed to imbal-

ance D5?®® and defined by the following formula

DPL2 _ CORR
DH _DB KHB .

@®)

This, in turn, will lead to the formation of an imbal-

ance correction in the lower plane D5°** (instead of im-

balance EEOMP) of equal sum of the opposing imbalances

DO and DSP*R . Amount of unbalance D5** will

be determined by the following formula
CORR COMP _ DPL2
DEORR = pSOMP _ ppri2

©

DSP*® and

Equality of equipolence imbalances
DSPRR provides the elimination of the skew of the longi-

tudinal MCAI with respect to the geometric axis and the
transfer of the FM to the mode of static imbalance.
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Diagram of counterbalancing calculation

Jlmarpamma GaslaHCHPOBOYHOTO pacuéra

In this case, the estimated value of the residual trans-
verse displacement of the center of mass from the geo-
metric axis of the FM, which will appear as a result
of eliminating the transverse displacement of the center
of mass, can be calculated by the following formula

CORR
corr _ 2Dy

YA (10)

If the condition p“?** < Paop 1s met, the value Dt

BAL

is defined and the angle position oy~ balancing imbal-

ance vectors DgAL , using the corresponding parameters
of the unbalance vectors simulated in the regular correc-

tion plane B D§®* u DR

Balancing vector parameters Dj'" can be calculated
using the following formulas in accordance with the fig-

ure representing the geometric sum of imbalances DgOMP
and DS~
2 2
DCOMP® | hCORR® | » 1yCOMP [y CORR
D BAL _ B B B B . (1 1)
B - 5
MP RR
X cos(ago —as? )
sin o S2M" + sin 0. SORF
a4t = arct 8 B (12)
B g COMP CORR *
cosaly  +CoSOy
MP RR
where a$?” and a$?®® — unbalance phase angles
DgOMP and DgORR respectively. Then for the case
OST _ _CORR .
aPT =0, p®' =p <Py the mass of the balancing

weight is calculated according to the formula

BAL
sar _ Dp

, (13)

s

herewith the installation angle of the balancing weight on

L

the upper (standard) correction plane (pBA will match the

BAL

phase angle a"" of imbalance DgAL.

Hereafter the FM mass is adjusted by attaching the
balancing weight to the balancing plane B, thereby ensur-
ing that both parameters of the mass-inertial asymmetry
are brought to values not exceeding the maximum permis-
sible values. In this case the skew of the longitudinal

MCALI relative to the geometric axis is eliminated. How-

KORR

ever, in case the value p exceeds the maximum per-

missible value p,,, , it is necessary to calculate the esti-
mated minimum possible deviation angle of the longitu-
dinal MCAI relative to the geometric axis o y ., , Which

can be achieved by changing the imbalance in the correc-
tion plane B while reducing the transverse displacement
of the center of mass of the FM to the admissible limit
value p,,, according to the formula

1 .
OLXmm—Earcsm X

(PaopM ~DG™") (

_ peomp . 14
kL x| (14)

Xg +KHBxH)

Al

In case the reported value o, .., will exceed the
specified admissible limit value, the balancing experiment
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is terminated, and the FM will be rejected and sent to the
manufacturer for rebuilding due to the calculation that
there is no possibility of simultaneously bringing the
magnitude of the displacement of the center of mass and
the angle of deviation of the longitudinal MCALI relating
to geometric axis to values not exceeding the specified
maximum admissible limit value. Otherwise, if the ine-
quation |0L Xmin| < 0 yy,, 18 correct, the value of the imbal-

DCORR

ance vector Dy -,

ensuring the achievement of the

minimum value |oc X mm| when setting the displacement of
the center of mass equal to p,,, is determined by the
formula

COMP
— DH

DCORR PaopM ’ (15)

Bloy min l R‘
/]

at the same time, a positive calculation result will mean
CORR

that the directions of these imbalances Dgg — ~ and
DgORR coincide, while a negative result, on the other

hand, indicates that their directions are opposite. Due to

the mutual influence of the correction planes, an imbal-
HCORR

ance Hlot x min

will appear in the correction plane H,

which is co-directed to the imbalance D", the value
of which is determined by the formula

CORR

_ ncomp ~DPL3
Hloy min — DH + DH ’

(16)

JIPL3

DA™ —is a value of additional imbalance DJ

(not shown in fig. 1), appearing in the correction plane H
HCORR
Bl x min
correction plane B and oppositely directed imbalance
A CORR
Blowy min

where

as a result of the effect of an imbalance in the

. DPP s determined by the formula

CORR
=D

DPL3
DH Blotx min

1B - (17
BAL

Hereafter, the value DBIaXmm

and the angular position

BAL

NBAL
(xB‘aXmin D

of the vector of balancing imbalance Dy~

the

of the imbalance vectors D§ %%
0 X min

are determined using appropriate  parameters

and DSM*
in the balancing plane of correction B. After that,

BAL
X min

modeled

the mass of the balancing weight m, is determined,

the which setting is carried out in the angular position
corresponding to the angular position of the imbalance
7 BAL
Blox min *
To determine the value of the balancing imbalance,
mass and setting angle of the balancing load, the follow-
ing formulas are used:

2 2
DgOMP + DCORR + ZDgOMPDCORR
n

X
BAL _ Blotx m Blotx min (1 8)
Blevmin 41 COMP __COPP ’
cos\ Op Bio.x min
CORR s RCORR
where o, —unbalance angular position Dgg
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sina M +sina g2tk
BAL _ t [0 ¥ min_ . (19)
Bloy i — AICLE COMP CORR
cosalg +00sOlgg
min
BAL
BAL  _ Bloy min
B‘“Xmin - 7 ) (20)
B

After that, the mass of the FM is adjusted by attaching
the balancing weight to the balancing plane B, ensuring
that the setting angles of the balancing weight and the
vector of the balancing unbalance coincide, and confi-
dence firing of the assembled rotor is performed to con-
firm the correctness of the calculation. Based on the re-
sults of the confidence firing, the parameters of residual
DT DosT
ing correction planes after setting the balancing weight
are determined, and the residual mass and inertial asym-
metry parameters are calculated according to a formula
(neglecting the mass of the balancing weight, as it is ob-
viously practically insignificant compared to the mass of
the controlled FM):

imbalances and operating in the correspond-

=OST | ROST
OST:DB +Dy .

p — 2
2( DOST . — PHOST
d)O(ST = %arcsin ( r BAI el ) (22)

The performance of the considered algorithm can be
estimated using a specific numerical example.

Example of calculating the balance weight. The
balancing of the FM will be calculated with the following
values of the task parameters:

— model mass M = 100000 g;

— distance from the center of mass of the FM to the
upper correction plane x, =570 mm;

—radius of the upper correction plane r; =200 mm;

— distance from the center of mass to the lower plane
of correction x,; =800 mm;

— difference between the equatorial and axial moments
of inertia A/ = 8,5:10° gmm?;

—admissible  limit value of the transverse
displacement of the center of mass p,,, =0,1 mm;

— admissible limit value of cramp angle of MCAI
O ygop = 10'=0,166667°;

— influence coefficient of the upper correction plane
on the lower correction plane in case of imbalance in the
upper correction plane Ky =0,3;

—initial imbalance in the upper correction plane

Dg’ACH = 25000 g'mm, phase angle ochCH =80°;
—initial imbalance in the lower correction plane
D}{VACH = 10000 g'mm, phase angle BZACH =115°,

—whence the initial values of the asymmetry
parameters of the masses of the FM in accordance with
(D um(2):

pMCH = 0,34 mm;

—~ NACH _
Gt =3 62"

Since it was found that the initial values of the
parameters of mass-inertial asymmetry exceed the
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specified admissible limit value, we carry out a balancing
calculation to achieve the conditions

OST _ .
Oy =0 xmin < 0()(afop >

OST (23)
p < pdop'

We transfer the FM to the state of quasistatic
imbalance, for which we introduce an imbalance DIEOMP

with parameters DgOMP = 25000 g'mm, phase angle
aiOMP =260 °, compensating for the effect of the initial
imbalance BgACH in the upper correction plane. An

additional imbalance Dj,” “!" will appear in the lower
correction plane, the value of which in accordance
with (3) will be ng = 7500 g'mm, and the phase angle

DPLL = 80 °. The imbalance Dj™' in total with the
imbalance D},VACH in accordance with (4) and (5) will

form an imbalance DS in the lower correction plane

with the parameters: D5

COMP
H

= 16707 g'-mm, phase angle

= 97.5°. Whence transverse displacement of the

center of mass of the FM, in accordance with formula (6),

COMP

total p = 0.167 mm, which exceeds the specified

value despite the presence of a skew of the longitudinal
MCAL

Using (7) we calculate the parameters of the corrective
DEorR

imbalance , the action of which in the upper plane

of the correction will eliminate the misalignment of the
longitudinal MCALI relating to the geometric axis of the

controlled flying model: DZfORR

RR
angle a5”

= 12851.5 g'-mm, phase
=97.5 °. In this case, in accordance with (8)
D]gPLZ
in the lower correction plane due to the interaction
of the correction planes with the parameters: D};P L2 =
= 3855.5 g'mm, phase angle B5"** = 277.5 °. This, in
turn, in accordance with (9) will cause an imbalance

a new additional imbalance vector will be formed

DiP®® in the lower plane of correction with
the parameters: DgORR: 12851.5 g'mm, phase angle

CORR —97.5°,

To fulfill the condition a$”*F = 0, arising from the

equality of the values of the co-directed imbalance vectors
DSOR® u DSO*R | the estimated transverse displacement
of the center of mass from the geometric axis of the FM in
accordance with expression (10) will be p“?*% =0,257 mm,
which exceeds the specified admissible limit value p,,, .

Using formula (14), we calculate the minimum skew
angle of the longitudinal MCAI o , ... , not exceeding the

value o ,, Wherein it is possible to provide a value of

the transverse displacement of the center of mass for this
FM design equal to pg,, . As a result of the calculation,

we shall obtain: o, = -8.5' i e. inequality
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|0L Xmm|£ot xaop Will be correct. In this case, the minus

sign indicates the inclination of the longitudinal MCAI
with its upper end towards the geometric axis of the FM.
We shall define the value of the imbalance vector

~CORR
DB‘aXmin

achievement of the value |oc Xmin| , according to the for-
mula (15). We shall obtain: Dgg™® = 9581,4 g'mm,

,’;Z’jfmm = 277,5°. The value of imbalance

in the plane of correction B, ensuring the

phase angle a

DKORR

NKOMP
D
Hiowy min H

which is co-directional to imbalance
DCORR

we shall define according to the formula (16): Hlay min

CORR

— o
Hioy s = 27,57 Moreover,

=19581,4 g'-mm, phase angle 3
the value of the additional imbalance Dj,"” L3 oppositely
directed to the imbalance D;giﬁm , will be defined as

following (17): Dgp L3 = 28744 g'mm, phase angle

DPL3 _
o =97,5°.
Using the corresponding parameters of the simulated
. 7 CORR R COMP
imbalance vectors Dy, and Dy~ , we shall deter-

mine the value and the angular position of the vector of
the balancing imbalance Dgﬁi .. in the regular correc-

tion plane using formulas (18) and (19): Dg‘fli I
=34259.3 g'mm, phase angle agﬁfmm =268.75 °.

In accordance with (20) the mass of the balancing

BAL
weight will be Mp, = 171.3 g, and its setting angle

BAL

(0} _in the correction plane B will coincide with the
Blotx min

gffxm , 1. e. will be equal to 268.75 °.
To assess the correct operation of the considered algo-

rithm, we shall make sure that the estimated value of the

CALC
‘O"X min

angle a

displacement of the center of mass p will be a value

close to p,,, after attaching the weights to the FM.

DBAL

Imbalance value Dy’

(not shown on figure), op-
positely directed to imbalance ocg‘ffX .., appearing in

place of imbalances DP™' and DA™ in the plane of

correction / as a result of the imbalance D‘%]}( ., can be
min

determined by the formula

DBAL _ nBAL
Hlox min Blot x min

B - (24)

Thus: Df}fomein = 10498,8 gmm, phase angle
4
B g‘éX min
ment of the center of mass of the FM, omitting the mass
of the balancing weight (as insignificantly small), will be
defined by the formula:

= 88,75°. The calculated value of the displace-

RNACH | BNACH , 73BAL 7 BAL
CALC DB + DH + DBlaXmin HIoy min
Plory = .29
X min M
We shall obtain: pﬁ’jﬁin = 0,11 mm, which practically

corresponds to the set value p,,, .
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Thus, as a result of the calculation carried out accord-
ing to the proposed algorithm, the required parameters of
the balancing weight were found, the installation of which
ensures the fulfillment of condition (23) with a deviation
of the longitudinal MCALI from its geometric axis as low
as practicable for this FM. Good consistency of the calcu-
lated data is confirmed, which proves the correctness
of the balancing calculation.

Conclusion. The considered balancing algorithm for a
conical flying model in dynamic mode using a single cor-
rection plane structurally located at a considerable dis-
tance from the center of mass of the model, with optimi-
zation according to the criterion of achieving the mini-
mum skew angle of the longitudinal main centroidal axis
of inertia, complements the algorithm [1; 2; 12]. The al-
gorithm has been pilot tested with getting positive results
on a newly designed vertical dynamic balancing stand
with gas supports and is protected by patent of the Rus-
sian Federation under No. 2694142 [18]. Work is being
carried out to introduce the algorithm into the FM balanc-
ing method. The algorithm allows to reduce the number of
balancing steps (as a rule, to one step), or by calculation
to prove the impossibility of balancing the FM with the
given parameters, and, accordingly, reduce the time of the
balancing experiment.
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In the rapidly developing space and rocket industry, spacecrafts are being equipped with low-thrust liquid rocket
engines. High requirements are imposed on the reliability, efficiency and economy of fuel use for this type of rocket
engine. To ensure monitoring of the characteristics of spacecrafts, a functional diagnostic system is used, which in-
cludes telemetry and analytical data processing. Telemetry performs the functions of receiving and transmitting infor-
mation. Information processing is carried out in computer centers located on the spacecraft and the Earth. The most
promising computing tool capable of predicting time series and classifying a large amount of interconnected data is
considered an artificial neural network. In this regard, the subject of research in the work is data processing methods
based on an artificial neural network. The purpose of the work is to develop a method for forecasting the technical con-
dition of low-thrust liquid rocket engines using an artificial neural network.

The relevance of research on the use of a neural network in the system of functional diagnostics of low-thrust liquid
rocket engines for spacecraft is explained in the introduction. In the main part, an analysis of many telemetric data of
the rocket engine is carried out and their strength in the forecast of the main diagnostic parameters is determined. It is
proposed to use traction, specific impulse, and temperature of the structure as diagnostic parameters. The prognostic
capabilities of the neural network were investigated and a schematic diagram of a method for predicting the technical
condition of a low-thrust liquid rocket engine was developed. In the developed method, at the first stage, the neural
network performs the approximation of the function and extrapolates the time series of telemetric data; the second stage
determines the probable class of the technical condition of the engine.

The conclusion outlines a plan for further experimental research in the study area and provides recommendations
on the development and improvement of algorithms for functioning of artificial neural networks as part of the functional
diagnostics system of the spacecraft. Due to the generalized nature of the methodological schemes, the results of the
work can be applied to any type of rocket engines and used at all enterprises of the rocket and space industry of the
corresponding profile.

Keywords: rocket engine, telemetry, neural network, diagnostic parameter, approximation, classification, forecasting.
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obecneuenus MOHUMOPUH2A XAPAKMEPUCUK KOCMUYECKUX annapamos UCnoIb3ylom Cucmemy QyHKYUoHATbHOU duae-
HOCMUKU, 8 COCMA8 KOMOPOU 6X008m cpedCcmea mejemMempuu U anaiumudeckol oopabomxu oannvix. Teremempus
8bINOAHsAem (yHKYUU nonydenus u nepedayu ungopmayuu. Obpabomra uH@Gopmayuyu 6bINOTHACMC 8 BbIUUCTIUMETb-
HbIX YeHmpax, Haxo0suuxcst Ha kocmuyeckom annapame u 3emine. Haubonee nepcnexmunvlm 6bl4UCIUMENbHbIM UH-
CMPYMeHmMOM, CHOCOOHBIM NPOBOOUMb NPOSHOZUPOBAHUE BPEMEHHBIX PA008 U KIACCUDUUUPO8amb OOIbUONU 00bEM
63AUMOCES3AHHBIX OAHHBIX, CYUMAIOM UCKYCCMBEHHYIO HEUPOHHYIO cemb. B cesa3u ¢ smum npedmemom ucciedo8anuil 6
pabome 61SLIOMCsL CNOCOOBL 0OPABOMKU OAHHBIX C NPUMEHEHUEM UCKYCCMBEHHOU HelponHou cemu. Lleny pabomvl 3a-
KAOYaemcesi 8 pazpabomke mMemood npocHO3UPOBAHUSL MEXHUYECKO20 COCOSIHUSL JCUOKOCTHHBIX PAKEMHbIX dgueamenei
Manvlx msie ¢ UCHONb308AHUEM UCKYCCMBEHHOU HEUPOHHOU CEemu.

Bo ssedenuu obocrnosvisaemest axmyanbHOCmb UCCIE008AHULL NO UCHOIB308AHUIO HEUpOCemU 6 cucmeme GyHKYUo-
HAMLHOU OUASHOCMUKU JCUOKOCIHBIX PAKEMHbIX O8u2amesnetl MAIblX mse 015 KOCMUYeCcKux annapamos. B ocnoenoti
yacmu npoBOOUMCs AHAU3 MHOICECBA MeNeMeMPUIecKUx OaHHbIX PAKeMHO20 08ueamens U onpeoeiend ux eco-
MOCMb NPU NPOZHO3E OCHOBHBIX OUASHOCMUYECKUX napamempos. B xauecmee ouaznocmuyeckux napamempos npeo-
JIOJHCEHO UCNONIb308aMb MA2Y, YOEIbHbl UMNYIbC U memnepamypy KoHcmpykyuu. Hcciedosanvl npocHocmuyecKue
603MOIICHOCIU HEUPOCEeMU U pa3pabOmMana NPUHYUNUATLHASL CXeMA Memood NPOSHO3ZUPOBAHUSL MEXHUYECKO20 COCMOsL-
HUSL HCUOKOCHMHO20 PAKEMHO20 Ogueamensi MAlol mseu. B pazpabomannom memoode Ha nepeom smane Heupocems Gul-
NOIHAEN ANRPOKCUMAYUIO PYHKYUU U IKCIMPANOTAYUIO PEMEHHO20 P0a OAHHBIX MENeMemPUYecKux OaHHbLX, Ha 6MOo-
POM — Onpeoesien 8eposiImubIL KILACC MEXHUYECKO20 COCMOIHUS O8U2AMEIIsL.

B svi600ax nHameuen naan oanvHeuwux sKCNEpUMEHMANbHBIX UCCAeO008AHU 8 OAHHOU 0b1acmu U 0aiomcs peKoMeH-
dayuu no pazpabomke u COBEPUIEHCTNEOBAHUIO ANCOPUMMOE (PYHKYUOHUPOBAHUSL UCKYCCMBEHHbIX HEUPOHHbIX cemell
6 cocmaege cucmembvl QYHKYUOHATLHOU OUASHOCMUKU KOCMUYeckozo annapama. B cuny 0b6obwénnozo xapaxmepa me-
MOOUYECKUX CXeM, pe3Vabimamsl pabonmvl MO2Ym HPUMEHAMbCS K TI0O0MY MUny pakemHulx osueameneti u UCHOIb30-
8amMbCsl HA 6CeX NPEONPUSIMUSAX PAKEMHO-KOCMUYECKOU OMPACiu COOMEEMCmMaYiowe2o npopus.

Kniouegvie crosa: paxemuulii 0gucamens, meiemempus, Hetpocemys, OUACHOCMUYECKUN napamemp, annpoxkcuma-
yust, Kiaccugurayus, npocHO3UPOBAHUe.

Introduction. In the rocket and space industry, in the  thrust liquid engines on a self-igniting pair of “nitrogen
development of spacecrafts (SC), a significant part of the tetraoxide (NT) and asymmetric dimethylhydrazine
project time is occupied by the development of low-thrust (ADMH)”;

liquid rocket engines (ZhRDMT). With this type of pro- —high reliability during operation — more than

pulsion systems, the spacecraft can perform complex ma- 10 years, which requires an acceptable thermal state, both

neuvers in space [1; 2]. during engine operation and during prolonged silence.
The terminology in GOST 2239677 “Low-thrust lig- Low-thrust liquid rocket engines should have high re-

uid engines” defines ZhRDMT as executive bodies liability indicators, minimum weight and outer dimen-
of a spacecraft control system with a thrust from 0.01  sions, increased resource, efficiency, stability, and mini-
to 1600 N. The low-thrust liquid engines can be combined  mal energy consumption. Ensuring a high level of these
into a low-thrust liquid engine module as an assembly indicators at all stages of operation of a rocket engine
unit consisting of several liquid-propellant engines and at  requires accurate control of diagnostic parameters (DP)
least one common element (power frame, panel, fuel sup-  with subsequent prediction of the technical condition
ply system, thermal insulation, etc.). [3; 4]. For these purposes, the spacecraft is equipped with

The purpose of the low-thrust liquid rocket engines a functional diagnostic system (FDS), which allows to
and their operating conditions impose on them a whole  obtain diagnostic information about the low-thrust liquid
series of specific requirements and the following in par-  rocket engine quickly, process data and issue a decision

ticular: on the strategy for further operation.

— multi-mode, due to continuous operation (duration Algorithms for monitoring DP and fault detection
up to 7, > 10° ) and in various pulse modes with a mini-  in FDS are based on mathematical models of work proc-
mum on-time of 0.03 s or less and with various pauses -  esses [5-8].
from 0.03 s to several days; the pulsed mode is divided At present the development of rocket technology is

into the mode of single short switching with long pauses  impossible without telemetry on spacecraft engines.
between switching on, the pulsed mode, when short  Telemetry tools collect and convert sensor signals, store
switching is alternating with pauses of various durations,  and transmit information to the control center. The use
and the mode of “connected” switching with very short  of telemetry can increase the information content and

pauses; completeness of tests of low-thrust liquid rocket engines,

—a large resource for the total operating time —up to  reduce the number of tests and streamline planning in the
50.000 s or more; shortest possible time [9; 10].

—a large resource for the total number of on-time pe- The main tasks of diagnosing low-thrust liquid rocket
riods — up to 10%; engines using telemetry tools are as follows [11]:

—the possibility of any combination of on-time and — determination of the correct functioning of the en-
pauses; gine at all possible operating modes;

—ensuring high efficiency, specific impulse (/) of — troubleshooting, indicating the location and possible

more than 2950 Ns/kg (300 s) for two-component low-  .4.se of occurrence:
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— assessment of reliability indicators;

— predicting the correct functioning of the engine dur-
ing further operation.

Despite the great successes in the development of low-
thrust liquid rocket engines and methods for diagnosing
them, it is practically impossible to determine the whole
set of defects, this is due to the fact that violations of the
integrity of engine components and work processes can
equally manifest themselves in diagnostic signs. In addi-
tion, the design and arrangement of the sensors are imper-
fect, as a result, when evaluating the DP there are limita-
tions in the accuracy of the results [11], and in the case of
a large set of diagnostic data, it is difficult to determine
the degree of their interdependence and the degree of
weight in determining the technical condition.

Nowadays these problematic issues are successfully
solved by calculation methods using artificial neural net-
works (ANNs). This is due to the ability of ANNSs to learn
how to approximate functions and extrapolate, divide a lot
of diagnostic data into classes and select the most infor-
mative features that carry the most complete information
about the hidden laws of the state of the system. All of
these operations ANN can perform in parallel with limited
information [12-14].

In accordance with the abovementioned the aim
of the work is to develop a method for predicting the
technical condition of low-thrust liquid rocket engines
using ANNs when processing telemetric data.

Selection of defining telemetry data for ANN. The
spacecraft’s active life in outer space is limited by the fuel
reserves on board and can be increased by increasing the
efficiency of its use. Depending on the tasks performed,
the low-thrust liquid rocket engines should operate con-
tinuously and in pulse modes. When operating in the
pulse mode, the low-thrust liquid rocket engine must have
a minimum time to reach the steady state when the engine
is turned on and a minimum thrust decay time when it is
turned off. The number of engine starts during operation
is hundreds of thousands; therefore, the impact of fuel
economy is significant. It is of great importance for en-
gines of the control system to ensure a minimum and sta-
ble momentum value of the engine afteraction pulse. The
afteraction pulse is mainly a function of the valve re-
sponse time, valve volumes and the number of unreacted
fuel components.

A high level of dynamic and energy characteristics of
the engine will depend to a large extent on the effective
organization of the liquid-phase interaction of the fuel
components, which will intensify the course of the con-
version of fuel into high-temperature combustion products
of the engine. On the other hand, to increase the reliability
of low-thrust liquid rocket engines, it is necessary to re-
duce thermal loads on structural elements.

In the spectrum of thrust fluctuations, the frequency
characteristics of the engine can be distinguished, the
change of which can be used as a sign of a violation of
normal functioning. Therefore, thrust is of independent
importance and should be considered as a necessary DP in
assessing the correct functioning of the engine [11].

Thus, the thrust (P), specific impulse of thrust (/) and
the thermal state of the structure (7%.me) should be used as
the DP for the low-thrust liquid rocket engine [15-17].
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When determining these DPs, the general telemetric
data are [15]:

ms—mass fuel consumption, kg/s;

T; — fuel temperature, K;

p. — the pressure in the combustion chamber, Pa;

t, — valve performance, s;

t,, — engine working time, s.

The selected factors are the most informative and
carry all the information about the relationships among
the DP. Therefore, the full range of telemetry tools for
monitoring and transferring these characteristics to the
ANN, as well as a special neural network algorithm,
should be included in the FDS for the low-thrust liquid
fuel engine.

Possibilities of ANN when processing telemetric
data of a low-thrust liquid rocket engine. At present,
more serious requirements are made to the information
content of the telemetry information transmission channel
from the spacecraft [18]. In modern FDS of rocket en-
gines, DPs are divided into slowly and rapidly changing
ones, the first include pressure, temperature, fuel con-
sumption, position of the drives, the second include ripple
of the propellant components, vibration and voltage of the
body parts. Slowly changing diagnostic parameters are
measured with a frequency from 0 to 100 Hz, rapidly
changing ones are measured with a frequency from 100 to
30.000 Hz [11]. Telemetry sensors are installed based on
the design features of the engine, and often they do not
meet the requirements to ensure the necessary depth of
diagnostics.

The transmission speed of 8 kbit/s in the telemetry
channel of the spacecraft control system is considered
unsatisfactory [19]. An increase in information content of
the channel can be achieved by increasing the physical
speed of telemetry and the frequency of the radio channel
range and thus increasing high technical costs. Another
solution is to compress the information before sending it
to the channel.

An additional point is that there are errors in the orien-
tation and stabilization of the spacecraft, which lead to
fluctuations in the measured values, as a result the incom-
ing telemetry information may contain lost portions of the
communication session with the spacecraft.

When making diagnostic monitoring during the flight
of the low-thrust liquid rocket engines, not only processed
telemetry information with minimal data loss is important,
but also its high-quality visualization and analysis.
Decoding the recorded signal significantly reduces the
control efficiency of the spacecraft; this operation takes
from 15 to 20 minutes, which takes a quarter of the aver-
age orbital period of many small spacecrafts [20; 21].

The listed factors that inhibit the process of opera-
tional control of the spacecraft also include special soft-
ware for processing telemetric information.

For this reason, in order to increase the speed and ac-
curacy of real-time of telemetric data of low-thrust liquid
rocket engines, it is advisable to use ANN. As already
mentioned, the main advantage of ANNs over other artifi-
cial computing systems is the ability to learn, generalize
and highlight hidden relationships between input and out-
put data. ANNs make it possible to increase the reliability
of the spacecraft operation due to the intelligent analysis
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and prediction of possible deviations of the onboard sub-
system parameters from the established standard values. In
the space industry, ANNs are increasingly being used in
solving management, control, and diagnostic tasks [22-24].

The main functional unit of the ANN is a neuron. The
synapses receive data from the sensors of the FDS into the
neurons. At the output the data is converted in accordance
with the settings of the neurons using various functions
(fig. 1). The input of one neuron may be the outputs
of other neurons. The accuracy of solving problems is
determined by the number of neurons, connections and
their activation properties.

To solve forecasting problems using ANNs, the func-
tion approximation approach is used. In this case, the ad-
justable parameters of the neural network during training
take the form corresponding to some function that
describes the time series of telemetry data. It should be
noted that forecasting makes sense only when a previous

change in diagnostic features predetermines the future
value.

The forecasting process is reduced to the following
sequence of stages [25-27]:

— preparation of initial telemetry data;

— training of the ANN;

— checking the adequacy of the ANN;

— description of the ANN using algebraic or logical
functions with a purpose to use it further.

At the same time, the ANN can be used as a classifier
of the state of a low-thrust liquid rocket engine (fig. 2).
When solving the classification problem, the ANN breaks
down the set of telemetry input signals, determines which
class the input signal belongs to, and signals new states. It
means that the neural network can identify previously
unknown classes of the state of diagnosed systems, which
is very important for developing new strategies for the
further operation of the rocket engine.

Fig. 1. ANN structure in FDS of rocket engines, where
H=pe witme wytty- witty - wy + Tp we;
w;i— coupling weight; P, Iy, Tgame = f(H)

Puc. 1. Ctpyxrypa MUHC B CD/ pakeTHBIX ABUTaTeNIEH, T
H=p wi+my wyt te" Wi + thas Wa + Tron* We;
Wi — BecoBoi ko3 duuuent csasy; P, Iy, Ty, = f(H)

Fig. 2. Scheme of the neural network as a classifier
of probabilistic states of a low-thrust liquid rocket engine

Puc. 2. Cxema paboTsl HelpoceTH Kak Kiaccudukaropa
BepOATHOCTHBIX cocTostHu JKPIIMT



Cubupckuil scypHan Hayku u mexvoaoaui. Tom 21, Ne ]

Defectless rocket
engine information

- approximation
- time series forecast

\/

Telemetry
SENsors

]

Operating
diti
Reference SOnCIons
- mformation
function
Y A 4
ANN Definition of an
- state class > operational
definition strategy

Fig. 3. Block diagram of a method for forecasting the technical condition of a rocket engine

Puc. 3. brnok-cxema METO/Zia MPOTrHO3UPOBAHUA TEXHUYECKOI'O COCTOSIHUSA PAKETHOT'O ABUTaTECIIsL

In this case, the ANN calculates the probability of the
current state and assigns the state of the engine to one of
the classes distinguished by the standards. Having proc-
essed the set of incoming data, the output neuron pro-
duces a signal corresponding to a certain class of techni-
cal condition (normal, satisfactory, critical).

Thus, the ANN can be used as a tool for calculating
the value of the DP in a certain period of time and as a
determinant of the current technical condition of a low-
thrust liquid rocket engine.

A method for forecasting the technical condition of
a low-thrust liquid rocket engine based on the ANN.
The general objective of the method for forecasting the
technical condition of rocket engines, using the ANN as
the analytical block of the FDS, is reduced to comparing
the approximated function of the current value of the DP
with its reference value in appropriate operating condi-
tions. At the same time, the tasks of extrapolating the time
series of telemetric data values for a given period of time
and determining the class of the engine condition
are solved (fig. 3).The proposed method consists of the
following steps:

— telemetry of the functioning of the low-thrust liquid
rocket engine;

— a control data set training of the ANN;

— extrapolation of the DP value for a given period of
time in the ANN;

— defining the class of the current state in the ANN;

— formation of a further operational strategy.

Conclusion 1. In the case of a close interrelationship
of the telemetric data of diagnostic features, it is difficult
to determine the degree of their weight in determining the
class of the current technical condition, as well as to for-
cast the further development of the functioning processes
of the low-thrust liquid rocket engine.

2. The most informative features of the normal func-
tioning of the low-thrust liquid rocket engine should in-
clude: mass fuel consumption, fuel temperature, pressure
in the combustion chamber, valve performance and en-
gine operating time. The selected features are necessary
when regulating traction, specific impulse and tempera-
ture of structural elements.

3. The use of the ANN to forecast the technical condi-
tion of the low-thrust liquid rocket engine, under the con-
ditions of a minimum amount of information coming
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from the sensors of the FDS, makes it possible to extrapo-
late time series accurately and determine the current state
of the system. But the use of the ANN involves training
and retraining, which imposes significant restrictions on
the efficiency of control of low-thrust liquid propellant
rocket engines during the flight.

4. To verify the effectiveness of the developed
method, first of all, it is required to develop a simulation
model capable of generating a discrete data stream, which
is telemetric information about the diagnostic features of
low-thrust liquid rocket engines, and after that the ANN
will be trained in forecasting and distinguishing technical
condition classes. The final stage of verification should be
carried out using real experimental data.
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ENSURING EXTREME REGULATION OF POWER OF PRIMARY ENERGY SOURCES
AT THEIR JOINT OPERATION FOR TOTAL LOAD

0. V. Nepomnyashchiy*, Y. V. Krasnobaev, A. P. Yablonsky, I. V. Solopko, D. V. Lichargin

Siberian Federal University, Space and Information Technology Institute
26b, Kirensky St., Krasnoyarsk, 660074, Russian Federation
*E-mail: 2955005@gmail.com

Heterogeneous energy sources and homogeneous energy sources with different characteristics are frequently used in
autonomous power supply systems. Solar batteries are widely used as primary energy sources for on-board power sup-
ply systems of spacecrafts, unmanned and manned aircrafts. Renewable energy sources such as solar, wind, geothermal
and hydro energy, serve as primary energy sources of terrestrial autonomous power supply systems.

Matching primary energy sources with different characteristics and operating conditions within a unified power
supply system leads to problems connected with the power control of energy sources, which determines the relevance of
the considered problems.

The main aim of the study is to develop a combination of primary energy sources and control techniques which al-
low using primary energy sources with different characteristics and operating conditions in unified autonomous power
supply system.

The objectives of the study are to create the simulation model of a power supply system using MATLAB/Simulink
software; to develop and test control algorithms for primary energy source controllers that would allow to maintain the
needed battery charging current,; to develop and test control algorithms for primary energy source controllers that
would allow the primary energy sources to operate in the maximum power point tracking mode and to minimize the
maximum power point search time.

Methods used in the study: the simulation of a power supply system using MATLAB 7.9 Simulink software.

Results: the simulation model of a power supply system including two primary energy sources with different charac-
teristics is designed. In the case of excess power generating by the primary energy source, its controller operates in the
battery charging mode. When the primary source power shortage occurs, its controller operates in the maximum power
point tracking mode. The proposed power supply system structure allows controlling two energy sources independently,
thus the primary energy source controllers can operate in different modes. This provides flexibility of the power supply
system. The use of fuzzy logic control algorithm increases the accuracy and search speed of the maximum power point
tracking algorithm. Simulation results confirmed the efficiency of the proposed solar controller operation algorithms in
all modes stated above. The efficiency of controller operation modes selection algorithm was confirmed in different op-
erating conditions. The proposed algorithms allow implementing the effective control of primary power sources depend-
ing on power supply system operating conditions.

Keywords: autonomous power supply system, solar cell, solar controller, simulation model, battery, maximum power
point tracking.

OBECIIEYEHHUE S5KCTPEMAJIbHOI'O PEI'YJIMPOBAHUA MOITHOCTU NEPBUYHbBIX
HUCTOYHUKOB DHEPI'MHU ITPU UX COBMECTHOMU PABOTE HA OBIIYIO HAT'PY3KY

0. B. Henomusimuii*, FO. B. Kpacuobaes, A. I1. SA6nouckuii, U. B. Conomko, /1. B. Jluuaprun

Cubupckuii penepanbHbeId YHUBEpCUTET, THCTUTYT KOCMHYECKUX U HH)OPMAIIMOHHBIX TEXHOJIOTHI
Poccutickas @enepanust, 660074, . KpacHosipck, yin. Akagemnka Kupenckoro, 266
*E-mail: 2955005@gmail.com

B cucmemax INNEKMPONUMAHUA KOCMUYECKUX annapamoe, becnuIomubIX u nuilomupyembslx jlemamelbHblx annapa-
moe 6 Kkadecmee nepeudHblx UCMOYHUKOE dHepeUU WUUPOKO UCNONb3YIOMCA COJIHEeYHble 6amapeu. ﬂ/lﬂ 9H€pZOCHCl63fC€HM}l
HA3EMHBIX A6MOHOMHBIX 00bEKMO8 HAX0OAM npumeHernue 60300H06/I5leMble UCMOYHUKU IHepcuu pa3ﬂu1m012 npupodbz,
noseojrstiioujue UCnoib306amb IHEPUO COJZHUCI, eempa, 60JIH, peK, npuiueoe u m. n.
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Ilpumenenue 6 cocmage A6MOHOMHOU CUCHEMbL INEKMPONRUMAHUS PAZHOPOOHBIX UCHIOYHUKO IHEPSUU NO3BOASAEM
OCYUeCMBIAMb 2eHePaYUIo dNeKMPULEecKoll IHepeUuU Ha UHMEPBANdX 6pemMenU, Ko20d OMCYMCmeyem HOCHynieHue
9HepaulU OMm YACMU UCNONb3YEeMbIX UCHIOUYHUKOS.

Coenacosarue nepeuuHbIX UCHOYHUKOS SHEP2ULU C PATUYHBIMU XAPAKMEPUCIUKAMU U YCIO8UAMU PAbOmMbl 8 pam-
Kax OOHOU cucmembl 2NeKMPONUMAHUL NPUBOOUN K BOZHUKHOBEHUIO OONOTHUMETbHBIX CILONCHOCMEN, CBA3AHHBIX C pe-
2YIUPOBAHUEM MOUWHOCTNU UCTNOYHUKOS, YMO U ONpedeniem aKmyatbHOCHb PACCMATPUSAEMBIX 3A0aY.

Lenv uccnedosanus: paspabomra cnoco6o8 00vbeOuHeHUs: NePeUtHbIX UCTNOYHUKO8 IHEP2UU C PAZTUYHBIMU XAPAK-
MEPUCTNUKAMU U YCIOBUAMU PAOOMBL 8 eOUHVIO ABMOHOMHYIO CUCTEMY DNIeKMPORUMAHUSA U AN2OPUTNMO8 YRPAGTeHUs.
KOHMPONNEPaMu JMux UCHOYHUKOS.

3a0auu: cosoanue umumayuonnou moodenu cucmemvl snekmponumarnusi 6 cpede MATLAB/Simulink; paspabomxa
U NMposepKa aneopumma YnpasieHus KOHMPOLIepaMU NEePeUHHbIX UCTHOYHUKO8, 00ecneuusaioujeco noodoepicanue
JHcenaemo2o moka 3apaoa akKymyJisimopHol bamapeu cucmembl 2NeKmMpPonumaniis; paspabomra u npogepra aieopum-
MO8 ynpasienusi KOHmpoLiepamu NepeudHblX UCMOYHUKOS, 00ecneyusarnuux omoop MakCuMAaibHOU MOWHOCMU OMm
Ka#c0020 U3 HECKONbKUX NEPEUYHBIX UCHIOYHUKOS, 8 MOM YUCLe U ¢ MUHUMUZAYUEL 6peMeHU NOUCKA MOYKU MAKCUMATb-
HOU MOWHOCMU.

Memoowl uccredoganusn: UMUMAYUOHHOE MOOETUPOBAHUE CUCHEMbl INeKMPONUMAHUA € UCHOTb308AHUEM A3bIKA
Simulink, exooswezo ¢ cocmas npoepammuozo nakema MATLAB 7.9.

Pesynomamol: paspabomana umumayuoHHas Mooeib CUcmembvl NeKMPONUMAaHus, SKI0Uaowds 08a UCMOYHUKA
IHepaUl ¢ pasTUYHbIMU Xapakmepucmukamu. IIpu uzovimke MOWHOCMUY, 2eHePUPYEMOl NePEULHBIM UCHIOYHUKOM IHED-
2Ull, KOHMPONIEp UCMOYHUKA IHEPSUU HAXOOUMCA 8 pexcume 3apaod akKyMyIAIMOpHoU 6amapeu 3a0aHHLIM QUKCUPO-
sannvim mokom. Ilpu degpuyume mownocmu nepeuYHO20 UCMOUHUKA KOHMPONLEP DYHKYUOHUPYEm 6 pedcume NOUCKd
akcmpemanvrol mowHocmu. CmpyKmypa cucmemvl d1eKmpOnuUmanusa no3eoisdem yYnpasiams 08YMs UCMOYHUKAMU
9Hepeuu Hezasucumo opye om opyea. Taxum o06pazom, KOHMPOILEPbl UCMOYHUKOE IHEP2UU MO2YW HAXOOUMbCS
6 PA3NUYHBIX PEeACUMAX pabomuvl, obecneuusas NOGbIUEHHYIO 2UOKOCMb cucmemsl dnekmponumanus. HMcnonvzosanue
Aneopumma YnpagieHus Ha Hewemrou JIo2uKe Y8eaudugdaem CKOpoCmb NOUCKA MOYKU MAKCUMATbHOU MOWHOCHU,
a makoice nosvluaem moyHoCmy pabomsl ancopumma. Ilpogedennvie ¢ UCNONb30BAHUEM PA3PAOOMAHHOU MOOenU UC-
nulManust ROOMEEepPOUnU pabomocnocoOHOCMy An2OpUMMO8 YIPAGLEHUs KOHMPOLIEPO8 CONHEYHOU bamapeu 60 6cex
pedicumax pabomul. Tloomeepoicoena pabomocnocobHOCmb aneopumma 6vloopa pexcuma padomvl KOHMPOLLIepOo8
6 pasnuuHLIX yenoguax. Ilpeonodcennvle aneopummul NO360AIM OCYWECMEIAmMb IPPeKmugHoe pecyiuposanie Mouy-
HOCIU NEPBUYHBIX UCTNOYHUKOB DHEP2UU 8 3ABUCUMOCTU OM PA3TUYHBIX YCA08ULL pabOmMbl ABMOHOMHOU CUCeMbL JJ1eK-
MPONUMAHUSL.

Kniouegvie cnosa: asmonomuas cucmema s31eKmponumanus, COIHeyHas bamapes, KOHMpPOILEP COTHEYHOU bamapeu,
UMUMAYUOHHASL MOOETb, AKKYMYIAMOPHAs bamapesi, SKCMpeMAaibHoe pe2yiuposanue.

Introduction. In the autonomous power supply sys- battery (SB), a cable network and PS controllers, made in
tems (PSS) wide used renewable energy sources. In PPS  the form of converters with control devices.
of spacecrafts and unmanned and manned aircrafts the The article describes operating algorithms and struc-
solar panel are widely used as primary sources of energy  ture of SP controllers is a part of an autonomous power
[1-3]. Renewable energy sources, such as the sun, wind, supply system with solar panels as primary energy
waves, rivers, tides, etc., provide energy to ground-based  sources. The operating algorithm of the SP controller
autonomous objects [2-5]. should provide a charge of the battery with a constant

Heterogeneous energy sources, and in some cases ho-  current of a given value, as well as charging battery with a
mogeneous energy sources with different characteristics  decreasing current while maintaining a certain fixed volt-
are studied below. The use of various combinations age on the battery in the case when the current power of
of dissimilar energy sources allows reducing the con- the battery exceeds the total power consumed by the load
sumer’s dependence on changing external conditions that  and the battery. In the case when the current SP power is
affect the output of the useful power of some autonomous  less than the total power consumed by the load and the
power supply systems [3—7]. In space-based PSSs, the battery, the SP controller operates in the search mode for
primary sources (PS) of energy are mainly solar panels extreme power and provides the selection of maximum

(SP) [8-11]. power from the SP.

Design features of the placement of several SPs on the PSSs of microsatellites and small spacecrafts usually
spacecraft can lead to significantly diverse external char- include several sections of solar panels located on each
acteristics of these SPs. side of the spacecraft [8—10]. Therefore, the SP sections

Coordination of primary energy sources with different  of such a spacecraft are in various lighting conditions and
characteristics and operating conditions within the unified  make various contributions to the total power of the solar
PSS leads to additional difficulties in ensuring their cells. Moreover, sections of the SP can have different
joint work, in particular, with extreme power control characteristics, and the maximum power that each section
of each PS. of the SP can generate depends not only on the individual

Problem formulation. Autonomous power supply characteristics of the section, but also on the orientation of
systems include directly primary energy sources, a storage  the section on the Sun.
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Fig. 1. Structural diagram of autonomous power supply system with several primary energy sources

Puc. 1. CtpykTypHas cxema aBTOHOMHOH CHCTEMBI SHEPTOCHA0KEHHUS
C HECKOJIBKMMH NIEPBUYHBIMI HCTOYHUKAMH SHEPIHH

When several SPs with different characteristics are
connected to the total load in parallel using a common
voltage converter [4; 8; 9], the position of the operating
points on the power characteristic of each energy source
cannot be individually controlled, since the SP controller
in this case will provide control of the position of the op-
erating point on the resulting power characteristic of par-
allel connected SP. In the extreme power selection mode,
this leads to a decrease in the total power given by the SP
to the load. Thus, it becomes necessary to use individual
SP controllers, which can provide regulating the position
of the operating points on the power characteristics for the
SP independently.

The state-of-art of microcontroller technology allows
reducing the size of the control device and implementing
control of the SP controller based on the microcontroller
[12]. At the same time, it becomes possible to implement
not only a step-by-step algorithm for searching an extre-
mum of SP power [13—15], but also more complex algo-
rithms that speed up the searching process for an extre-
mum and increase the power level generated by SP while
reducing the amplitude of the operating point oscillations
on the current-voltage characteristic of the SP in a
neighborhood maximum power points [16; 17]. The ac-
celeration of the extremum search process is especially
important in the case of spacecraft rotation around its axis
with a certain angular speed [9; 10]. Approaches to the
implementation of a power supply system with several
energy sources, as well as control algorithms for SP con-
trollers, are considered in this paper.

Solutions. When solving the problem of regulating the
power of each primary source individually, we use the
structural diagram of an autonomous PSS, shown in fig. 1

In accordance with the structural diagram shown in
fig. 1, energy sources PS1 and PSn are connected in series
to the controllers PS (CPS1 and CPSn). Output terminals
controllers CPSI-CPSn connected to the SB and the
power load (PL). Thus, it becomes possible to implement
independent control of energy sources and ensure the op-
eration of the following controller operation modes:

— battery charge mode with direct current of the given
fixed value;

— search mode for the extreme power of the solar bat-

tery.
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When power of the source is available and the battery
needs to be charged, the SP controller charges the battery
with direct current of the given fixed value Isp ., subject
to the limitation of the voltage Ugg on the battery. Fig. 2
shows a block diagram of an algorithm for charging a
battery with a given fixed current.

According to the algorithm, the SP controller reads the
voltage and current signals of the battery, after which the
condition for the voltage on the battery managed to reach
its maximum voltage value is checked. If this condition is
met, then the SP controller disconnects the battery from
the energy source. If the condition is not met, then the
equality of the present current value and the set value of
the optimal charge current is checked. If the present cur-
rent value is in a certain predetermined range, then it is
equal to the optimal charging current with some error,
then the demanded cycle ratio remains constant. If the
charge current is less than the specified one, taking into
account the error, then the pulse duty ratio increases by a
certain amount, otherwise it decreases. The magnitude of
the change in the duty cycle of pulses in one step of the
algorithm is set programmatically and does not change
during the operation of the algorithm.

If the primary source of a power shortage is detected,
the SP controller selects the extreme power of the solar
battery operating in accordance with the developed ex-
treme power search algorithm. In the extreme power
search mode, the operating point on the SP power charac-
teristic performs oscillations in the nearest of the maxi-
mum power point. In this case, part of the SP power ex-
ceeding the power consumed by the load, is supplied to
the battery charge. Fig. 3 shows a block diagram of a
step-by-step algorithm of the controller operates in the
search mode for extreme power [16].

In the extreme power search mode, the controller
reads the current and voltage signals of the SP, and then
multiplies them. If the signals are measured for the first
time, then the current power is defined as the power re-
ceived from the SP in the previous step. Next, an increase
in the fill factor of the control pulses by a certain value k&
is viewed, being determined by the controller based on
fuzzy logic occurred, then the current power of the SP is
again calculated. If the power has increased to the value
compared to the value stored in the previous step, then a
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further increase in the duty cycle is observed. In the case
when the measured power decreases, the direction of
movement of the operating point is changed according to
the power characteristic of the SP, and, consequently, a
decrease in the fill factor of the control pulses is viewed.
The value of step k in the extreme power search mode
is calculated by the fuzzy logic control unit [18-20], the

input variables of which are the derivative of the power
with respect to voltage dP / dV for one step of searching
for extreme power, as well as the absolute change in
power dP for this step.

Fuzzy terms of the values of step k depending on the
values of the terms of the input variables of the controller
are given in table.

Start

o |

Read
Isg, Usp

b

Break
charging SB

Not change
the duty
cycle

’ISB.set'ISB‘<AI

Increase the duty
cycle on the
constant value

Reduce the duty
cycle on the
constant value

l

Delay

harge SB
finished

1S

No

Fig. 2. Flowchart of the algorithm of specified fixed current battery charging mode
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Start

-l
-

A
Read
Isp, Usp
Psp=Isp*Usp
AP:PSP‘Pprev
- Yes AP>0 No
. f duty cycle is Yes f duty cycle is
increased on the increased on the
previous step previous step
Increase the duty Reduce the duty Reduce the duty Increase the duty
cycle on the cycle on the cycle on the cycle on the
constant value constant value constant value constant value
. No
Finished
Fig. 3. Flowchart of maximum power point tracking algorithm
Puc. 3. Biiok-cxema aJropuTMa OTCICKUBAHNS TOUKH MaKCUMAJIbHON MOIIHOCTH
Values of k step terms in the maximum power point tracking mode
dP/dV NL NS NZ PS PL
dP (Negative large) (Negative small) (Near zero) (Positive small) (Positive large)

NL (Negative large) Highest High Middle High Highest

NM (Negative moderate) High Middle Low Mode Middle rate High

NS (Negative small) Middle Low Lowest Low Middle

NZ (Near zero) Low Lowest Lowest Lowest Low

PS (Positive small) Middle Low Lowest Low Middle

PM (Positive moderate) High Middle Low Middle High

PL (Positive large) Highest High Middle High Highest
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Start

- \
Read
Isp
Find the CSP
with P
Y N
- € op<lgp st ©
One or more
yes controllers are in SB No Isg>IsB set
harging mode
Csp ;z;ti{lci:g‘;liue s Not change Set the all CSP in Not change
mode the CSP charge mode SB mode the CSP
mode find extreme power
Delay
No

Finished

Fig. 4. Flowchart of solar controllers operation modes selection algorithm

Puc. 4. Biiok-cxeMa anropurma BeIOOpa pexumMa paboThl KOHTPOJUIEPOB COIHEUHBIX OaTapei

The choice of the current operating modes of the SP
controllers is determined by the unit selecting an operat-
ing mode (USOM). The flowchart of the operation algo-
rithm USOM of the SP controllers is shown in fig. 4.The
mode selection block at each step of operation determines
the SP controller with the highest current power value. If
the SP controller with the highest power value operates in
the battery charge mode with a fixed current, and the cur-
rent value of the charging current Igg is less than the
specified Isp s, this controller is put into the search mode
for extreme power. The choice of the SP controller with
the highest power value is due to the potentially largest
increase in the current delivered to the load and to the
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battery charge after switches it to the extreme power
search mode.

This allows reducing the time for switching operating
modes of other SP controllers in the case of transferring
the switch of one controller to the extreme power search
mode and achieves the set value of the charging current
Ispser- If controllers operate in the extreme power search
mode, and the charging current value Igp is still less than
the specified Isp s, the controller operating mode does not
change, since in this case it is not possible to ensure a
further increase in the power transmitted from the
sources. In the case when the SP controllers operate in the
search mode of extreme power, and the value of the
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charging current Isg exceeds the set value Ispg, all SP A comparative analysis of the operation of extreme
controllers are switched to the battery charge mode with a  power search algorithms with a fixed step and a variable
fixed current. Each cycle of the mode selection unit fin-  step is shown in fig. 6.

ishes with the time delay necessary to complete the tran- The analysis of time diagrams of the extreme power
sient processes after changing the operation mode of the  search algorithm operating showed that the use of a vari-
SP controller. able step in the extreme power search algorithm based on

To test the proposed control algorithms was developed  fuzzy logic increases the search speed of the maximum
of a simulation model the power supply system with two  power point by 50.8%. The searching algorithm for ex-
primary sources in the MATLAB / Simulink environment  treme power with a variable step, developed using fuzzy
was developed, the module is shown in fig. 5. logic, also reduces the underutilization of the SP power

The simulation model of the power supply system caused by fluctuations in the operating point relative to
contains two primary sources of energy represented by the  the point of maximum power of the SP by 2.8 %.
solar panels SP1 and SP2, which represent several series- In fig. 7 shows a time diagrams of the current battery
connected solar cells from the library of components of Igp, it explains the process of changing the operating
Simscape [21]. SP1 and SP2 are connected to the control-  modes of the SP controllers.
lers a CSP1 and CSP2 running on the total load PL in the In the time interval from t = 0 to t0, the controllers of
form of resistors R2 and R3 and the battery — SB with an  the power supply system do not change the fill factor of
internal resistance R1. SP controllers consist of control the control pulses of the converters and the current of the
units (CU1 and CU2) together with voltage converters battery Isg charge remains constant. At time t0, both
CSP1 and CSP2 and represent functional blocks, the func-  power system controllers are put into battery charge mode
tioning algorithms of which accord with the control algo-  with a given fixed current. At this time, a gradual increase
rithms shown in fig. 2 and 3. in the fill factor of the control pulses occurs, which leads

The converters CSP1 and CSP2, which are part of the  to an increase in current Isg up to the value of the optimal
controllers CSP1 and CSP2 accord with the scheme of a  charge current I = 10 A. At the time t1, the process of
step-down voltage converter [4; 8; 13—-16]. USOM is a increasing the fill factor of the pulses ends, since the
functional block that contains the m-code as a built-in  value of the charging current Isg becomes equal to Igp g
function for the Simulink environment [22]. The input of  with some predetermined error. At the time t2 , an
the mode selection block receives signals about the cur-  additional load is connected, which leads to a stepwise
rent operating mode of each controller, the current power increase in the load current and a decrease in the charging
values of each energy source, as well as the current value  current Igg , after which the controller starts the process of
of the current Isp of the battery. The USOM functioning  increasing the duty cycle of the pulses in order to achieve
algorithm is developed in accordance with the flowchart the specified optimal value Isgg with the charging
shown in fig. 4. current.
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Fig 7. Change in battery current in the process of solar controllers modes switching

Puc 7. I3menenue Toka 6atapeu B Ipouecce MepeKIoueHUs PeKUMOB paboThI
COJIHEUHBIX KOHTPOJLIEPOB

At time t3, the operating points on the characteristics
of the solar cells SP1 and SP2 are located in the vicinity
of the maximum power point, but the controllers, in
accordance with the control algorithm, continue the
process of increasing the fill factor of the control pulses
up to time t4, when the maximum value of the fill factor
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is observed. Since the optimal value of the charging
current Igg = 10 A was not achieved during the operation
of the SB charge mode algorithm, at the time t5, the SP
controller with the highest current power value (in this
case SP1) switches to the search for extreme power, and
the operating point on the power characteristic SP1 starts
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moving towards the point of maximum power of the solar
battery. By the time t6, the operating point on the power
characteristic SP1 reaches the vicinity of the maximum
power point, which, however, does not lead to the
achievement of the specified optimal value I by the
charging current Igg. Further, at the time t7, the SP
controller with a lower value of the current power (SP2)
switches to the extreme power search mode, and the
operating point on the power characteristic SP2 starts
moving towards the maximum power point. By the time
t8, the operating point on the power characteristic SP2
reaches a neighborhood of the maximum power point. At
the time t9, the additional load is switched off, which
leads to a stepwise decrease in the load current and an
increase in the charging current Isg. At time t10, the mode
selection unit, in accordance with the operation algorithm,
switches both controllers to the battery charge mode with
a fixed current, after which the process of decreasing the
duty cycle of the pulses begins in order to achieve the
specified optimal value Igg by the charging current. By
the time tl11, the charge current Isg of the battery again
reaches its optimum value Isg s = 10 A with some prede-
termined error.

Conclusion.

1. Operating several electric energy sources including
energy stores within of unified autonomous power supply
system erases the problem of their coordinated teamwork
aimed at the effective utilization of their occur, in particu-
lar a problem of the maximal outfeed of energy from re-
newed energy sources.

2. The simulation model of the power supply system,
including two energy sources with various characteristics
has been developed. At surplus of the capacity generated
by a primary energy source, the energy source controller
operates in battery charging mode with a given fixed cur-
rent. In the case of primary source power shortage the
controller operates in a mode of search of extreme capac-
ity. The structure of the power supply system allows oper-
ating two energy sources independently. Thus, energy
source controllers can operate in various modes of opera-
tion, providing the raised flexibility of power supply sys-
tem. The use of control algorithm on the base of fuzzy
logic increases speed of search of a point of the maximal
capacity, as well as increases accuracy of the implementa-
tion of the algorithm.

3. The experimental study of the developed model
have confirmed working capacity of control algorithms
of the solar battery controllers in all operation modes.
The efficiency of the algorithm for choosing the controller
operating modes in various conditions is confirmed.
The introduced algorithms provides effective capacity
regulation of primary energy sources depending on vari-
ous operating conditions for autonomous power supply
systems.
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PROSPECTS FOR THE DEVELOPMENT OF HIGH-VOLTAGE POWER SUPPLY SYSTEMS
OF SPACECRAFT WITH A CHARGE-DISCHARGE REGULATOR

M. M. Filonova

Tomsk State University of Control System and Radio Electronics
40, Lenina Av., Tomsk, 634050, Russian Federation
E-mail : cmm91@inbox.ru

Changing the low-voltage level of the output load power bus (27-28 V) in the power supply system (PSS) of the
spacecraft (SC) to a high-voltage (100 V) allowed us to significantly reduce the SC mass in connection with the reduc-
tion in the mass of cables and energy converting equipment (ECE). However, a number of problems have arisen related
to the difficulty of matching the increased voltage levels of energy sources and loads, taking into account the necessary
level of reliability of the PSS. Therefore, the issues of choosing the PSS structure and methods for developing ECE are
relevant and priority task facing their developers. To date, in the field of development and creation of high-voltage
high-power PSS of SC, a promising direction is their design based on integrated ECE modules, in particular, on the
basis of modules of charge-discharge regulators (CDR) of accumulator batteries (AB).

In the article, a calculation and comparative analysis of the SC PSS structures with the connection of the CDR mod-
ule to the solar battery (SB) bus and with the connection of the CDR module to the output load power bus is performed.
In the course of analysis of the results obtained, it was found that both options for the PSS implementation can be opti-
mal depending on the given curve of the SC load and the requirements for the PSS for specific energy, weight-
dimension and other characteristics. The final choice of the SC PSS structure should be made subject to the specific
power of the ECE and the subsequent calculation of the weight-dimension characteristics of the alternative PSS. Simu-
lation of two options for the implementation of the AB CDR module was carried out: a push-pull converter with one
inductor and a Weinberg converter with a magnetically coupled inductor and an additional power diode. It is estab-
lished that both investigated options can be used in the development and creation of the CDR module of the high-
voltage PSS of spacecraft. However, the design of CDR module based on the Weinberg converter can significantly
reduce the values of the used inductors and output capacitors subject to the required levels of output voltage ripple.

Keywords: spacecraft, power supply system, maximum power point tracking mode, battery charge-discharge regu-
lator, Weinberg converter.

INEPCIIEKTHUBBI B OBJIACTH PASPABOTKHU BBICOKOBOJIBTHbBIX CUCTEM
SJIEKTPOIIMTAHUA KOCMHUYECKOI'O AIIITAPATA
C MOJIYJIEM 3APSJTHO-PA3PSI/THOI'O YCTPOMCTBA

M. M. ®dunonona

Tomckull rocy1apCTBEHHBIN YHUBEPCUTET CUCTEM YIIPABIICHUS U PAJUO3IEKTPOHUKU
Poccuiickas ®@enepanus, 634050, r. Tomck, npocn. Jlenuna, 40
E-mail: cmm91@inbox.ru

Hszmenenue HUZKOBOIbMHO20 YPOBHS HANPANCEHUS. 8bIXOOHOU WUHbL numarnus Hazpysku (27—28 B) 6 cucmeme snex-
mponumanus (COIl) kocmuueckozo annapama (KA) uma evicoxkogonvmmuviti (100 B) no3eonuno cywecmeeHHo ymeHb-
wumov maccy KA 6 céa3u co cHudceHuem maccel kabenetl u 3uepeonpeobpasyoujett annapamypsl (I11A4). Oonaxo 803-
HUK psi0 npobiieM, C8A3aHHbIX CO CILOJICHOCHbIO CO2NACOBAHUSL B03POCULUX YPOBHEL HANPSINCEHUI UCTNOYHUKOG IHEP2UU
U Hazpy3Ku c yuyemom obecneuenus HeobXxoo0umoeo yposHa Haodexcnocmu CIII. I[loamomy evibop cmpykmypsr CIII
u cnocobog cxemomexnuyeckoil pearusayuu 1A aenaemcs akmyanvHoll u nepeooyepedHoli 3a0auet, cmosujell nepeo
paspabomuuxamu. Ha cecoouswunuil denv 8 obaacmu pazpabomku u cozoanus evicokogoabmuvix COII KA nepcnek-
MUBHbIM HANPAGIEHUEM CUUMAEmCsl UX NPOeKmuposanue Ha ocHoge 0b6vedunéunvix mooyiaeu IIIA, 6 wacmnocmu,
Ha 0CHO8e MOOYel 3apsA0HO-paspsoHbix yempoiicme (3PY) axkymynamoprolx 6amapeti (AB).
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B cmamve npogeden pacuem u conocmasumenvuvii anaruz cmpykmyp COII KA ¢ nodkmouenuem mooyns 3PY
K wune coaneynot 6amapeu (bC) u 6bix00HOU wune numanusa Hazpysku. B xo0e ananusa noayuyeHHvix pe3ynbmamos
yemanosieno, umo oba eapuanma peanuzayuu COII mozym 6vlmb ONMUMAIbHBL 8 3AUCUMOCIIU OM 3A0AHHOU YUKTIO-
epammol Haepysku KA u npedwsisnsemvix k COIl mpebosanusim no yoeibHbiM IHEPLeMUYeckKuUM, 2a0apumHo-macco8bim
u uHvlm xapakmepucmuxam. Oxonuamenvhusiti gvloop cmpykmypor CIII Oondicen nposooumcs npu yciosuu yyema
yoenvrot mownocmu DIIA u nocnedyrowezo paciema 2abapumHO-MAaCcO8bIX XAPAKMEPUCMUK ANbMEPHAMUBHBIX
sapuanmos CIII. IIpogedeno umumayuonHoe mooeruposanue 08yx 8apuanmos peanusayuu mooyas 3PY AB: osyx-
MaKkmuo2o npeobpazosameins ¢ 0OHUM opoccenem u npeobpazosamens Beiinbepea ¢ macHumocesasanHvim opoccenem u
OONONIHUMENbHBIM CUTIOBBIM OUOOOM. Ycmanosneno, umo 0b6a ucciedo8anHublX 6apuanma mMo2ym 6vims UCHOb3068AHbL
npu paspabomxe u cozoanuu Mmooy 3PY evicokosonvmmuou CIOII KA. Oounaxo npoexmuposanue 3PY na ocrnose npe-
obpasosamens Betinbepea nozeonsiem 3Ha4UMeNbHO YMEHbUUMD HOMUHALLI UCHONb3YEMbIX Opoccenel U 8bIXOOHbIX
KOHOEHCAmopos npu yciosuu obecnederuss mpeoyemvix ypogHetl nyibcayuli 6biXOOHbIX HANPSCEHUU.

Knouesvle cnosa: xocmuueckuti annapam, cucmema d1eKmponumanus, 3Hep2onpeoopasyiowds annapamypa, mo-
0Y/ib 3apAOHO-PA3PAOH020 YCmpolicmaa, npeodopaszogamens Beilinbepea.

Introduction. For the purpose of high-quality and
timely performance of tasks implemented by spacecraft, it
is necessary to develop their reliable power supply sys-
tems (PSS) with the most improved specific energy and
dimensional mass characteristics. One of the first and
main tasks that arise during the development and creation
of PSS SC is the choice of their structure. The PSS must
implement a reasonable consumption of the capacity gen-
erated by solar and accumulator batteries (SB and AB) in
order to provide consumers with the required types of
electric energy with the specified quality indicators. The
problem is solved by calculation and comparative analysis
of options for the PSS structures, followed by selection of
the most optimal one from the point of view of the ac-
cepted criteria for system efficiency (weight, dimensions,
energy characteristics, etc.) [1].

Since the 70s of the 20th century, the development of
PSS is based on structural schemes with serial or parallel
voltage regulators (VR) of the SB [2; 3]. The output volt-
age of the stabilized load supply bus was mainly 27-28 V.
The most widely used parallel-serial structure in Russia
allows implementing the extreme power control mode of
the SB and its maximum usage [4; 5]. Such PSS are im-
plemented on SC developed by the leading companies of
the Russian space Agency: JSC “Academician M. F. Re-
shetnev “Information Satellite Systems” (Zheleznogorsk),
JSC “NPO n.a. S.A. Lavochkin” (Khimki), JSC “RCC
“Progress” (Samara). They are widely used as at a low
voltage output of the PSS the maximum value of open
circuit voltage of SB at the moment of exit from the Earth
shadow does not exceed 80 V. That allows to easily com-
piling a list of used power items and materials. However,
the schemes designed by traditional methods and worked
out over many years of operation do not allow obtaining
the necessary high quality indicators, taking into account
the constantly increasing requirements for improving the
characteristics of the PSS.

The creation of a high-voltage (100 V) PSS for auto-
mated SC allows significant reducing of the mass of SC
in connection with the reduction of the mass of cables and
energy converting equipment (ECE). However, there is a
number of issues appeared due to the rise of higher volt-
age power sources and their correlation with the necessary
level of reliability of PSS SC. The main problem is an
increase in the SB voltage when the SC leaves the Earth's
shadow, which is unacceptable because of the possibility
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of electrostatic discharges between the SB photodiode
chains and current-collecting elements and the occurrence
of an emergency mode of the PSS [6; 7]. To limit
the voltage on the SB, it is necessary to use special
devices or implement the modes of operation of the PSS
that do not allow increasing the voltage on the SB more
than 180V [8].

The developers of high-voltage PSS for large space
platforms (up to 20 kW) for geostationary orbit solved the
problem by selecting the optimal shunt structure at that
time, in which the output voltage on the load is stabilized
by limiting the voltage on the SB during the entire service
life. Examples of such space platforms are Express-2000,
Spacebus 4000, etc. [5]. The use of shunt PSS is optimal
for achieving high energy characteristics in the case of
geostationary orbits with constant illumination and a uni-
form cyclogram of the SC load. However, the calculation
of the PSS is performed at the end of the service life un-
der conditions of degradation of energy sources, which
negatively affects its characteristics. Until the SB reaches
the characteristics corresponding to the degradation state
and the worst operating conditions in this structure, it will
be significantly underutilized in capacity.

An urgent task for today, the solution of which will al-
low to achieve a significant improvement in the character-
istics of high-voltage PSS of SC, taking into account the
non-simultaneous processes of charge and discharge of
AB, is the development of PSS with modules of battery
charging and discharge devices [9].

Structures of a high-voltage PSS with a battery
charge-discharge regulator. Fig. 1 shows the options
for implementing the structures of high-voltage PSS with
the CDR module of AB, where L is the load.

Tab. 1 shows the ratio for determining required levels
of current values generated by the SB and AB capacities,
taking into account the efficiency of PSS in accordance
with the operation modes of the alternative variants of
PSS and graphs of SC load.

Tab. 1 symbols: Pgc(7) — current value of SB power
BS, Py(r) — current value of load power, Pag 3y(7) — cur-
rent value of the AB power charge, P py(r) — current
value of the AB discharge power, npu(z) — the efficiency
coefficient PH, mzy(7) — efficiency coefficient of CDR
module in AB charging process, npy(7) is the efficiency
coefficient of the CDR in the discharging of AB, nas(r) —
the rate of AB.
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For arbitrarily composed abruptly variable cyclograms
of the SC load and the graph of the generated SB power
(fig. 2, 3) the processes of energy flows in the PSS and
the calculation taken at the same values of the efficiency

of ECE (95 %) were investigated with objective of com-
parative analysis of alternative structures of PSS and de-
termination its optimal structure, subject to minimizing
the overall power of ECE [1].

100V Usb
VR T T VR
COR (OR
SB | Load SB | Load
AB AB
a b
Fig. 1. The structure of the high voltage SC PSS with the connection of the battery
charge-discharge regulator to the load output bus (a), to the solar battery bus (b)
Puc. 1. Ctpyxryps! BeicokoBoabTHRIX COII KA ¢ moakmouennem moxayis 3PY
K [IMHE IUTaHus Harpy3KH (a) U MIHE CONMHEYHOH OaTapen (6)
Table 1
Current values of SB, AB and load capacities in the PSS
Mode of energy PSS with connection of the CDR module to the PSS with connection of the CDR module
supply loads: load bus to the SB bus
From SB Fi(1) = By (1) - pyy (7) Fi (1) = Bic (1) Mpyy (T)
From SB and charge P (T P (1) P(t P (1)
of AB P.(1)= (D) 4 AB3Y Po(1)= (1) AR Y
e (D) M3y (D) M (1) My (D)
Flrlom SE and dis- By (1) = B (D) Mpy (D) + By (1) = e (D) Mpy (D) +
charge AB
TP py (1) Mpy (1) - M5 (1) TP py (T) Mpy (1) My (T) - M35 (T)
From AB Fy(v)= PABny (1) Mpy (1) M5 (D) Fi(1)= PABfPY(T)'nPV (D) Npr (1) - M5 (7)
P, W
2.62540°
Psp(1), W —l
1.75x10° Pioad D). W L
— —
875
00 8 16 24 32 40 48 36 64 72 80 88 9% 1. min

Fig. 2. Load cyclogram 1 and graph of the SB generated power in the PSS
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Fig. 3. Load cyclogram 2 and graph of the SB generated power in the PSS

Puc. 3. lluxnorpamma Harpysku 2 u rpadux renepupyemoit BC momuoctu B COI1

Table 2

Calculated values of the mass of energy sources and ECE capacities in the PSS

Parameter PSS with connection of the PSS with connection of the
CDR module to the load bus CDR module to the SB bus
Cyclogram load 1
SB mass, kg 39.57 39.57
AB mass, kg 46.65 49.11
Maximum calculated capacity of CDR 1835.4 1932.0
in CR mode, W
Maximum calculated capacity of CDR 3157.9 3324.1
in DR mode, W
Maximum calculated capacity PH, W 3195.1 3157.9
Cyclogram load 2
SB mass, kg 23.78 23.78
AB mass, kg 36.32 38.23
Maximum calculated capacity of CDR 848.8 893.4
in CR mode, W
Maximum calculated capacity of CDR 1421.1 1495.8
in DR mode, W
Maximum calculated capacity PH, W 1920 1421.1

Tab. 2 shows the main design parameters for alterna-
tive versions of the EPA for different cyclograms of the
SC load.

Within the cyclogram load 1 of the SC, the mass of
the SB in the alternative versions of the PSS is the same.
The mass of the AB in the PSS with the connection of the
CDR module to the SB bus is greater by 2.46 kg. How-
ever, given that in practice the AB are selected with a
certain margin, the mass of the AB for both versions of
the PSS can be equal.

The maximum calculated power of the CDR in the CR
mode and in the DR mode in the PSS with the connection
of the CDR module to the SB bus is greater by 166 W and
97 W, respectively, compared to the maximum calculated
power of the CDR of the alternative implementation of
the PSS. However, in the PSS with the connection of
CDR to SB bus maximum design capacity of WL is 37 W
less because some part of SB generated power is con-
sumed by CR to provide AB charging.

Within the cyclogram load 2 of the SC, the mass of
the SB in the alternative versions of the PSS is the same.
The mass of the AB in a PSS with the CDR module con-

nected to the SB bus is greater by 1.91 kg. However, as
described above, in practice, the mass of the AB for both
versions of the PSS may be equal.

The maximum calculated capacity of the CDR in the
CR mode and in the DR mode in the PSS with the con-
nection of CDR to the SB is 44.6 and 74.7 W more re-
spectively, compared to maximum calculated capacity of
CDR in alternative PSS. However, in a PSS with the CDR
module connected to the SB bus, the maximum calculated
power of the WL is less by 498.9 W.

In the course of studying the processes of distribution
of energy flows in the PSS from tab. 2 it can be seen that
the SC PSS with a sharply variable load cyclogram 1 is
advisable to design according to the implementation op-
tion of the PSS with the connection of the CDR module to
the output bus of the load power supply. However, when
the load cyclogram is 2, it is advisable to design the SC
PSS according to the implementation option of the PSS
with the connection of the CDR module to the SB bus.
The final choice of the PSS structure should be made
subject to taking into account the specific power of the
energy-generating equipment used and the subsequent
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calculation of the dimensional and mass characteristics of
alternative PSS options.

Simulation of CDR module of the accumulator bat-
tery. One of the options for the schematic implementation
of the CDR module is its development based on a push-
pull converter with a single inductor [10].

In the LTspice IV environment, simulation models of
the CDR based on a push-pull converter with a single
inductor for the charge and discharge modes of the AB
were developed (fig. 4, 5). The parameters of the elements
of the simulation model of CDR: accumulator battery
voltage in the discharge mode U, pa3 is equal to 55 V;
the voltage of the output power bus load Uy is 100 V; the

inductance of each winding of the transformer TV1.1 and
TV1.2 is equal to 35 pH; inductance of the inductor L4 is
9.4 uH; frequency fis equal to 100 kHz for model transis-
tor IRFP4668; diode model Mbr20200ct; the capacitor of
7.4 pF and 32 pF. It is accepted that the output voltage
ripple should not exceed 1 %. Converter capacity in the
discharge mode is equal to 1500 W at a voltage level of
the output power bus load of 100 V. The converter capac-
ity in the charge mode is 900 W at a voltage level of
charging AB equal to 60 V.

Fig. 6, 7 show the waveforms of the voltages flowing
in the converter in the discharge and charge mode
of the AB.

L4
Lary
V14 ™.2
V1
T L] L]
C) {Ltr} {Ltr}
55 oz
LA
Mbr20200ct
Uout
L-1
o vz Mbr20200ct
— —
R4 = v R7 = ME
UgsVT1 i UgsvT2 IRFP4GES
5
IRFP4668
c2 § R1
7] RS V3 __?.4u 6.7
10k
=~ = = =~
Fig. 4. Simulation model of CDR in AB discharge mode
Puc. 4. Umuranuonnas moneins 3PY B pexume paspsga Ab
IRFP4668 ug s
L4 . VT3 R3
s
fLary Til X
5
™11 ™v1.2 Ug va
R1 : ;
4 {Ltr} Lt} VD2
L°1 )
sy Abr20200ct
VD3
-
—Uvt1 Uvt2—3 T
UgsVTi— - Mbr20200ct
— VT UgsVT2 — VT2
R4 b= RS b= v
| IRFP4g88 || IRFP4s68 C)
5 Rs 5 Rr7 VDO =
100
10K 10k P
Mbr20200ct
< ~ ~ ~ N ~ -

Fig. 5. Simulation model of CDR in AB charge mode

Puc. 5. Umuranuonnas mogens 3PY B pexume 3apsina Ab
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Fig. 6. Waveforms of CDR voltages in the AB discharge mode: V (out) — output
voltage; V (out, Uvt2) and V (out, Uvtl) are the voltages on the diodes VD3 and
VD2; V (Uvt2) and V (Uvtl) — voltage on transistors VT2 and VT1; V (Uvt2, N002)
and V (N0O1, Uvtl) — voltage on the transformer windings TV1.2 and TV1.1;

V (NOO1, N002) — voltage at the inductor L4

Puc. 6. Ocumnorpammsl Hanipsbxenuit 3PY B pesxume paspsina Ab: V(out) —
HanpspKEHHE Ha BBIXOAHOW IWHE MUTaHuA Harpy3ku; V(out, Uvt2) u V(out, Uvtl) —
HanpspxeHns Ha quonax VD3 u VD2; V (Uvt2) u V (Uvtl) — HanpspkeHns Ha TPaH3H-
cropax VT2 n VT1; V(Uvt2, N002) u V(N002, Uvtl) — HanpsbxeHre Ha 0OMOTKaxX
tpanchopmaropa TV1.2 u TV1.1; V (NOO1, N002) — nHanpspkenue Ha apoccene L4

55V

oy

100V

V(us)

45Y=1

v

20v-
-10v
-40v-

T Y{n001
0.6 [n001)

59.5V,
29.98ms 30.00ms

V(Us,NOO1)

Fig. 7. Waveforms of CDR voltages in the AB charge mode: V (N002, Us) — voltage
on the transistor VT3; V (Us) — voltage of diode VDO; V (Us, N0O1) — voltage at the
inductor L4; V (n001) — AB charge voltage

Puc. 7. Ocumnmnorpammel Hanpsbkenuit 3PY B pexxume 3apsina Ab: V (N002, Us) —

HanpspbxeHue Ha tpansuctope VT3; V (Us) — nanpspkenue Ha quone VDO;
V (Us, NOO1) — nampspxenue Ha npoccene L4; V (n001) — nanpspkenue 3apsna Ab
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Another promising option for implementing CDR
model is its circuit design based on a Weinberg converter
with a magnetically coupled inductor and an additional
power diode [11-15].

In the LTspice IV environment, simulation models of
the CDR based on the Weinberg converter with a mag-
netically coupled inductor for the charge and discharge
modes of the AB were developed (fig. 8, 9).

The parameters of the elements of the simulation
model of CDR: accumulator battery voltage in the dis-
charge mode U,g pa3 equal to 55 V, the voltage of the
output power bus load Uy is 100 V, the inductance of

each winding of the transformer TV1.1 and TVI1.2 is
equal to 35 pH, inductance of inductors L1.1 and L1.2
equal to 2.36 pH, the frequency f is equal to 100 kHz for
transistor model IRFP4668, diode model Mbr20200ct, the
capacitor is 2 uF and 32 pF.

Converter capacity in the discharge mode is equal
to 1500 W (when Uy = 100 V). Converter capacity in the
in charge mode is 900 W (when the charge voltage of AB
is 60 V).

Fig. 10, 11 show the waveforms of the voltages flow-
ing in the converter in the discharge and charge mode
of the AB.

IRFP4668
ot _ L2 VT3
Us Ug —Us
Lary (Ldry L1l R3
Ju 10k
Vi VA V1.2 g R2
C) ’ ’ 5
— {Ltr} (Lt} VD2 va
55 (=
LT
Mbr20200ct
VD3
[~ Uout
1 1%
Vit Uvtz—s Mbr20200ct
L |
—vm —yr2
R4 = ==
UgsVT1 — || IRFP4668
5
IRFP4668
c2 R1
V2 RS Tau 6.7
10k
v v N v
Fig. 8. Simulation model of CDR in AB discharge mode
Puc. 8. Umutaunonnas moaens 3PY B pexxume paspsna Ab
IRFP4668
_oua Ltz VT3
Us Ug —Us
{Ldry (Ldry 11l R3
J— 10k
VI V1.2 Ug R2
R1 . A 5
4 1 {Ltr} {Ltr} VD2 v
= ]
32u Mbr20200ct
VD3
[
—Uvt1 Uvt2—s L1
UgsVT1—— Mbr20200ct
gs — gy UgsvT2— — 2
R4 b= R6 V1
|| IRFP4668 || IRFP4668 C)
5 5 —
RS R7 VDO 100
10k 10k AN
Mbr20200ct
4 v v 7 7 v Ve

Fig. 9. Simulation model of CDR in AB charge mode

Puc. 9. Umurtanmonnas mozens 3PY B pexume 3apsaa Ab
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Fig. 10. Waveforms of CDR voltages in the AB discharge mode: V (out) — output voltage;
V (out, Uvt2) and V (out, Uvtl) are the voltages on the diodes VD3 and VD2; V (Uvt2)
and V (Uvtl) — voltage on transistors VT2 and VT1; V (Uvt2, N002) and V (N002, Uvtl) —
voltage on the transformer windings TV1.2 and TV1.1; V(N001, N002) and V (Us, N002) —
voltage at the magnetically coupled inductor; V (Us, Uout) — voltage of transistor VT3

Puc. 10. Ocumnorpammsl Hanpsbxenuid 3PY B pexunme paspsaa Ab: V (out) — HanpsbkeHue
Ha BBIXOJHOH IMHe nuTaHus Harpy3ky; V (out, Uvt2) n V (out, Uvt]) — HanpspkeHUst
Ha quoxax VD3 u VD2; V (Uvt2) u V (Uvtl) — HanpspkeHus Ha TpaHsuctopax VI2 u VT1;
V (Uvt2, N002) u V (N002, Uvtl) — Hanpspkenue Ha ooOMoTkax Tpanchopmaropa TV1.2
nTV1.1; V (N002, N0O1) m V (Us, N002) — HampspKeHHsI HA MaTHUTOCBSI3aHHOM JIPOCCEIIE;
V (Us, Uout) — HanpspkeHue Ha Tpansucrope VI3
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Fig. 11. Waveforms of CDR voltages in the AB charge mode: V (N002, Us) — voltage
on the transistor VT3; V (Us) — voltage of diode VDO; V (Us, N002) and V (N002, N001) —
voltage at the magnetically coupled inductor; V (n001) — AB charge voltage

Puc. 11. Ocumnorpammsl Hanpsbxenuid 3PY B pexume 3apsna AB: V (N002, Us) — nanpsi-

skenue Ha Tpanzuctope VT3; V (Us) — nanpsokenue Ha auone VDO; V (Us, N002) u V (N002,
NO01) — HanpspkeHHe Ha MarHUTOCBSI3aHHOM Jpoccene; V (n001) — nanpsbxenue 3apsga Ab
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The implementation of the SRU module based on a
Weinberg converter with a magnetically coupled choke
and an additional diode makes it possible to reduce the
nominal value of the choke inductance by 2 times and the
output capacitor (in the AB discharge mode) by 3.7 times
compared to a two-stroke Converter with a single choke,
subject to the condition of ensuring an equal level of
output voltage ripples (no more than 1 %) in the matched
converters.

Conclusion. Nowadays, in the field of development
and creation of high-voltage high-power SC PSS, a prom-
ising direction is the design based on combined modules
of energy-generating equipment, in particular, taking into
account the non-simultaneous processes of charging and
discharging AB on the basis of combined CDR modules
of accumulator batteries.

The study of the processes of energy flows in the PSS
and of the comparative analysis found that both imple-
mentations of PSS can be optimal depending on the speci-
fied cyclogram of SC load and requirements for the spe-
cific energy and the weight dimension characteristics of
PSS, as well as, for example, according to the require-
ments of restriction of currents of charge-discharge of
AB, etc., which affects the redistribution of energy in
PSS. In addition, the choice of the PSS structure should
be made subject to taking into account the specific capac-
ity of the energy-generating equipment used and the sub-
sequent calculation of the weight dimension characteris-
tics of PSS alternative options.

Based on the results of simulation of two variants of
implementation of CDR module of AB, it was revealed
that both studied variants can be used in the development
and creation of the ECE of the high-voltage power supply
system of the spacecraft. However, the development of a
CDR based on the Weinberg converter allows reducing
the ratings of the used inductors and output capacitors
under the required levels of output voltage ripples.
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RESEARCH ON ELECTRICAL PROPERTIES OF MANGANESE SULPHIDES DOPED
BY THULIUM AND YTTERBIUM IONS

S. 0. Konovalov", O. B. Begisheva, Abdelbaki Hichem, U. I. Rybina, M. Yu. Yukhno
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Materials exhibiting connection between electrical and magnetic properties are attractive for possible use as an
element base in microelectronics, spintronics, and sensor devices. Compounds with mixed valence exhibit a number of
metal-insulator phase transitions, magnetic phase transitions, including changes in magnetic properties without chang-
ing magnetic symmetry.

Promising materials for studying these effects are cation-substituted Mn;_.Re,S compounds (Re = 4f elements) syn-
thesized on the basis of the antiferromagnetic semiconductor of manganese monosulfide. The latter is of practical
importance in the development of new materials for temperature sensors, widely used in the metallurgical industry.

The structural and electrical properties of compounds with mixed valences TmyMn; xS (0 < X < 0.15) and
TmyMn; xS (0 <X < 0.25) were studied in the temperature range 80—1100K. The regions of existence of solid solutions
of TmyMn,_xS sulfides with an fcc (face-centered cubic) lattice of the NaCl type were determined. It was found that con-
ductivity decreases upon the substitution of manganese cations with thulium ions and the lattice constant increases
more sharply in comparison with Vegard’s law. When ytterbium ions are substituted, the conductivity increases with
increasing concentration and the temperature dependence has the form typical of semiconductors.

Key words: manganese sulfide, mixed valence, conductivity, X-ray diffraction analysis.

HCCJIEJOBAHME SJIEKTPUYECKHUX CBOMCTB CYJIb®HUIOB MAPTAHIIA
JOIMUPOBAHHBIX UOHAMMU TYJIUA U UTTEPBUA

C. O. Konosanos', O. B. Berumesa, A6nens6axu Xuutem, Y. W. Peiéuna, M. 0. FOxHo

Cubupckuii rocyaapcTBEHHBIH YHHBEPCUTET HAyKU U TexHosoruid nMenn M. @. Pemernena
Poccwuiickas @enepanust, 660037, npoct. uM. ras. «KpacHosipckuit pabounii», 31
* .
E-mail kco.konovalov@yandex.ru

Mamepuanei, obnapysicusarowue ces3b MeNcOy INEKMPUYECKUMU U MASHUMHLIMU CBOUCMEAMU, SIGISIOMCS NPUsie-
KamenbHbiMu OJis 803MOJICHO20 UCHONb308AHUSL 6 KAYECHEe JIIeMEHMHOU Oa3bl 8 MUKPOINEKMPOHUKE, CHUHMPOHUKE,
cencopuvix ycmpouicmeax. CoeOuHenus ¢ nepemeHHoll 8aIeHMHOCMbIO NPOSAGISION Psi0 (hA308bIX NEPEX0008 MEmai-
OUdIEKMPUK, MacHUmMHble (hazo8ble nepexoovl, BKIIOYAsL USMEHEHUSL MASHUMHBIX C8OUCE 0e3 UMEHEeHUs MACHUMHOU
cuMmMempuu.

Iepcnexmusnvimu mamepuanamu O1s U3YUEHUS. SMUX IDOEKMO8 AGIAIOMCSA KAMUOH 3AMeUjeHHble COeOUHEeHUs
Mn;_,Re,S (Re = 4f onemenmsi), cunmezuposanuvie Ha OCHOBE AHMUPDEPPOMASHUMHOZ0 ROLYAPOBOOHUKA MOHOCY b~
¢uoa mapeanya. Ilocneonee umeem nNpakmuyeckyo 3HAUUMOCMb 8 pPa3pabOmMKe HOBbIX MAMePUudnog Ois OAmuUKO8
memMnepamypbl, WUpOKO UCTIONbIYEMBIX 8 MEMALLYPSULECKOU OMPACTU.

IIposedennl uccredosanuss CMpyKMypHuIX U I1EKMPUYECKUX CB0UCME COCOUHEHUN ¢ NePeMeHHOU 8ANeHMHOCbIO
TmxMn; xS (0 £ X < 0.15)u TmyMn; xS (0 < X < 0.25) 6 ooracmu memnepamyp 80—1100K. Onpedenenst obracmu
cyujecmgogarusi meepovix pacmeopos cyioduoos TmXMni-XS ¢ I'lIK pewemxoti muna NaCl. Ycmanoeieno ymero-
wieHue nPogoOUMOCIU NPU 3AMeUJeHUY KAMUOHO8 MAP2aHyd UOHAMU mYyiusl U 0ojee pe3Koe yeeauyeHue NoCMOosiHHOU
peulemKu no cpaeHenulo ¢ 3axonom Bezapoa. Ilpu 3amewjenuu uonamu ummepous npoeooUMOCHb YEeauduUBaemcs
€ POCMOM KOHYEHMPAYUY U MeMnepamypHast 3a6UCUMOCTb UMeem U0, MURUYHBIL O/ HOIYNPOBOOHUKOE.

Kniouegvie cnosa: cynvghuo mapeanya, nepemennas 6aneHmMHOCMb, NPOBOOUMOCHb, DEHMESEHOCMPYKMYPHbIU
amanus.
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Introduction. Compounds containing rare-earth
chemical elements with mixed valence such as Sm, Yb,
Ce, Eu, Tm have a number of unique properties. Phase
transitions of purely electronic nature and associated with
change in the filling of 4f electronic levels [1] often occur
in them when external conditions (temperature, pressure,
composition) change. At the same time the magnetic
properties also change [2—4] (localized magnetic moments
disappear), i. e. the transitions are of the “magnetic —
nonmagnetic” state type [5]. Change in the type of con-
ductivity from semiconductor to metal type and a signifi-
cant magnitude of magnetoresistance (of the order
of 100 %) in the paramagnetic region at room tempera-
tures and above [6—11] is observed in manganese sulfides
substituted by samarium [6] and gadolinium [7] ions.

Thulium sulfide has a cubic crystalline structure with
a lattice parameter of 5.412 A. This compound is charac-
terized by a metallic type of conductivity at 7 > 100 K
with electron concentration of about 10*> ¢cm ~ and resis-
tivity of about 10° Ohm / cm at room temperature [2].
Thulium whose electronic configuration of the 4f — shell
is unstable and close to a filled one, can enter the com-
pounds with other elements, be in the state of Tm*" 4f"
term °F;,, and Tm® + 4f'? term *H. In TmS a thulium ion
is in the trivalent state with a 4f level filling of n,= 0.65
and the energy difference between the divalent and triva-
lent states E** — E*" = 0.3 eV [12]. The proximity of the
energies of thulium aliovalent states leads to the fact that
TmS exhibits a condo effect in which band electrons
group around thulium ions screening its magnetic moment
[13]. Under the action of pressure “quasilocalized” states
expand and pass into the conduction band, which will
manifest itself in the form of transition to the usual metal-
lic state. This is confirmed by the baric dependence of
thulium thermopower, which decreases under pressure to
20 GPa, and ceases to change at higher pressures [14].
Pressure leads to changing magnetic characteristics and
magnetic structure [15-18]

Ytterbium sulfide at normal pressure is a semiconduc-
tor with a direct gap in the spectrum of electronic excita-
tions ~ 1.3 eV and an indirect gap ~ 1.0 eV between
the fully occupied f-state and free sd-band states [19],
which are 4 eV higher in energy than the 3 p-valence
band of sulfur ions. Under pressure the gap monotonically
decreases dEg /d p =—6 = 1 eV / kbar [20], at 8 GPa the
zones overlap and a metallic state arises [21]. At 10 GPa
quantum resonance, that is, a superposition of /13 and f14
states and change in valence from 2 to 4 is observed. The
density of current carriers per an ytterbium ion is 0.4 [22]

Materials and methods of research. The synthesis of
Mn;_xRexS samples is described in detail in [8]. Solid
solutions Mn; xTmxS and Mn; xYbxS were obtained
by solid-phase synthesis, degrees of substitution 0.05;
0.10; 0.15 and 0.05; 0.10; 0.15; 0.2; 0.25 respectively.

X-ray diffraction analysis of Mn; xTmxS (X =
=0.05; 0.15) and Mn; xYbxS (X = 0.1; 0.2) sulfides was
carried out on a DRON-3 installation in CuKa-radiation
at temperature of 300 K after they were obtained and their
transport properties were measured. X-ray diffraction
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patterns obtained after the measurements indicate that all
the substances studied have a face-centered cubic (fcc)
structure of the NaCl type typical of manganese monosul-
fide.

The conductivity was measured in the temperature
range 80-1100 K using the four-probe method. The four-
probe method for measuring electrical resistivity is the
most common. The method is very convenient since there
is no need to create ohmic contacts; it is possible to meas-
ure the resistivity of bulk samples of the most diverse
shapes and sizes, as well as the resistivity of layers of
semiconductor structures, for example, during ion implan-
tation. In this case, one condition must be fulfilled as far
as the shape is concerned, that is, the presence of a flat
surface whose linear dimensions exceed the linear dimen-
sions of the probe system (the distance between them).

Four metal probes with a small contact area (fig. 1) the
distances between which are s;, s,, s3, are placed on the
flat surface of the sample along a straight line. Electric
current I, is passed through two external probes 1 and 4,
and the potential difference U,; is measured on two inter-
nal probes 2 and 3.

Results and discussion. X-ray diffraction patterns of
the synthesized sulfides were obtained (fig. 2, 3). X-ray
diffraction patterns obtained after measurements indicate
that all the substances studied have a stable crystalline
state up to temperatures of the order of 1100K. X-ray dif-
fraction analysis showed that the synthesized compounds
are single-phase and have a face-centered cubic (fcc)
structure of the NaCl type, typical of manganese mono-
sulfide. With increase in the degree of cationic substitu-
tion (X), the unit cell parameter a increases linearly,
which indicates the formation of Mn; xTmxS and Mn;.
xYbxS solid solutions (fig. 2, 3). Increase in the lattice
constant, compared with linear growth according
to Vegard’s law, is possibly associated with the localiza-
tion of electrons at the interface of manganese ions with
substituted ones and with weak hybridization of 4f-3d
orbitals, which is described by an exponential dependence
on distance.

The temperature dependence on conductivity
was measured for the synthesized samples Mn;.xTmxS
(0.01 < X < 0.15) and Mn;xYbxS (0.05 < X < 0.25)
(fig. 4). The behavior of the Inc (10° / T) dependences is
characteristic of substances with semiconductor conduc-
tivity. Fig. 4, a shows the electrical conductivity of
TmyxMn, xS solid solutions. A sample with a thulium sub-
stitution degree of X = 0.05 has a conductivity plateau
from 310 to 380 K. For X = 0.1 there is an anomaly in the
conductivity behavior from 330 to 360 K. For X = 0.15
there is an anomaly in the conductivity behavior from
650 K to 690 K. All of the studied samples with thulium
are characterized by a high resistance state even at room
temperature in comparison with the electrical resistance
observed in manganese monosulfide [8]. Fig. 4, b shows
the electrical conductivity of TmyxYb;.xS solid solutions.
When the temperature increases the conductivity grows
significantly faster in the case of ytterbium than in the
case of thulium.
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Fig. 1. A schematic diagram of measurements using
the four-probe method
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Fig. 2. X- ray diffraction patterns of Mn,_,Tm,S:
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a-X=0,05b-X=0,1;c—X=0,15
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Fig. 4. Temperature dependence on conductivity:
a—Mn; xTmyS (0.05 <X <0.15); b —Mn; xYbxS (0.05 < X <0.25)

Puc. 4. 3aBucuMOCTb IPOBOJMMOCTH OT TEMIIEPATYPBIL:
a— Mnl_XTmXS (0,05 <X< 0,15), b— Mnl_XYbXS (0,05 <X< 0,25)

The dependences of the conductivity on the substitu-
tion concentration of thulium and ytterbium ions at room
temperature are shown in fig. 5. With increase in the de-
gree of samples doping with thulium the conductivity
decreases (fig. 5, a), and when doping with ytterbium a
similar conductivity behavior occurs, but there is a section
in the concentration range from X = 0.1 to X = 0.2 in
which, on the contrary, growth is observed. In general,
there is a nontrivial picture that is different from the be-
havior of impurity semiconductors, in which substitution
with an alloying element increases the concentration of
charge carriers and, as a result, the conductivity.
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This behavior can be explained by the fact that an yt-
terbium ion is trivalent and, when a divalent manganese
ion is substituted in a solid solution, both electrons and
holes are formed by non-stoichiometry of the obtained
samples. With increase in the substitution concentration,
electrons and holes accumulate at intercrystalline bounda-
ries and form a carrier-depleted layer similar to the p-n
junction. Substitution with ytterbium ions leads to the
formation of holes in the cationic subsystem; as a result,
the conductivity decreases sharply compared to manga-
nese sulfide. As the concentration of hole current carriers
increases, the conductivity increases (fig. 5, b).



Cubupckuil scypHan Hayku u mexvoaoaui. Tom 21, Ne ]

200 -
a b
44 = n
160 -
- 37 D
g 5120—
= =
o2 s 80-
o 2 [ |
© o
1- 40 /\_
| |
0- \l 04 « \l
0,05 0,10 0,15 0,1 0,2
X X
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Conclusion. X-ray diffraction analysis of solid solu-
tions of manganese sulfides substituted by rare-earth ions
of thulium and ytterbium was carried out. It was found
that the synthesized compounds are single-phase ones and
have a face-centered cubic (fcc) structure. There is in-
crease in the unit cell when substituted by thulium and
ytterbium.

Decrease in the conductivity upon substitution with
thulium and increase in the conductivity of solid solutions
upon substitution with ytterbium were found. The tem-
perature dependence of substituted sulfides has a semi-
conductor form. The concentration dependence of the
conductivity for Mn, xTmyS is explained by the forma-
tion of a space charge at the boundaries of intercrystalline
grains.
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THE INFLUENCE OF PREFINISHING OPERATIONS AT TITANIUM ALLOYS
ON THE CHARACTERISTICS OF MAO COATINGS

A. E. Mikheev, A. V. Girn, D. V. Ravodina, 1. G. Elizar'eva

Reshetnev Siberian State University of Science and Technology
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Improving the reliability, service life and operational safety of titanium alloy structures exposed to thermal, chemi-
cal and mechanical stresses can be achieved by applying various protective coatings.

One of the effective methods of protecting such alloys is the formation on their surface of oxide coatings that are re-
sistant to external factors. Of great interest from this point of view is the method of micro-arc oxidation (MAQO), which
allows one to obtain multifunctional ceramic-like oxide coatings with unique properties. Such coatings can be used to
create a durable heat and electrical insulating layer on parts, protect surfaces from erosion in high-speed gas flows,
corrosion in aggressive environments and wear by friction, to increase the surface emissivity, etc.

This method is well established for the oxidation of aluminum alloys. Despite the fact that the mechanism of coating
formation during MAQO is the same for aluminum and titanium alloys, there are certain differences in the structure and
characteristics of the resulting coating. For example, it is believed that during the MAO treatment of aluminum alloys,
preliminary surface preparation is not required and the adhesive strength is comparable with the strength of the sub-
strate material. However, when processing titanium alloys, we noted cases of a significant decrease in adhesive
strength. One of the reasons may be the lack of preliminary surface preparation before coating.

Therefore, studies aimed at studying the influence of the method of surface preparation and the resulting roughness
on the characteristics of the applied coatings are relevant.

Keywords: micro-arc oxidation, titanium alloys, surface preparation, thickness, adhesive strength, roughness.

BJUSHUE NMPEJBAPUTEJBLHOM MMOATOTOBKA INIOBEPXHOCTH
TUTAHOBBIX CIINTABOB HA XAPAKTEPUCTHUKHA MO NIOKPBITHHU

A. E. Muxees, A. B. I'upn, J1. B. PaBoauna, U. I'. Enuzaprena

Cubupckuii rocy1apcTBEHHBIN YHHBEPCUTET HAYKH U TEXHOJIOTHi MMeHH akanemuka M.D. PemeTneBa
Poccutickas @enepamus, 660037, r. KpacHosipek, mpoctt. uM. ra3. «KpacHosipckwuii paboumnii», 3 1
E-mail: michla@mail.ru

Tosvuenue nadedxcnocmu, pecypca pabomol U 6€30NACHOCIU IKCAIYAMAYUYU KOHCMPYKYUL U3 MUMAHOBbIX CIIA-
608, NOOBEP2AIOWUXCSL 6030€LICMEUI0 MENTOBbIX, XUMUYECKUX U MEXAHUYECKUX HASPY30K, MONCHO 00OUMbCS HAHECEHU-
eM PA3IUUHbIX 3AUWUMHBIX NOKDbIMULL

OOHUM U3 IhhexmusHbIX MeMOA08 3auunpvl MAKUX CRIAB08 ABNAENCS 00PA308AHUE HA UX NOBEPXHOCIU YCIMOUYU-
BbIX NPOMUBE BO30EUCMBUSL GHEWHUX (PAKMOPOE OKCUOHBIX NOKpbimuil. Bonvuioti unmepec ¢ smoui mouku 3penus: npeo-
cmaeasiem mMemoo MUKpooyeosoeo okcuouposanus (M/[0), nozeonsrowull noryyams MHO20QYHKYUOHATbHbIE KEPaMU-
KON0O0OHbLE OKCUOHBLE NOKDLIMUSL C VHUKATbHbIMU coticmeamu. TaKkue ROKpbimus MO2ym NPUMEHAMbCS O CO30AHUSL
HA 0emanax nPoOYHO20 MEenio- U NeKMPOUZOTUPYIOWE20 CIOS, 3aUUntbl NOGEPXHOCMEN OM IPO3ULL 8 BbICOKOCKOPOCI-
HbIX 2A308bIX NOMOKAX, KOPPO3UU 6 A2PEeCCUBHBIX CPeOax U U3HOCA mpeHuem, OJis NogblueHUs Kodpuyuenma usiyde-
HUsL ROBEPXHOCIU U M. N

Dmom memood xopouio ompabomar Oisk OKCUOUPOSAHUSL AIOMUHUEBbIX ChLA808. Hecmomps na mo, umo mexanusm
o6pazosanus nokpvimuil npu MJ[O 015 anioMunuessbix 1 MumaHo8blX CRAAB08 0OUHAKOS, CYUECMEYIOM OnpedeieHtble
Pasnuyus 6 CIMpYyKmype U Xapakmepucmurax noiy4yenno2o nokpvimus. Hanpumep, cuumaemces, umo npu o6pabomke
MJIO amomunuesvix cniagog ne mpedyemcs npeosapumenvas no020Mo8Ka NOGEPXHOCHU U A02e3UOHHAS. NPOYHOCb
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CONOCMABUMA ¢ NPOYHOCMbIO Mamepuana noonoxcku. Oonaxo npu o6pabomke MUMAHOBLIX CHIAB08 HAMU ObLIU OM-
MeueHbl CyYau 3HAYUMENbHO20 CHUMNCEeHUS ad2e3uonnou npounocmu. OOHOU U3 npudun modicem Ovimb OMCYmMcmeaue
npeosapumenbHoll N0020MOGKY NOBEPXHOCMU neped HaHecenuem NOKPbIMUL.

Iloamomy uccnedosanus Hanpasienuvle HA U3VHUeHUe GIUAHUSL CnOCOOa NOO20MOBKU NOBEPXHOCMU U NOJYYEHHOU
Uiepoxo8amoCcmu Ha XapaKmepucmuKky HaHecenHblx NOKPLIMULL AGIAIOMCA AKMYANbHbIMU.

Kniouesvie crosa: Mquodyeoeoe OKCMOMPOGCZHME, mumaHoebsle Cnjaeswl, Nn0020Mo6Ka nosepxnocmu, moawuna, ao-

CE3UOHHAA NPOYHOCNTb, ULEPOX06Anmocntbo.

Introduction. The composition, concentration of elec-
trolyte components and the duration of MAO have a ma-
jor effect on the characteristics of oxide layers. The es-
sence of MAO is that under the influence of electric cur-
rent applied between the part located in the electrolyte
and the metal cathode (electrolytic cell body or electrode),
migrating point micro-arc discharges (MAD) arise on its
surface, from the effect of which a ceramic coating
is formed on the surface [1-7]. The electrolyte composi-
tion for MAO is selected based on the chemical composi-
tion of the hardened valve alloy and the function
of the coating.

In the MAO process, diffusion, thermal, plasmo-
chemical and electrophysical processes play a significant
role. Conventionally, these processes can be divided into
several stages, which proceed sequentially or in parallel:

1) chemical interaction between the base material and
the forming coating with the electrolyte;

2) electrochemical processes that occur both before
ignition of an electric discharge and after its ignition in
areas of the treated surface where there is currently no
discharge (anodization in aqueous solutions of electro-
lytes and electrolysis);

3) in fact, micro-arc oxidation, which includes the
short initial stages of luminescence and sparking and then
the main stage of MAD combustion;

4) transition of a micro-arc discharge in an arc dis-
charge after the formation of an MAO coating of a certain
thickness.

The voltage at which sparking begins in the electrolyte
depends on the composition of the material being proc-
essed and the electrolyte. At a small coating thickness,
due to the large heat removal, a spark discharge is ob-
served, which with an increase in the film thickness trans-
forms into MAD, and at large thicknesses it transforms
into an arc [8-10].

It is reputed that a necessary condition for the occur-
rence of an electric discharge in an electrolyte is the pres-
ence of a gas or vapor-gas layer between the electrolyte
and the base metal. Apparently, the discharge during
MADO is gas and arises as a result of electric breakdown
of vapor-gas “plugs” formed in micro-pores of a porous
oxide layer growing on the barrier layer. These plugs
are formed during electrolysis processes of the discharge
of H + or OH- ions and boiling of electrolyte in pore
channels [11].

It is generally thought that during MAO treatment of
aluminum alloys, preliminary surface preparation is not
required and the adhesive strength is comparable with the
strength of the substrate material. However, when proc-
essing titanium alloys, we noted cases of a significant
decrease in adhesive strength. One of the reasons may be
the lack of preliminary surface preparation before coating.
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Therefore, there is a need to study the effect of prelimi-
nary surface preparation on the characteristics of coatings.

Surface preparation can be carried out in many ways,
such as: grinding, matting, polishing, tumbling, vibration
processing, blast-abrasive treatment, degreasing, etching,
activation.

MAO coatings are ceramics of complex composition
[12-16]. The coating during micro-arc oxidation 1is
formed due to the oxidation of the metal surface and ox-
ide and hydroxide forms of this metal are formed. On the
other hand, the coating grows due to the inclusion of elec-
trolyte cells in its composition. Electrolyte elements enter
the coating in the form of salts, oxides and hydroxides of
complex composition. If necessary, the MAO technology
allows you to enter into the coating any desired chemical
element.

The main characteristics of the resulting coatings in-
clude the following parameters: adhesion, coating thick-
ness, porosity, wear resistance, etc.

Experimental procedure. VT 6/BT 6 titanium alloy
with a thickness of 3 mm, dimensions 50 x 40 mm was
used for the manufacture of samples. The composition
and characteristics of VT 6/BT 6 are presented in tab. 1.
When choosing the material, it was assumed that this al-
loy is widely used for the manufacture of a significant
range of parts in mechanical engineering, the manufacture
of aircraft and spacecraft, fasteners and threaded
parts, etc.

As already mentioned above, the speciation, the con-
centration of electrolyte components, and the duration of
MAO have the greatest effect on the adhesion, thickness,
structure and phase composition of oxide layers. The ef-
fect of surface pretreatment on the characteristics of the
applied coatings is not well investigated.

Preliminary experimental studies were carried out to
select the modes of MAO treatment. The samples were
processed in an experimental MAO installation operating
on a three-phase alternating current network of 380 V
and a frequency of 50 Hz. The current source was the
IAT-T2/MAT-T2 transformer (asymmetric current source).

As a result of a literature review and scientific patent
search, several electrolyte compositions of interest to us
were identified [17-19]. The formation of oxide coatings
on products from titanium-based alloys was carried out in
solutions of sodium hydrogen phosphate and sodium sili-
cate with the addition of potassium hydroxide, which
were prepared by dissolving the calculated amount of
chemical reagents in distilled water (tab. 2).

During the experiment it was found that with an in-
crease in the ratio of the cathodic and anodic components
of the current strength, the thickness of the oxide layer
decreases (fig. 1) and the adhesive strength of the coating
increases (fig. 2).
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VT 6/BT 6 speciation and characteristics

Grade

VT 6/BT 6

Classification:

titanium wrought alloy

Chemical composition in % for grade VT1-0/BT1-0 GOST 19807-91

Table 1

Impurities

Fe C Si \% N Ti Al Zr 0) H
to t0 0.1 t0 0.1 3.5-53 to 0.05 86.45909| 53-6.8 | t00.3 | ©00.2 | to0.015
0.6

others 0.3

VT 6/BT 6 hardness after quenching and aging

HB 10! =293-361 MPa

Number op ™
electrolyte
1 ~
2 ~—

VT 6/BT 6 hardness after annealing

HB 107" =255-341 MPa

———

The speciation and concentration of electrolytes, processing modes

Speciation of Concentration, g/l Alloy The ratio of the cathode
electrolyte and anodic components of
the current (Ix/Ia)
Na,HPO, 60 VT 6/BT 6 0.8:1; 1,2
KOH 30
Na,SiO; 50
A
38 N R
N
36 <
AN
34 <
*,
> AN
$ 32—
; \
= 30  — - X
28 "
S
26— AN~
* -
N Tk
24 ~
ES
22 >
0.8 1 1.2 Ik/Ia

KOH + Na,SiO;, j = 20 A/dm?
——— Na,HPO,, j =20 A/dm?

KOH + Na,SiO;, j =30 A/dm?

— — — Na,HPO,, j =30 A/dm*

Fig. 1. Dependence of the coating thickness on the ratio of the cathode
and anode component of the current

Puc. 1. 3aBUCUMOCTD TOJIIIMHBI TIOKPBITHSI OT OTHOLIEHUS KATOHOM
¥ QHOJIHOM COCTABJISIIONIEH CHIIBI TOKA

117




CubupcKuii HCypHan Hayku U mexwnonoauu. Tom 21, No |

/
80.0

A

75.0
70.0
65.0
v
60.0

G, kg/cm2

55.0

50.0——

45.0
40.0

Na,HPO,, j =20 A/dm’
— — — KOH + Na28iO;, j = 20 A/dm?

Na,HPO,, j =30 A/dm’

_———— KOH + Na,Si0;, j =30 A/dm?

Fig. 2. Test results for adhesive strength of the coating

Puc. 2. Pe3ynbTaThl UCIIBITAHUN HA aINC3UOHHY IO
HPOYHOCTD ITOKPBITHS

Table 3
MAO processing mode
Parameter Notation Value
Run time t 10 min
Current density J 20 A/dm”
The ratio of the cathode and anodic component of the current I/1, 1.2
Current I, — 5.2
I, + 44
No 1 Na,HPO,
Electrolyte compositions No2 KOH
B Na28i03

It was also revealed that when processing with a cur-
rent density of J = 30 A/dm? in the aqueous Na,HPO,
solution, the samples burn up, and in the silicate-alkaline
electrolyte (KOH + Na,SiO3) the solution boils. Based on
this, a further mode of MAO processing was selected,
which is presented in tab. 3.

A methodology for conducting experimental studies
was developed to determine the dependence of coating
properties on preliminary surface preparation.

As a method of surface preparation, the machining of
samples on sanding paper of various grit sizes used on a
Struers LaboPol-1 grinding and polishing machine and a
sandblasting machine with corundum was chosen.

Acetone (GOST 2768-84) was used for degreasing.

As a result, the roughness data of the processed sam-
ples were obtained, presented in tab. 4 and in fig. 3 and 4.
Roughness measurement was carried out with a TR110
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profilometer, which meets the requirements of ISO and
DIN standards.

The prepared samples were coated with MAO coat-
ings. The thickness of the resulting coating was deter-
mined using a TT-260 thickness gauge according to
GOST 9.302. Ten measurements were performed on one
sample. The value of the coating thickness was deter-
mined as the arithmetic mean between ten measurements
on a segment of 5 mm in one sample. The relative error of
the method is + 0.8 um for coatings up to 25 pm and 10 %
for coatings with a thickness exceeding 25 um (tab. 5,
fig. 5, 6). The results of measurements of the thickness
of the coatings are presented in tab. 5 and fig. 5, 6.

The graphs show that in the overall picture, with a de-
crease in surface roughness, the coating thickness in-
creases. This can be explained by the fact that with an
increase in surface cleanliness, the time to reach the MAO
treatment mode decreases.
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Table 4
Surface preparation and sample roughness

Number Process Grain size, microns Ra, microns Roughness grade
of sample

1.1 Degrease cleansing treatment - 1.02 7

1.2 P80 200...250 0.8 7

1.3 P180 63...80 0.675 7

1.4 P320 40...50 0.505 8

1.5 P600 20...28 0.28 9

1.6 P1000 14...20 0.21 9

1.7 P1500 7...10 0.175 10

1.8 P2500 3...5 0.135 10

1.9 Sandblasting (corundum) 100...150 5.64 4

P1000

Fig. 3. Appearance of the surface of the processed samples

Puc. 3. BHeunuii BuJ OBEpXHOCTH 00paboTaHHBIX 00Pa3LOB

6
. 5
3.4
Q‘é 3
2
1

] [—

1.9 11 1.2 13 1.4 15 1.6 1.7 18

A
R R L A o o
Sg,'ﬂ\é 06 4

Sample number and surface preparation method

Fig. 4. Surface roughness of samples

Puc. 4. lllepoxoBaTocTh NOBEPXHOCTH 00Pa3IIOB
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Table 5
Coating thickness
Phosphate electrolyte (Na,HPOy)
Number of sample 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
and roughness |(Ra=1.02) [ (Ra=0.8) [(Ra=0.675) (Ra=0.505)|(Ra=0.28) |(Ra=0.21) [(Ra=0.175) |(Ra=0.135) | (Ra=5.64)
(Ra, pm)
h, pm 27.77 28.86 28.36 28.85 28.8 28.45 29.37 30.16 31.73
Silicate-alkaline electrolyte (KOH+Na,SiO;)
Number of sample 2.1 2.2 23 24 25 2.6 2.7 2.8 29
and roughness |(Ra=1.02) | (Ra=0.8) |(Ra=0.675) (Ra=0.505)|(Ra=0.28) |[(Ra=0.21) | (Ra=0.175) [(Ra=0.135) | (Ra=5.64)
(Ra, pm)
h, pum 20.01 30.45 31.45 31.78 32.1 32.32 32.24 32.47 21.38
31
30
E 29
3.28
<= 27
26
25
24
Nel9  Nel.l Ne 1.2 N£1.3 Ne 1.4 Ne 1.5 Ne 1.6 N91%7 Ne 1&}8
2O o //Q"O N S S A o
AR R P A S R S C A
Sample number and roughness Ra, pm
Fig. 5. Roughness dependence of the thickness of coatings obtained
in an aqueous solution of Na,HPO,
Puc. 5. 3aBucuMOCTb TOJNIIMHBI OKPBITHH, TOJIy4eHHBIX B BOJHOM pacTBope Na,HPOy,,
OT HIEPOXOBATOCTH
35
33
31
= 29
3.
o 27
<
25
23
21
Ne 2.9 Ne 2.1 Ne2.2 N9£.3 Ne 2.4 Ne 2.5 Ne26 Ne 2%7 Ne 268
X 2 S g N N
//‘7"0 //\'Q {/Q. ,/Q-é\ 5 > N //Q(} ,/Q-\(\ ,/Q-\G)
g & At & Q&/ g g & &

Sample number and roughness Ra, pm

Fig. 6. Roughness dependence of the thickness of coatings obtained
in an aqueous solution of KOH + Na,SiO;

Puc. 6. 3aBUCHMOCTD TOJIIUHBI MOKPBITHH, TIOTyYeHHBIX B BOMHOM pacTBope KOH+Na,Si03
OT HIEPOXOBATOCTH
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Determination of adhesive strength. The adhesion
strength was determined by the separation method accord-
ing to GOST 209-75 [20] (adhesive method, VK-3/ BK-3
glue) as the ratio of the force (up to 10 kN) at which sepa-
ration occurs from the counter sample glued with an oxide
coating to the cross-sectional area (4 9 cm?).

To measure the adhesion strength of the coating on
a EUROTEST T-50 tensile testing machine (fig. 7) sus-
pension equipment was developed and manufactured, as
shown in fig. 8.

Fig. 9 shows the results of the dependence of the ad-
hesion strength of coatings to the base obtained in the
Na2HPO4 electrolyte with various pretreatment methods.
The adhesion strength of the coating on the sample with
Ra = 5.64 pm prepared by the sand blasting device turned

EUROTEST

out to be maximum, but crack occurred in gluing area,
i. e. true strength is not established. The remaining
samples had a separation of the coating from the base.
Coating adhesion decreases with a decrease in surface
roughness.

Fig. 10 shows the results of the dependence of the ad-
hesion strength of the coatings to the base obtained in the
KOH + KOH+Na,SiO; electrolyte with various pretreat-
ment methods. In all samples, crack occurred in gluing
area.

It is related to the fact that adhesive strength
VK 3/BK 3 = 40 kg/cm’, and the experimental sample
area is S = 2 cm’, based on this, the adhesion of the coat-
ing to the sample does not exceed 80 kg/cm?, which cor-
responds to the adhesive strength.

Fig. 7. Bursting machine EUROTEST T-50

Puc. 7. PazpsiBaas mammuna EUROTEST T-50

Fig. 8. 3D model of bolt clamp

Puc. 8. 3D Mozeis 3axuma 60JITOBOTO
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Fig. 9. Roughness dependence of the adhesion strength of coatings
with a base obtained in Na,HPO, electrolyte
Puc. 9. 3aBucuMocTh are3MOHHON ITPOUHOCTH MOKPBITHH C OCHOBOIA,
Noy4eHHbIX B anekrponute Na,HPO,, ot mepoxosarocti
90.0
80.0 — — —
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NE 60.0
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~ 40.0
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Roughness (Ra, pm) and surface preparation method

Fig. 10. Roughness dependence of the adhesion strength of coatings
with a base obtained in KOH+Na,SiO; electrolyte

Puc. 10. 3aBucUMOCTb are3MOHHON MPOYHOCTH MOKPHITHI ¢ OCHOBOH, TOYYEHHBIX
B anekrpoante KOH+Na,SiO5 ot mepoxosaTocTn

The data obtained show that the adhesion strength
of coatings to the base obtained in the KOH+Na,SiO;
electrolyte exceeds the strength of VK 3/BK 3 glue.
Therefore, to determine the actual adhesion strength, it is
necessary to conduct additional studies using a higher-
strength adhesive or other methods of measuring adhesive
strength.

Conclusion. By a process of the conducted work,
it was found that preliminary surface preparation of tita-
nium alloys affects the characteristics of MAO coatings.

Based on the results obtained, it was concluded that in
order to achieve the highest adhesive strength of the coat-
ing, it is necessary to perform MAO treatment at a ratio of
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I,/ I,= 1,2 and at I,/ I,= 0,8 to obtain the maximum coat-
ing thickness.

Preliminary surface preparation affects the thickness
and adhesive strength of coatings. With increase in
roughness the adhesive strength increases and the thick-
ness of the coating decreases.

Furthermore, based on the results obtained when
measuring the adhesion strength of coatings with a base
obtained in KOH+Na,SiO; electrolyte using VK 3/ BK 3
glue, the true strength has not been established. Therefore,
it is necessary to conduct additional studies using a
higher-strength adhesive or another method of measuring
adhesive strength.
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PECULIAR PROPERTIES OF TECHNOLOGICAL IMPROVEMENT AND OPTIMIZATION
OF PRODUCTION COSTS OF 3D- CONFIGURATION PIPES
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The analyzes of the requirements to 3D configuration pipelines production at the rocket and space industry enter-
prises is done. A review of different approaches to pipe bending technology (with heat treatment and without heat
treatment) is carried out. The object of the study is the bending process and a universal bending machine for pipelines’
production of complex configuration. The article is divided into four sections, which consider the key factors, causing
directly the effectiveness of the technological operation of pipeline bending of a complex 3D trajectory. An overview of
no-temperature shaping of the pipeline is given in the first section. The requirements to the technology, excluding: cor-
rugation, flattening, stretching and thinning of pipeline walls during their bending, are considered. The actual regula-
tory documents and industry aerospace standards, regulating production of pneumatic and hydraulic pipelines are
given. An example of calculating the minimal allowable bend radius of the pipe, depending on the diameter and thick-
ness of the pipe wall, is given. The requirements to unification of the pipe size production and gaps are listed. The de-
pendence of the maximal allowable internal pressure in the pipeline is shown. The requirements to equipment, used in
pipeline bending and to the design of the pipe bending machine are considered. In the second section, the possibilities
of temperature influence on the pipe bending process are viewed. The analysis of patent and technical literature and six
possible methods of effective thermal effects are presented: heating of the whole pipeline length, narrow zone heating
of the bend pipe place, water cooling with nitrogen in the pipe, laser-cooling of atoms of the pipes, application of the
petroleum products on the place of heating of the pipe and using of modern fillers inside the pipe to change its tempera-
ture. In the third section the tasks of the development of a universal bending machine are set; the system of the algo-
rithm of the universal bending machine operation is considered; the system of algorithm of the bending machine operat-
ing with CNC is shown. The General functional scheme of the bending machine and the sequence diagram of the
equipment operation is given.

Keywords: pipe bending, requirements to 3D configuration pipe bending, universal bending machine, technology of
pipe bending, influence of temperature on the process of pipe bending.

OCOBEHHOCTHU TEXHOJIOI'MYECKOI'O COBEPHIEHCTBOBAHUA
N ONTUMU3ALIUU 3ATPAT ITPOU3BOJACTBA 3D-KOHOUT'YPALIUU TPYH
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B pabome coenan ananus mpebosanuil, npedvasiiemMvlx K U320mMosieHuo mpyoonposoodos 3D koupueypayuu ua
npeonpusmuy 8 pakemuo-kocmuyeckou ompaciu. 1Ilposedén 0630p pasHviX NOOX0008 K MEXHOA02UU 2UOKU mpyo —
¢ mepmoobpabomxoti u 6e3 mepmoobpabomku. O0beKMOM UCCIe008aHUA ABNAEMCA NPOYecc 2UOKU U YHUBEPCANbHbIU
2ubOYHbBILL azpeeam U320MmMosieHus: mpyoonpoeoo0e8 crodxicHol kongueypayuu. Cmamovs pazoenena Ha yemvlpe pazoend,
8 KOMOPbIX PACCMOMPEHbL KII0Ueable (Pakmopbl, HenoCpeOCmeeHHO GIUAIOWUE HA YCHEWHOCTb NPOBEOeHUs IEXHOI0-
2uieckoll onepayuu 2ubku mpybonposoda ciodcrou 3D mpaexkmopuu. Ilpueedén 0630p besmemnepamypro2o Gopmo-
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obpazosanusi mpybonpogooa. Paccmampusaromesi mpebosanus K MeXHOA02UU, UCKIIOYarwel 20poobpasosaue,
CRAIOWUBAHIE, PACMAdICEHUE U YIMOHEHUe CMEHOK mpybonpoeooos npu ux eube. Yxasanvl delicmsgyowue HOpMamus-
Hble OOKYMEHMbL U OMPACIE8ble AIPOKOCMUYECKUE CIMAHOAPMbL, PE2LaMEHMUPYIOuUe U320MOGIeHUE NHEEMOSUOPABU-
yeckux mpy6onpogooos. [Ipugedén npumep pacuéma MUHUMATLHO OONYCKAeMO20 paouyca 2uba mpyoul, 3asucsauje2o
om duamempa u monwyuHsl cmenku mpyoul. Ilepeuucienvl mpebosanus yHUpUKAYUL PA3Mepo8 U3eomosienus mpyo
u mpebosanus Kk 3azopam. Ilonyyena 3a6UcuMocmb MAKCUMAILHO OONYCIMUMO20 6HYMPEHHe20 0AGIeHUs 8 mpyoonpo-
600e. Paccmompenvl mpebosanus k ocHacmke, npumeHsemol 8 eube mpyoonposodos. Ilepeuucnenvt mpebosanus
K IPOeKmupoganuio azpezama 2ubku mpyo. Bo emopom pazoeie paccmompensl 603MONCHOCIU MEeMNePAmypHO20 603-
Oeticmeusi Ha npoyecc 2ubku mpyowi. Ilpedcmaenen ananus nameHmHol U MEXHUYECKOU AUMePaAmypbl U ONUCAHbL
wecmsp 803MOJICHBIX MeMO008 IPPEKMUSHO20 MeMNEPAMYPHO20 8030€UCMEUsL: Haspes 6ce20 mpybonpo8oodd, y3K030-
HAIbHBLU Ha2pe Mecma 2uba Ha mpybde, OXAANCOeHUe a30MoM 600bl 8 mpybe, IA3ePHOe OXNANCOeHUe AmMOMO8 mpyobl,
HaHecenue CMA30K U3 HehmenpooyKmos Ha Mecmo Hazpesa Ha mpybe U UCHONb308AHUE COBPEMEHHbIX HANOIHUMenel
6HYymMpU mpyovl usmensiowux e€ memnepamypy. B mpemvem pasoene onpedenenvi 3adauu, nocmagnenHule 0s paspa-
OOmMKU YHUBEPCANbHO20 2UOOUHO20 annapamad, copmyauposansvl mpedbosanus K ynpasaowe npospamme u ycmpou-
Ccmey wKagha agmoMamuki YHUGEPCAIbHO20 2UOOYHO20 annNapama, pacCMOmMpera cucmema aieopumma pabomsl 2u-
bounoeo cmanxa ¢ UI1Y. Ilokasana odwas QyHKyuoHanvHas cxema pabomsl azpeeama 2uba U YUKIoSpamma ouepéo-
Hocmu pabomvl 060py008aHUs.

Kniouesvie cnosa: eubka mpybol, mpebosanus k eubke mpyo 3D xonguzypayuu, yHusepcanvHvlil 2uOOYHbIU anna-
pam, mexnonozust 2ubKu mpyo, enusHue MemMnepamypbl Ha npoyecc 2ubku mpyo.

Introduction. The effectiveness of the process of nied by a specially developed normative document of
technological development of production: large-size technical requirements (TR).
bench and frame structures, on which units are attached; The design documentation (DD) for both pipelines
elements of reinforcing structures — stiffeners and auxil- and bending unit must be developed in accordance with
iary fastening elements; pipes, intended for the transfer of  the requirements for ensuring manufacturability of the
any material resource (water, air, gas, fuel), and the pro-  product design, taking into consideration the following
duction of electronic automation, high-tech mechanical factors:

aggregate elements and General Assembly depend on the 1. Availability of the materials given in the specifica-
created structure and model of functioning, as well as on  tion.
the presence of a mechanism for self-regulating techno- 2. Maximum possible application of standardized
logical development. parts.

New technological capabilities expand the space for 3. To minimize the number (to standardize) the bend
implementing design innovations (in particular, manu-  radius of the pipe.
facturing pipelines of a new, more complex configura- 4. Make the most of all-stamped pipe fittings instead
tion, etc.) and allow to solve economic problems — the of welded ones.
production of more modern components of products 5. Make the most of use of drop-off ends on the ends
with the required quality, reliability, service life and of pipelines instead of turned ones made of bar.
competitive cost. 6. Maximum use of compensators according

Overview of the no-temperature pipeline forming to OST 92-4903, bellows or other compensating elements
method. The process of bending the pipeline can lead to  in pipeline systems, which take into account the effect of
corrugation on the part of the inner diameter of the bend, temperature fluctuations on the product.

as well as to flattening, stretching and thinning of the 7. Availability of x-ray inspection of the bending area,
outer wall of the pipe bend [1-5]. This factor is especially  welded and soldered joints.
important if thin-walled pipelines with a thickness 8. It is recommended to set bends in the CD with

of 1-2 mm are subjected to bending. In this case determi-  a single radius and without double curvature within a sin-
nation of the minimal required wall thickness, which en-  gle bend.

sures transfer of the energy medium in the desired aggre- 9. All dimensions, defining spatial configuration,
gate state and with the specified pressure, comes to the geometric cross-section dimensions, bending radius,
foreground during the pipe bending process. length of straight sections, bending and turning angles

In each industry, depending on the degree of signifi- must be specified in the pipeline CD or in the drawing TT
cance and operating conditions of pipelines, the require- it is required to indicate manufacturing of the pipeline
ments for the minimal allowable bending radius are set, in  according to the reference sample (OST 92-0191 and
case of violation of which critical deformation and rupture ~ OST 92-1600).

of the pipe wall may occur [6]. 10. Location of pipelines on the products should allow
In the rocket and space industry, the production of access to them for installation and dismantling works.
pneumatic-hydraulic pipelines and assemblies is regulated 11. Straight part of the pipe length (for drop — off end-
by industry standards: OST 92-1600-84 + OST 92-1604-84  ing- shaping of the tip) from the end of the pipeline to
[7-13]. bending is not to be less than 60 mm (except the weld or

OST 92-8536 should be followed when designing and  solder lugs, for which a straight length is regulated by
manufacturing pipelines for stand equipment. The produc-  ability to install the weld head on OST 92-1602 or solder-
tion of a particularly important product can be accompa-  ing device according to OST 92-1603).
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12. Straight part of the pipe length (no winglets on the
ends) from the end of the pipeline to bending: for pipes
with nominal diameters up to 20mm — not less than
10mm; for tube with internal diameter more than 20 mm
up to 50 mm — not less 50 mm; for pipes with internal
diameter more than 50 mm — not less than 100 mm (para-
graph 3.3.2 OST 92-8751-80).

13. Between the curves there should be straight runs
not less than 2 x of the external diameter of the pipe, in
this case there may be a straight section between bends in
the pipe less than 2D, if it is ensured by the technical
capabilities of pipe bending equipment at the plant
(OST 92-1600-84).

14. Thinning of the walls in places, where pipes bend
(fig. 1) and transitions of curved sections to straight sec-
tions should not exceed the initial wall thickness: for steel
pipes — 20 %; for titanium and copper alloy pipes — 20%;
for aluminum alloy pipes — 25 % (point 6.1.7
OST 92-1600-84).

For sections of pipes subjected to maximum load dur-
ing frequent exploitation, this refinement index for all
materials should not exceed 10 % (paragraph 3.3.3
of OST 92-8751-80).

15. The ovality of pipes in the places of bend is the
amount, defined as the difference between the greatest
and the least diameters divided in half, which is to be: for
pipes of nominal sizes up to 10 mm — not more than
0.5 mm; for pipes with internal diameters from 10mm up
to 30 mm — not more than 1 mm,; for pipes with internal
diameters from 30mm to 90 mm — not more than 2 mm;
for pipes with internal diameters of more than 90 mm
not more than 3mm.

16. During the development of Assembly drawings
and layout, it is necessary to provide gaps of at least
5 mm between adjacent pipelines, as well as between
pipelines and other structural elements. In places where,
because of structural or technological need, it is necessary
to reduce the gap between pipelines and structural ele-
ments, its minimal allowable value must be specified in
the CD, TT or TU.

17. Minimal bending radius for pipes of different di-
ameters and with different wall thicknesses along the
middle line (fig. 1), both for cold bending and for bending
with heating must be not less the values shown in fig. 2.
At the request of operational decision-making of minimal
bending radius, without calculation, it is allowed to use
paragraph 3.3.1 OST 92-8751-80, according to which the
minimum bending radius (at the average diameter of the
pipe) for pipes with internal diameters of up to 20mm
should be at least 2.5 Dy, and for pipes with internal
diameters more than 20 mm — not less than 3.5 Dy,
it is allowed to use pipe bends with a bending
radius in the single internal diameter, if the radius
is obtained by stamping, pulling, or by specially tested
bending.

In fig. 1 and 2 the following notations are accepted:
Rep is the bend radius along the middle line; S — is wall
thickness of the pipe; D — is the outside diameter of the
pipeline.

The sequence of calculating the minimal allowable ra-
dius of cold bending along the middle line of three pipe-
lines: @8 x 1; B¥34 x 1 and @75 x 1.5.
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First, the S/D value on the vertical axis of the diagram
in fig. 1 is defined.

ineline: S/ =1/ —
For the first pipeline: /D—4—0.125.

ineline: /. =1/ —
For the second pipeline: /D = 44 =0.029.

ird pineline: S/ =15/ —
For the third pipeline: 4) =75= 0.020 .

Then, using the values obtained on the vertical axis of
the diagram in fig. 1, through the line “a”, the value “x” is
determined on the horizontal axis of the diagram, fol-
lowed by calculating the minimal allowable radius of cold
bending along the middle line:

for the first

pipeline: x=2.5;

XJ% = R, =x-D=2,5-8mm=20mm;

for the second pipeline: x=3.5;
x:R% = R, =x-D=3,5-34mm=119mm;
for the first pipeline: x=4.7;

x:R% = R,=x-D=4,7-75mm =352 mm.

After bending a pipeline with a wall thickness of at
least 1.5 mm, when burrs are formed inside the pipeline,
their electrochemical removal is allowed with a simulta-
neous increase in the internal diameter of the pipe of not
more than 0.2 mm above the maximal error of the internal
diameter and at a length of not more than 4 mm in the
cleaning zone, ensuring the required roughness value.

18. The height of the corrugations at the bend of the
pipe (see fig. 1) must not exceed the values: for pipes with
a conditional passage up to 30 mm — no more than
0.3 mm; for pipes with a conditional passage over 30
to 50 mm — not more than 0.5 mm; for pipes with a condi-
tional passage over 50 mm — not more than Imm. At the
same time, corrugations and dents should have smooth
transitions without breaks and tears, and the dimensions
of the outer diameter in the places of corrugations should
not exceed the permissible ovality (paragraph 6.1.10
OST 92-1600-84).

19. Pipe bending should be carried out from pre-
formed pipes that have sufficient technological allowance
along the length. The value of technological allowances,
depending on the bending methods, must comply with the
standards of OST 92-9346.

20. For steel pipe the gap between the flexible man-
drel and the inner diameter of the pipe should be selected:
for pipe with external diameter up to 20-0.2 to 0.4 mm;
for pipes with outer diameter from 23 to 35 mm from
0.3 to 0.5 mm; for pipes with outer diameter from 36 mm
to 40mm from 0.4 to 0.6 mm; for pipes with outer diame-
ter from 41 to 100 mm from 0.6 to 1.0 mm. For aluminum
pipes and pipes made of aluminum alloys: for pipes with
an outer diameter of up to 40 from 0.5 mm to 0.6 mm;
for pipes with an outer diameter of 40 to 100 mm — from
0.6 to 1.0 mm.

21. The radius of the pipe bending equipment (rollers,
clamps, bending mandrel) must be less than the radius
of the pipe bending by the amount of spring of the pipe
material.

22. Flexible mandrels should be made of materials
that can withstand high pressure, with a small friction
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coefficient for the pipe material with high resistance to  thinning of pipe wall (e. g. steel, fiberglass plastics, texto-
abrasion, eliminating the possibility of contamination of lite, nylon, etc.). There is an example of chrome plating
flexible pipe, preventing formation of scratches and «na- and polishing of steel flexible mandrels with a surface
dirov» on the inner surface of the pipe, eliminating the layer hardness of 52+58 HRCs.

Wall thinning

[T = I = I e e

B

NS L5 O s I S

Corrugation  /

Fig. 1. Section of the projection of the bending in the mandrel
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Fig. 2. Diagram of the minimal radiuses of a bend of pipelines:
a — for cold bending; b — for bending with heating

Puc. 2. JlnarpamMma MUHUMAaJIbHBIX paJilyCcOB U3rnda TpyOOIpOBOIOB:
a — U1 XONOJHOM THOKH; b — U1 THOKH C HarPEeBOM
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Working pressure of the substance in steel pipe

Dy, Pipe size, Working pres- | Allowable internal | Dy, Pipe size, | Allowable internal | Allowable internal
mm mm sure, MPa pressure, MPa mm mm pressure, MPa pressure, MPa
4 6x1 56x3 0...9.8 13.5
6 9x1.5 0...39.2 47 50 60%5 9.8...19.6 22.3
10 14x2 0...39.2 39.6 65%8,5 19.6...39.2 39.2
20 24x2 0...19.6 19.8 85x3 0...2.5 8.8
28x4 19.6...39.2 40.5 80 89%4.5 2.5...9.8 13.3
36x2 0...9.8 14 95%7.5 9.8...19.6 21.8
32 38x3 9.8...19.6 20.5 100 110x5 2.5...9.8 11.8
42x6 19.6...39.2 40.8 120x10 9.8...19.6 23

23. The allowable internal pressure in the pipe is de-
termined by the formula:

_ 2(o,/2,6)8

(Do -3)
where o, — is the ultimate tensile strength, N/m% 8- is
the (average) wall thickness of the pipe, m; Dy — is the
outer diameter of the pipe, m; K — is a dimensionless cor-

rection factor:
2 2
SBpin + 17 +2,Dpd
K= o)
56min (DO - 6)
(Do -9)

— is the minimal thickness of the pipe along

>

>

+(Dy —8)+2*,/Dp(c, /2,6)

where d,_;,
the entire length of the pipeline, m; # — is the maximal
pipe thickness over the entire length of the pipeline, m.

24. The working pressure of the medium, used
in the steel pipeline, is determined according to
OST 92-8751-80. Table shows some parameters that are
allowed for the main sizes of steel pipelines/

25. In drawings, containing a complex configuration
of 3D pipes, as well as in those, where there are bending
forms of pipes, it is required to specify in the technical
requirements, necessity to conduct hydraulic or pneumatic
strength tests with a pressure exceeding the working pres-
sure of the medium by 1.25+1.5 times in accordance with
paragraph 3.5.1 of OST 92-8751-80. This test must con-
firm absence of cracks, gas pores, and other non-metallic
inclusions in the pipe wall and unacceptable wall thick-
ness defects. In this case, the test equipment, technology
for preparing and conducting tests must exclude contami-
nation, grease, oil, gasoline and other liquids and their
vapors from entering the internal cavities of the pipe. Dur-
ing the test, it is obligatory to perform pressure loading
smoothly without sudden jumps to the set value for
at least 30 seconds (deviation from the set pressure value
by not more than +5 % according to paragraph 3.5.11
of OST 82-8751-80). Measuring the pressure is to be held
with pressure gauges of accuracy class not less than 2.5 in
accordance with GOST 2405-88.

26. Requirements to the design of the bending unit are
set out in section 2 of OST 92-8751-80. In particular, the
following requirements are highlighted for the pipe bend-
ing unit: the unit must be protected from direct exposure
to precipitation and the sun; the recoil and actuation
forces must be firmly and reliably fixed in the unit (for
example: it is necessary to specify the amount of tighten-
ing of threaded parts in the CD, provide locking — as a

means of protection against disconnection of parts during
vibration); the diameter of the trunk is to be chosen, ac-
cording to the desired pressure drop and allowable pres-
sure drop; parameters of composite components of the
bending unit and pipes (working environment, working
pressure, nominal diameter, order of operation, etc.)
should correspond to each other; releasable connection of
the unit is to be placed in locations convenient for main-
tenance and repair; the height of the pipe bending table on
the unit should also be convenient for the operator (not
more than 1.5 m); protection of parts and the pneumatic
hydraulic system from corrosion must be provided;
the safety system of the device must be followed for
the service personnel. The symbol and image of pipeline
elements are regulated in GOST 2.784-96 and in
OST 92-0039-74.

Opportunities of temperature influence on the pipe
bending process. When defining method and technology
of pipe bending, the first place is given to implementation
of the specified parameters of pipe bending, optimizing
the costs of the technological process simultaneously.
If to use an unprepared pipe for bending (according to
technical characteristics) and perform bending on a non-
specialized (economical) manual pipe-bending apparatus,
it is very difficult to provide a bending radius of less
than 4D.

When determining whether a material is ready for the
bending process, the following technical parameters
are considered. The phenomena of elasticity and plasticity
are well illustrated using the material tension diagram
(fig. 3).

Diagrams of stretch and mechanical characteristics of
materials depend on many factors. The most significant
influence on them exert the rate of deformation, tempera-
ture, and technological factors.

Increasing the rate of deformation of the material v
leads to a decrease in the plastic properties and
strengthening of the fragile ones, reducing the relative
deformation at break o. Simultaneously, ot and ob
increase. In this case, the elastic characteristics of the
material - modulus of elasticity E and the coefficient of
transverse deformation x remain unchanged.

The influence of higher and lower temperatures on
metals is more significant. When temperature E increases,
Os, Oy, In their turn, decrease, and the coefficient of
transverse deformation p and § increase.

Calculations of structures, which operate beyond the
elastic limits of the materia, are based on experimentally
obtained tensile diagrams. To perform -calculations,
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the equation of the stretch diagram is given in the form:
o =f(¢).

For an isotropic body within elastic deformations,
when calculating the deformation process of a material, it
is possible to write six equations, which link the stress
components with components of deformation:

T
—_— — _ Xy
g, = E (6,—w(o, +o,))+aTl Vo c
T
€, :E(Gy -wo, +o,))+al V., = (X;Z :
e =L (o, (o, +0.)+al Y=
z _E z — KO, v 'yyz = G

Beyond the elastic limit, taking into account
temperature deformations, Hooke's law has the following
form:

g; 1
g, =—" GX—E(G},+GZ) +al
o;L J
g | 1 ]
g, =—|o,——(c,+0,) |+al
y y X z .
O L 2 J
g [ 1 i
g, =—|o,-—(c,+0,) [+al
oL 2 J

The modulus of elasticity is replaced by the ratio of
the deformation intensity ¢; to the stress intensity o;:

1 (o, —csy)2 +(o, —csz)2 +

24+ (o, —csx)2 +6(riy + riz + 'ch)

o, =

i b

2 2 2
NG (e, —€,)" +(g,—€,) +(e,—€,)" +
8":? 300, 2, 2
+E(VW +’sz +sz)

For an isotropic body, the main directions of
deformation coincide with the main directions of
displacement.

For aluminum, FE 0.7-105 MPa; for copper,
E =1.2-105 MPa; for steel, £ =2-105 MPa.

It is also necessary to take into consideration such in-
dicators as: the elastic limit, which is the maximum value
of mechanical stress at which the deformation of this ma-
terial remains elastic, and the limit of proportionality is
the maximum amount of stress for a particular material, at
which Hooke's law is still applied, namely, deformation
of the body depends directly on the applied load.

A study of patent documentation and technical litera-
ture was conducted, in which the issues of force and tem-
perature effects on the pipe bending process [14—16] were
considered. On the basis of analysis and generalization of
the information obtained, the following main parameters
and regularities of technological processes are identified:

1. Performing bending of a heated pipeline: when
heated to 8001000 °C, the values of o, and o, are re-
duced up to three times, what lowers index of the bending
force and makes it possible to obtain complex curved tra-
jectories of the pipe. However, this process is extremely
energy-intensive and economic profitability of this
method of blending is very uncompetitive. This method is
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used only if there is no other way to manufacture a com-
plex 3D pipeline.

2. Narrow-zone local heating of the place of bending
on the pipe up to 1100 °C reduces the possibility of cor-
rugation, and also the index of the impact force on the
pipe by 6=7 times. When using modern energy-intensive
technologies for narrow-zone heating of the place
of bending on the pipe, good indicators of the diameter
and radius dimensions of the pipe bend can be achieved
through the heating elements of the flexible mandrel.
Additional energy costs for heating the mandrel elements
in this case can be compensated by means of reduced
energy costs on the force of impact on the pipe during
bending.

3. The pipeline (usually an aluminum alloy pipe) is
cooled with nitrogen before being bend to the temperature
of =200 °C, and water is used as a filler in the pipe (ac-
cording to OST 92-1511). It is necessary to take into con-
sideration possible structural changes in the pipe material,
so if reliability and strength indicators are lowered, what
results in prohibiting further application of the pipe,
subsequent heat treatment of this pipe, according
to OST 92-1311, will be required to restore the strength
properties of it, what will reduce the financial profitability
of this method.

Therefore, in order to make a decision about using this
method, it is necessary to conduct testing of experiments
(different temperature conditions, different bending forces
used, different materials and pipe alloys used, etc.) and
choose the optimal bending technology with cooling
without su4.

4. Laser cooling of atoms of the tube material (be-
cause of resonant light pressure) is laser irradiation of the
tube material, and the average energy of the emitted pho-
tons must exceed the energy of the absorbed photons (in
other words, when anti-Stokes emission occurs, at fre-
quencies higher than the laser frequency, the Stokes emis-
sion dominates, frequencies of which have lower values,
under a condition, that the speeds of non-radiative transi-
tions from excited States are negligible in relation to the
speeds of optical transitions), in this case, the internal
degrees of freedom of the atoms of the pipe material,
which are connected by heat exchange with the environ-
ment, are cooled. Cooling of atoms under resonant light
pressure continues until the fluctuations of the atom's
momentum, which are inevitable in the process of sto-
chastic re-emission of a large number of atoms, enter the
process. Types of laser cooling are as follows: anti-Stokes
laser cooling (photoluminescence method); Doppler cool-
ing (the method is based on the Doppler effect and spon-
taneous Raman scattering); fluorescent cooling (the fre-
quency of laser radiation exceeds the frequency of ordi-
nary light, absorbed by the tube material).

5. Application of greasing from petroleum products
on the outer surface of the pipe material, such as mineral
oils, fuel oil, paraffin, petrolatum, vegetable oils (castor),
soap suspensions in oil (for example, an emulsion greas-
ing for bending aluminum — a mixture of alkyl esters and
an ox ethylated aliphatic mixture of surfactants), talc
powders, graphite powders, molybdenum disulfide pow-
ders.
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In the operation of cold bending of the pipe when ap-
plying one of the mixtures on the pipe in the material,
near the surface in the stretch zone, stresses are reduced
and plastic properties are improved. Slight heating of the
bend area with this coating dramatically increases the
coefficient of plasticity.

6. Application of modern fillers inside the bent pipe,
which change its temperature and contain: over cooled
ice, quartz sand, liquid mixtures, emulsions, oils, surface
lubricants of the pipe and other fusible and loose fillers.
It is necessary to conduct production experiments with
different materials and temperature conditions: with regis-
tration of results; analysis of the results obtained and
working out the most effective technology.

Mechatronic system of the CNC bending machine
operation algorithm. The task of the 3D pipeline bend-
ing process is to create a universal bending machine
(UBM), which has the following functions:

1. It is possible to use three types of bending technol-
ogy: bending without heating and without cooling (in-
cluding a flexible mandrel and without a flexible man-
drel); bending only with narrow-zone heating; bending
only with cooling.

2. It can operate in three operating modes: manual;
automatic (with numerical control); universal variable
mode (automatic reproduction of individual mechanical
bending operations, using actuators or temperature control
operations, which are started manually by the operator
through control display).

3. The UBM is maintainable, has cheap, periodically
replaced bending elements (bending rollers, gripping and
rotating devices, oils, etc.) and does not have expensive
imported parts and assemblies.

4. The UBM is designed as a constructor, allowing
regulation and improvement of the machine, the possibil-
ity of using several bending technologies, and the possi-
bility of experimenting with a bending head (consisting of
lobes with bearings with an induction function), as well as
allowing experiments with technologies.

5. The UBM allows the operator to produce a 3D
pipeline according to the drawing without creating a spe-
cial information program, that is, using only the interface
and basic programs, recorded on the programmed logic
microcontroller of the automation Cabinet.

The General functional schema of the UBM is shown
in fig. 4.

A stand for entering a 3D pipeline bending task pro-
vides UBM with information for step-by-step operations
[17; 18]. The device of the stand must be made in a uni-
versal mixed form: a touch-button panel [19].

The touch panel should perform the function of de-
tailed input of bending information and allow further im-
provement of the UBM control software, and the keypad
should reliably fulfill the function of performing a one-
time mechanical bending operation. The pipe bending
trajectory is set by pressing the keys on the sensor pro-
vided with designation of logical elements and numeric
values for specifying the pipe size and the bending path.
Also, the information input stand must have a USB socket
for a Flash drive.

From the stand, information is sent to the programma-
ble controller of the automation Cabinet (in which micro-
electronic integrated circuits can be used as an element
base). When developing the automation Cabinet of the
UBM control system, it is necessary to take into account
that in comparison with the controller, having relay-
contact equipment, the microcontroller has contactless
electronic blocks, which in turn have high reliability in
operation and small size. A serious drawback of the mi-
crocontroller is the limited number of programmable op-
erations, so the final choice of using the controller or mi-
crocontroller will depend on this parameter. The control
program of the controller (a set of commands, written
on the programming language, coinciding specified
algorithm for the operation of bending machine) must
contain both geometric and technological information,
which should be able to be adjusted by the profile special-
ists.

B

O £

v

Fig. 3. The diagram of deformation of material under tension

Puc. 3. [lnarpamma nedopManny MaTeprana npu pacTsHKeHHH

131



Cubupckuil scypHan Hayku u mexvoaoaui. Tom 21, Ne ]

Information Input Panel

\ 4

Touchpad

Keypad

A 4

y
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Machine Actuators
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Fig. 4. Functional schema of the universal bending machine

Puc. 4. ®ynkuuonansHas cxema padoThI
YHHBEPCATEHOTO THOOYHOTO CTaHKA

The control program is to meet requirements of GOST
20999-83 (CMEA ST 3585-82), which will be clear
to most systems, regardless of the manufacturer and op-
erator.

Control of the UBM mechanisms’ operation must be
provided by sensors, located on the UBM bending table
(light, magnetic, ray optical, etc.) and relays (pressure,
time, etc.), the signal from which is sent to the controller
of the automatic control system Cabinet. Connecting of
the controller panel of automation system to the local
network of the enterprise will allow to transmit informa-
tion of the machine (presence of oil, air, pressure level in
the system, etc.) and to perform maintenance in case of
breakage or jamming of the operating mechanisms of the
UBM. Operation of the actuators of the bending machine
is determined by the drives (devices that convert electrical
energy into mechanical energy through the electric motor
and the actuators of the machine that control the parame-
ters of the bending).

In the bending machine, it is possible to use the fol-
lowing types of drives: electric, electromechanical, pneu-
matic, hydraulic, and electro-hydraulic.

The movement parameters of the mechanism are con-
trolled with the help of a control parameter Converter, a
feedback sensor, a setting device, and a protection device.
It is also necessary to use auxiliary drives, which imple-
ment movements, which have an auxiliary character: in
clamping devices, loading devices, pumps, etc. With the
help of an electric drive Converter, it is possible to
smoothly adjust changes in current parameters — for ex-
ample, with electric pitch splitting (which can allow
changing the parameters of speed of bending rollers, as
well as power of the roller pressure on the pipe, etc.) or
voltage (for example, converting AC to DC).

Simultaneously, a mechanical transmission between
the output link of the source of motion (the motor shaft)
and the link consumption of mechanical energy (e. g. rod
hydraulic cylinder) is to be used; in this process, a kine-
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matic transformation of the change in the direction of
force and speed of linear movement, or a transformation
of the change in the plane of rotation during rotational
movement takes place.

In the UBM mechanism it is necessary to determine
the main motion drives, which are involved in the direct
bending process and from which accuracy and quality of
bending of pipelines depends. For this purpose, in these
drives: increase of the range of regulation by the Con-
verter, using zero position sensors (GOST 20523-80),
ensuring shock-free start and braking (using a pulse sen-
sor) are additionally used.

The cyclorama of the UBM executive mechanisms se-
quence is as follows:

1. Input pipe parameters on the touch panel (external
diameter, wall thickness, total length of the pipe).

2. Installing the pipe in the UBM feed mechanism (in
the delivery state).

3. Pipe capture by the “capture and movement Mecha-
nism” of the UBM.

4. Input 3D bending path parameters sequentially on
the touch panel:

LENGTH of straight section of pipe (mm)
|
BENDING TECHNOLOGY
— application of prepared pipe for bending (chilled);
— application of a spray grease on the surface of the pipe;
— application of a mandrel for bending (yes/no);
!
BEFORE BENDING WITH MANDREL
— application of a heating element of the mandrel (yes/no);
— input of the heating temperature of the heating elements;

l
Horizontal turning RADIUS (mm)

!
The ANGLE at which the radius is turned (up to 360)

!
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!
LENGTH of straight section of pipe (mm)

!
UGA STOP for checking obtained pipe dimensions (tak-
ing into consideration the spring back of the material)

!
MODIFICATION of the pipe on the UGA using the key-
pad (if necessary)

!
CHECKING the modified dimensions on the pipe
!
THE LAUNCH OF THE UGA

ANGEL of axial rotation of the pipe
!

... (iteration).

5. Execution of the UBM of the straight part of pipe,
using capture and movement mechanism.

6. Location change of the bending rollers of the ma-
chine from the starting position to the position, taking into
different bending radius of the pipe (see fig. 5, b, ¢, g).

7. Execution of bend of the pipe on the UBM in ac-
cordance with a predetermined trajectory of 3D model.

Several key factors, which affect the bending process
and increase the efficiency of the UBM, should be taken
into consideration:

— the possibility of general or local zone heating (for
example, by high-frequency currents, etc.) application
in case of some difficulties in the process of bending
(thick pipe walls, pipe breaks, unacceptable pipe sinking,
etc.);

— the possibility of using greasing oils of the pipe
walls;

— the possibility of using a prepared cold billet (inside
the pipe, water ice obtained with cooled nitrogen);

— the possibility to reduce goffer formation by install-
ing an additional roller from the center of the bend;

— the ability to control the UBM manually, when
modifying the pipe bend, if the material spring coefficient
is not taken into consideration.

Conclusion. In the review of this article an attempt to
consider all the factors, which affect the efficiency of the
pipe bending process, is made. An overview of the nor-
mative documentation of industry aerospace standards,
regulating pipeline bending, is presented, as well as re-
quirements for a universal bending machine, which allow
application a temperature-free and non-temperature tech-
nological process of bending pipelines of complex con-
figuration. A cyclorama of the sequence of functioning of
the UBM executive mechanisms is given and a schematic
drawing of the process of bending by a universal machine
is presented.

The main advantage of the technology, being devel-
oped, and universal bending equipment is the possibility
of application of different bending technologies on this
equipment, a large range of sizes of pipes being bended,
simplicity of operation of the equipment, comparative
cheapness of technologies and opportunity of improving
them, low cost of repairing, simplicity of maintenance of
the UBM. Additional advantage of the UBM is the possi-
bility of working out and finding the most effective bend-
ing technology and the possibility of making improve-
ments to the design of the UBM.
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Fig. 5. Schematic drawing of the universal bending machine

Puc. 5. CxemaTtndeckuil puCyHOK YHHBEPCAIBHOIO THOOYHOTO arperaTta
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INFLUENCE OF A CONSTANT ELECTRIC FIELD ON THE ADSORPTION PURIFICATION
OF WATER FROM IRON IONS

I. Y. Shestakov, A. V. Khilyuk

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
E-mail: h-anna7@bk.ru

Using electrochemical action (ECA) to treat water was first proposed in UK in 1889. At present, many methods of
ECA are known (electro flotation, electro coagulation, electro osmosis, electrophoresis, etc.).

In the production of rocket and space technology, galvanic technologies are used, as a result of which waste water
is contaminated with metal ions. Known methods of wastewater treatment do not allow to ensure the maximum permis-
sible concentration of metal ions in treated water, or are expensive or difficult to operate in industry. Iron ions are
among the most polluting components of wastewater of most industries. So increased control and the development of
effective methods of wastewater treatment are necessary. Iron affects the intensity of phytoplankton development and
the qualitative composition of microflora in reservoirs. The toxicity of iron compounds in water depends on the hydro-
gen index of water. The alkaline environment dramatically increases the risk of fish poisoning, as in such conditions,
iron hydroxides are formed, which are deposited on the gills, clog and corrode them. In addition, iron compounds bind
oxygen dissolved in water, which leads to the mass death of fish and other hydrobionts.

The article presents the method of conducting experiments, the methods of sorption, electrochemical and combined
water treatment, including electrochemical action and adsorption. The results of studies of these methods of water puri-
fication from iron ions are presented. The dependence of the degree of purification on the electric field strength, inte-
relectrode distance and water treatment time is revealed. With an electric field strength of 5.16 V/mm, a temperature of
20-22 °C using quartz sand as an adsorbent and a processing time of 1 minute, the concentration of iron ions decreased
from 2.5 to 0.25 mg/l (at MPC = 0.3 mg/l). The proposed combined cleaning method requires inexpensive and afford-
able materials and is easy to operate.

Keywords: electrochemical method, iron, degree of purification, alternating current, direct current, sorbent.

BJIUAHHUE ITIOCTOAHHOTI'O QJIEKTPUYECKOI'O ITOJISA
HA AJCOPBIIMOHHYIO OUUCTKY BO/JbI OT HOHOB KEJIE3A

. 4. lllecrakos, A. B. Xumok

Cubupckuii rocy1apcTBEHHBINH YHUBEPCUTET HAYKU M TEXHOJIOTHH UMeHH akanemuka M. @. PemerHeBa,
Poccuiickas deneparms, 660037, r. KpacHospck, mpoci. uMm. ra3. «KpacHospckuii pabouwnii», 31
E-mail: h-anna7@bk.ru

Hcnonvzosanue snexmpoxumuueckozo ozodeucmeus (IXB) 051 0bpabomku 600bl enepavie OblIo npednodceHo  Be-
auxkoopumanuu 6 1889 2. B Hacmosuee epems uzgecmuo MHo20 Memooos IXB (anexmpogromayus, snekmporoazyis-
Yus, 21eKmMpoocMoc, daekmpogopes u op.).

B npouszeoocmee pakemuo-kocmMuueckoli mexHuKy NPUMEHAIOMCA 2alb8aAHUYECKUe MEXHON02UY, 8 pe3yIbmame Ko-
MOPLIX NPOUCXOOUM 3ASPA3HEHUE CIOUHBIX 600 UOHAMU Memannos. H3eecmuvie Memoobl O4UCKU CIMOYHBIX 800 He
no380A10M 0becneuums npeoeibHo-00NnyCIMUMYI0 KOHYEHMPAyuo UOHO8 MEMAil0s 8 OUUIEeHHOU 800e TUDO ABNAIMCA
00pO2OCMOAWUMY UTU CTIONCHBIMU 8 IKCHAYAmMmayuu 8 npomviusieHHocmu. OOHUM U3 YACTNO 8CMPEUAIOWUXCA 3A2PA3-
HAIOWUX KOMNOHEHMO8 ABNAEMCA UOHbL Jcene3d, 8X00Aue0 8 cOCmas CMoYHbIX 600 OOTLWUHCINGA ompaciel npo-
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MBIUUACHHOCIU, YMO mpedyem NOSbIUEHHO20 KOHMPOJA U pa3padbomru dQhexmueHbix Memooo8 OYUCMKU CHOYHbIX
600. JKeneso enusiem Ha UHMEHCUBHOCMb PA3GUMUS PUMONIAHKIMOHA U KAYECMBEHHbII COCMAE MUKPOGDAOpbL 8 8000-
emax. Toxcuunocms coeduHeHull Jcenesa 6 800e 3a8uUcUm om 6000POOHO20 noKkazamenis 600vl. llenounas cpeda pesxo
yeeruuugaenm OnacHoOCHb OMpPAGiIeHUst pblh, MAK KaK 8 MAKUXx YCio8usix 00pazyiomcst 2uOPOKCUObL Jicele3d, KOmopble
ocadicoalomest Ha Jcabpax, 3aKynopueaiom u pazvedaiom ux. Kpome moeo, coedunenus scenesa cesisvbleéarom pacmeo-
PEHHbLIL 8 800€ KUCIOPOO, YMO NPUBOOUM K MACCOBOU eubenu pbib u opyeux euopooUoHmos.

B cmamve npedcmasnena memoouxa nposedenus 3KCNEPUMEHMO8, PACCMOMPEHRbl Memoobl COPOYUOHHOU, EeK-
MPOXUMUYECKOIL U KOMOUHUPOBAHHOU OUUCMKU 800bl, BKIIOUAIOWUe INeKMPOXUMUIecKoe 8o30elcmaue u aocopoyuro.
IIpedcmaenenvl pe3yromamol UCCIEO0BAHULL IMUX MEMOO08 OUUCMKU 800bl OM UOHO8 dicenesd. Buviseniena zasucu-
MOCMb CHMeneHy OYUCHKU OM HANPSNCEHHOCMU INEKMPULECKO20 NOTS, MENCINEKMPOOHO20 PACCMOSHUSL U 8PEeMEHU
o6pabomiu 600bl. Tlpu nanpsxcennocmu snekmpuyeckoeo nois 5,16 B/um, memnepamype 20-22 °C, ucnonszosanuu
K6apyeeozo necka 6 kawecmee adcopoOeHma u epemenu oopabomku 6 meuenue | MuH. KOHYEHMPAYUs UOHOB Jicene3a
ymervuunace ¢ 2,5 0o 0,25 me/n (npu IIJAK = 0,3 me/n). Ilpedrazaemvpiti KOMOUHUPOBAHHBILL MEMOO OYUCKU mpedyem
He 00po2ux U OOCMYRHBIX MAMEPUATIO8 U NPOCHL 8 IKCHILYAMAYULL.

Knrouesvie crosa: snekmpoxumuieckull Memoo, jHcene3o, cmenetb O4uUCnKu, nepemMertblil MoK, NOCMOAHHbBIU MOK,
copbenmul.

Introduction. In the production of space rocket where C,, Cy are the initial and final concentration of the
technology, galvanic technologies are used, as a result of removed metal ion, mg/L.
which sewage is contaminated with metal ions. Known The specific energy consumption W for purifying a
methods of wastewater treatment do not allow for the unit volume of water, (kW-h)/m3, was calculated by the
maximum permissible concentration of metal ions in  expression:
treated water, or are expensive or difficult to operate in W= 1oy, 1073
industry. Iron ions are among the most polluting compo- Ty
nents of wastewater of most industries. So increased
control and the development of effective methods of
wastewater treatment are necessary. The development of
a method for cleaning industrial wastewater from metals
is an actual area of research and assumes the presence of
not only a high cleaning result, but also optimal parame-
ters when introduced into the process [1; 2], which in-
cludes electricity costs, consumables and processing
time.

The methodology of the experiment. The effect of a
constant electric field on the adsorption treatment of water

from iron ions was studied in a cell using pairs of plate the distance between the electrodes (L, m), the voltage at

ellect.rodes (fig. 1). The gell ?S made o_f a dic?lectric mate-  ho terminals of the electrodes (U, V) and processing time
rial in the form of a cylindrical tube in which the anode (T, s).

and cathode are alternately mounted. The electrodes are

made of sta.lnless steel 12X18H10_T (4 plates 1 mm thick . Statgraphics experimental data processing program) of
each). The interelectrode distance is 12 and 25 mm. Spr- the dependence of the degree of water purification from
bents (quartz sand or natural zeolites) were poured into  Fe jons when the time of the action of a constant electric
the space between the electrodes. The electrodes were  .yrrent on quartz sand changes at different voltage on the
connected in parallel to a direct current source. The vol-  glectrodes.

ume of treated water is 1 liter. A voltage was applied to The temperature of the treated water was in the range
the terminals of the electrodes and water was passed  from 20 to 22 °C [6; 7] and the dispersion of quartz sand
through in a non-pressure way for 1 minute with stabiliza- particles was from 0.5-1.2 mm [8—11].

tion of the current strength of 0.025 A and a voltage at the When considering the response surface, it can be seen
terminals of the electrodes from 18 to 62 V. Fe (III) salts  that the total iron indicators (fig. 3) in purified water are
were dissolved in water at an average ion concentration  as close as possible to standard values with an increase in
of 2.5 mg/l. To record the process parameters, standard  processing time [12].

where [ is current, A; U is the voltage at the terminals of
the electrodes, V; ¢, — flow interval passing through the
treated water, h; V is the volume of filled water, m3; 10>
is the conversion factor from W to kW.

Research results. Fig. 2 shows the results of purifica-
tion of water from Fe ions with an initial concentration of
2.5 mg/1 at a constant electric current of different tensions
with sorbents

In the course of previous experiments at two plants
for wastewater treatment [3-5] the main parameters
that are most important in water treatment were analyzed:

Fig. 3 shows the results of the analysis (obtained using

instruments were used — a voltmeter (accuracy class 0.4), An analysis of the obtained experimental data showed
ammeter (0.5). that the efficiency of the electrochemical method using
The degree of purification was determined by the for-  direct electric current and alternating electric current of
mula, %: industrial frequency depends on the interelectrode dis-
C -C tance, voltage at the terminals of the electrodes, and proc-
Y =(u)100, essing time. The degree of purification improves with

0 increasing electric field strength [3-5; 13].
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Fig. 1. Experimental setup diagram:
1 —DC power supply with output voltage regulation; 2 — casing cell; 3 — the upper
container of water; 4 — purified water tank; 5 — steel electrodes-anodes; 6 — steel
electrodes-cathodes; 7 — current leads; 8 — valve (clamp); 9 — adsorbent

Puc. 1. Cxema 3KCiepMMEHTaIbHON YCTaHOBKH:

1 — ICTOYHHUK TIOCTOSIHHOTO TOKA C PETYJIMPOBAHUEM BBIXOJIHOTO HAMPSDKEHHUs; 2 — KOPITYC
sTYeUKHN; 3 — BEepXHsIst EMKOCTB C BOJIOH; 4 — EMKOCTB JUIsl OUMIIEHHON BOJIBI; 5 — CTaJIbHBIC
3JIEKTPOJIBI-aHOIbI; 6 — CTAJIbHBIE AIICKTPOABI-KATOAbI; 7 — TOKOBBOABL; § — BEHTHIIb
(3axuM); 9 — afcopOeHT

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

W E=1,5V/mm
WE=3,5V/mm

Quartz sand Natural zeolite

Fig. 2. Results of influence of input parameters of the process on the degree
of purification in a plant with direct current and sorbents

Puc. 2. Pe3yJ’[LTaTI)I BJIMAHHSA BXOAHBIX IMapaMETPOB IMPOLCCCa Ha CTCIICHb OYUCTKU
B YCTAHOBKE C IIOCTOSAHHBIM TOKOM U COp6eHTaMI/I
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Estimated Response Surface

Fig. 3. Dependence of the degree of water purification from Fe ions when changing the time
of exposure to direct electric current on quartz sand at different voltages on the electrodes

Puc. 3. 3aBuCUMOCTB CTENIEHN OYUCTKH BOJIBI OT HOHOB Fe IIpHU UBSMCHCHUHN BPEMCHU
B03I[ef/‘ICTBI/I${ TIOCTOSTHHOI'O DJICKTPUYECKOI'O TOKA Ha KBapL[eBBIﬁ NECOK IIPpU pa3jIMiHOM
HaIps’KCHUU Ha 3JICKTpOJAax

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%
Combined method EKhl in alternating  Adsorption cleaning  EKhl direct current
current
W (=0,025m [@EL=0,012m
Fig. 4. Results of research on water treatment methods
Puc. 4. Pe3ynbpraThl Hcciae10BaHUH METOJJOB OUUCTKU BOJIBI
At the same voltage (U = 18 V) the cleaning technol- The specific energy consumption and the degree of
ogy with alternating electric current of industrial fre- purification of the electrochemical method based on the
quency turned out to be more effective. use of direct electric current were:
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_1,5-18-0,0167
0,001

The results of studies of water treatment methods at a
voltage of U = 18 V, processing time t py,c. = 60 s, and the
initial ion concentration Fe = 2.5 mg/m’ are presented in
fig. 4.

Conclusion. The specific energy consumption and the
degree of purification of the electrochemical method
using alternating electric current of industrial frequency:
W= 1.8 (kW-h)/m®, Y = 99 % [4]. However, this method
is based on the introduction of a coagulant after electro-
chemical exposure and settling of water for eight hours,
which reduces productivity and requires additional set-
tling tanks. In the electrochemical process, the formation
of iron hydroxide occurred in the volume of water without
sorbents, which led to an increase in the turbidity of the
water. To extract iron hydroxide, water settling is neces-
sary [4.14].

The combination of electrochemical action and the use
of adsorbents made it possible to raise the degree of puri-
fication to 80 %, while the specific energy consumption is
4.5 (kW-h)/m’. An increase in the electric field strength to
5.16 V/mm will allow purifying water from iron ions to
the MPC level (0.3 mg/l).

107 =4,5(kW-h)/m’

E

(25-05

Yl_

]100:80% -—atU=18V

>
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