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THE DEVELOPMENT AND INVESTIGATION OF THE EFFICIENCY
OF THE DIFFERENTIAL EVOLUTION ALGORITHM FOR SOLVING
MULTI-OBJECTIVE OPTIMIZATION PROBLEMS

D. A. Erokhin*, Sh. A. Akhmedova

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
*E-mail: erohhaa@mail.ru

In practice problems, which consist in the search of the best (optimal) solution according to the different irredun-
dant and contradictory (conflicting) criteria, called multi-objective problems, are of frequent occurrence. One of the
most commonly used methods for solving this kind of problems consists in combination of all criteria into the single one
by using some linear relation. However, despite the simplicity of this method, solving problems with its help may cause
other problems related to the determination of the mentioned linear combination, namely related to the determination of
the weight coefficients for each criterion. The incorrect selection of these coefficients may lead to non-optimal solutions
(according to the Pareto theory). In this regard, recently various population-based algorithms have been proposed for
solving the described problems, which are the modifications of these population-based algorithms for solving single-
objective optimization problems. This article describes the developed modifications of the Differential Evolution algo-
rithm (DE) for solving multi-objective unconstrained optimization problems based on the well-known NSGA (Non-
dominated Sorting Genetic Algorithm) and MOEA/D (Multiobjective Evolutionary Algorithm Based on Decomposition)
schemes, which use the Pareto theory. The investigation into the efficiency of the Differential Evolution algorithm for
solving multi-objective optimization problems in relation to the chosen mutation operator of the original DE algorithm
and to the multi-objective scheme was conducted. The developed modifications were tested by using some well-known
multi-objective real-valued optimization problems with 30 variables, such as ZDTI, ZDT2, ZDT3, etc. The practical
problem of spacecraft control contour variant choice was solved as well. The experimental results show that better
results were achieved by the Differential Evolution algorithm with the simplest mutation operators combined with the
NSGA scheme. Thus, the applicability of the described modification for solving practical multi-objective optimization
problems was demonstrated.

Keywords: optimization, differential evolution, Pareto theory, MOEA/D, NSGA, mutation.

PASPABOTKA U NCCJIIEJOBAHUE 3®PEKTUBHOCTU AJI'OPUTMA
JTA®PEPEHIIMAJIBHOM SBOJIIOIINN JIJIA PEIIEHUASA 3ATAY
MHOI'OKPUTEPUAJIBHON ONTUMM3ALIMIA

. A. Epoxun®, I1I. A. AxmenoBa

Cubupckuii rocyTapCTBCHHBIN YHHBEPCUTET HAYKH U TEXHOJIOTHI MMeHH akanemuka M. @. Pemernena
Poccuiickas @enepanms, 660037, r. KpacHosipek, npoct. uM. ra3. «KpacHosipckuit pabounii», 31
*E-mail: erohhaa@mail.ru

B npaxmuueckoil dessmenvHocmu 4acmo 6Cmpedaiomcst 3a0ayiu, 3aKI0YaOWUecst 6 NOUCKe IYyUule20 (OnmuMatbHo-
20) peulenusi nPU HATUYUU PA3TUYHBIX HECBOOUMbBIX OpYe K OpY2y U NPOMUBOPEHUBLIX (KOHDAUKMYIOWUX) Kpumepues
ONMUMATLHOCMU, HA3bl8AEMble 3A0aUAMU MHO2OKPUMEPUAIbHOU onmumuzayuy. OOun u3 Hauboiee pacnpocmpanen-
HBIX Memo008 peuleHusi NOO0OH020 poda 3a0ay 3aKuoHaemcs 8 00vbeOUHeHUU 8cex Kpumepues 6 OOUH, UCNONb3Ys
Hexomopoe auHelHoe coomnoutenue. Hecmomps na npocmomy memooa, npu peuieHuu 3a0a4 makum cnocooom mMozym
BO3HUKHYMb NPOOIIeMbl ¢ ONpedesieHueM Camo20 TUHEHO20 COOMHOWEHUS, A UMEHHO 8€CO8bIX KOIDDUYUEHMO8 KadiC-
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HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

0020 Kpumepusi, HeNpPasUIbLHLLL NOOOOP KOMOPBIX MONCEM NPUBECHU K HEONMUMATbHBIM (8 cmbicie meopuu [lapemo
OOMUHUPOBAnUs) peuteHusm. B cesa3u ¢ smum 6 nacmosujee 8pems npeoaoAHCceHbl pA3IuyHble NONYIAYUOHHbIE ANCOPUNI-
Mbl OJisL peuienust ONUCAHHBIX 300ad, KOMOopble 6 C80I0 0Uepedb G0N L MOOUDUKAYUSMU IMUX HCe NONYISAYUOHHBIX
aneopummos OJisi peuteHust 3a0ay 0OHOKPUMEPUAIbHOU onmuMmusayuu. B dannot cmamve onucamvl paspabomanivie
Mmoouguxayuu anzopumma oupgepenyuansvrou ssonroyuu (Differential Evolution, DE) 0na pewenus 3a0ay MHO20Kpu-
mepuanvHou 0e3yciosHou onmumuzayuu Ha 6aze wupoko useecmuvix cxem NSGA (Non-dominated Sorting Genetic
Algorithm) u MOEA/D (Multiobjective Evolutionary Algorithm Based on Decomposition), ucnoaws3syrowux meopuio Ila-
pemo domunuposarnusi. Hccredosanue s¢pgpexkmusnocmu aneopumma OuhhepeHyuaivroll 960a0Yuu 05 peuleus 3a-
0au MHO2OKPUMEPUATIbHOU ONMUMU3AYUU NPOBOOUTIOCH 8 3AGUCUMOCIIU OM 8bIOOPA ONEPAMoOpa Mymayuu UcXoo0H020
aneopumma ougghepenyuanbHol 80MI0YUU U CXEMbL YUema MHOJCeCmad yeneduix yukyuil. Pazpabomannvie moougu-
Kayuu Obliu npomecmupo8anbl ¢ NOMOWBIO U3BECTMHLIX 300ad MHOSOKPUMEPUALbHOU 0e3VCI08HOU ONMmuMU3ayuu
sewjecmeeHHo3Haunblx Gyukyuu ¢ 30 nezasucumvivmu nepementvimu, Hanpumep, ZDTI1, ZDT2, ZDT3 u m. 0., maxoice
Ovlia peuwiena npaxkmudeckas 3a0aya 6vloopa IdexmusHoco eapuanma annapamHo-nPOPAMMHO20 KOMHIIEKCA
O cucmem YnpagieHus KOCMUYeCKUMY annapamamu. B pezynomame sxcnepumenmog 6vL10 ycmanosieHo, 4mo aneo-
pumm OugpepeHyuanibHol 36010YUU OeMOHCIMPUPYem IyYiue pe3yibmamsl nPu UCNOAb308AHUU HAUOOLee NPOCHIbIX
ONepamopos Mymayuu 8 COHemaHuu co cxemou yuema yenegvix yuxyuti NSGA, maxum obpazom, noxkasana yenecooo-
PA3HOCTb €20 NPUMEHEHUsL C OAHHbIMU NAPAMEMPAamMU OJisi PEULeHUsi NPAKMUYECKUX 3a0ay.

Kmiouesvie cnosa: onmumusayus, oupgepenyuanvras seomoyus, meopus Ilapemo oomunuposanusi, MOEA/D,
NSGA, mymayus.

Introduction. Complex technical and organizational mization problems based on the well-known schemes
systems control requires constant decision making taking such as MOEA/D (Multiobjective Evolutionary Algo-
into consideration various criteria and limited resources. rithm Based on Decomposition) [6] and NSGA (Non-
Such kind of problems (multi-objective optimization dominated Sorting Genetic Algorithm) [7], that use the
problems) can be found in different areas, including aero-  Pareto theory, are introduced. Moreover, efficiency of
space industry (for example, [1-3]). For some of them it  these modifications was examined in accordance with the
is possible to find solutions, which would be optimal with ~ chosen DE’s mutation operator [8].
respect to all criteria. However, the opposite situation, Differential Evolution. Differential evolution or DE
namely when the criteria conflict with each other, occurs is a population-based meta-heuristic approach initially
more frequently. In that case there is s a need to determine  developed for solving multidimensional optimization
a set of solutions (best possible variants), where each  problems. It was firstly introduced by K. Price and
one of them can be considered as a compromise between  R. Storn in 1995 [5] for solving single-objective optimiza-
all criteria. tion problems. The DE algorithm is a direct optimization

There are various ways to determine the mentioned set  method, thus it only needs values of the objective func-
of solutions, but the most popular among them is the tion; it uses some of ideas the proposed for the genetic
Pareto dominance theory [4]. Generally speaking, a multi-  algorithms such as mutation as well.
objective optimization problem includes a set of D pa- The DE starts with the random initialization of the
rameters (variables), a set of K objective functions of population that contains N individuals, to be more specific
these variables, and a set of M constraints. It is necessary  the set of N vectors is randomly generated. Each individ-
to find a solution, that is optimal according to all K crite- ual is represented by its coordinates in the search space
ria, while solving a multi-objective optimization problem;  with D dimensions. Then a new generation is created in

and the problem is formulated as follows: the following way. For each individual x| three different
y=f(x)=(£(x), /o(x)ses fx (x)) > 0pt, (1) vectors from the old generation are randomly chosen,
after that a new mutant vector v/ is generated by using

8j (x ) <0,j=Lr, @) the mutation operator.

h. ( x) =0,j=r+1LM Nowadays there are various mutation schemes for the
J ’ 4 ’ . . . . .
differential evolution algorithm [8]. In this study five
where x:(xl,xz,...,xD) is possible solution. most popular mutation strategies were used (rand, best,

Let us consider the multi-objective unconstrained op- ~ Cu/7ent_to_best, best2, rand2):

timization problems. Generally, there are no additional t ¢ ¢

. . ) vj:xR1j+F(xR27—xR3j); 3)
requirements of functions f;(x), i =1, ..., K, that would : » :
be convenient for optimization (for example, convexity, V; :xf,est, G +HF (x}}l’ j —x;u, j); “)
differentiability, etc.). Functions can be defined algo-
rithmically; variables can be continuous, discontinuous, Vi=xl 4 F( Xyt~ xit/‘)+ F( U j) NG
binary and even mixed. This fact significantly reduces the ' " " ) b |
class of optimization algorithms, which could be applied Vi = X+ F (xfm’ i~ %R, j)+F (x}‘& X, j); (6)

to solving such problems.
In this study modifications of the Differential Evolu- r_ i ¢ t 1 ¢
= +F = )+ F ;= . @
tions (DE) algorithm [5] for solving multi-objective opti- Vi TR (sz"-’ *h3.j ) (xm” Rs.j ) ()
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In these formulas indexes R1, R2, R3, R4 and RS are
numbers randomly chosen from the range [1, V], all of
them differ from the index i and each other; F is the scal-
ing factor, namely the maximum possible distance by
which the search area can be expanded in one variable;

X}, — the best position found by the population during ¢

iterations.

The next step is the crossover, which is performed
for the mutant vector. During the crossover its coordinates
(or at least a part of them) can be replaced with some
probability (CR) by the coordinates of the parent vector.
A new obtained vector is called a trial vector. If the value
of the objective function calculated for the trial vector is
better than the value of the objective function calculated
for the parent vector, then the parent vector should be
replaced by the trial vector in a new generation, otherwise
it stays the same.

Modifications of the DE algorithm for solving
multi-objective optimization problems. In this study
two well-known schemes for the multi-objective optimi-
zation problems were used: Multiobjective Evolutionary
Algorithm Based on Decomposition (MOEA/D) [6]
and Non-dominated Sorting Genetic Algorithm
(NSGA) [7].

Modification of the DE algorithm based on the
scheme NSGA works as follows. First of all, in addition
to the population of individuals an external archive is
generated, in which optimal according to the Pareto the-
ory solutions are saved. This archive is updated at each
iteration.

Besides, on every iteration during the crossover the
additional second archive of size 2/, in which initially all
individuals from the population are stored, is created. As
was mentioned before, during crossover trial vectors, that
can replace parent individuals in population, are gener-
ated. If the parent individual from the second additional
archive is non-dominant with respect to the respective
trial vector then the latter is discarded and the parent indi-
vidual stays the same, and vice versa, if the trial vector is
non-dominant then it replaces the parent vector in the
second archive. However, if the parent and trial vectors
are not comparable then they both are stored in the second
additional archive. It should be noted that the trial vectors,
which are stored in the mentioned archive, later partici-
pate in the crossover, and for them the mutant vectors are
generated by using individuals saved in the same archive.

On the next step the second additional archive is trun-
cated to the size N by using the sorting of individuals ac-
cording to the degree of their non-dominance proposed
for the NSGA scheme [7]. Individuals are sorted in the
mentioned archive as follows. For each individual its
rank, which is denoted as “rank”, is determined. If an
individual is non-dominant with respect to all other indi-
viduals from that archive then its rank = 0. After that the
individual, which is non-dominant with respect to all
other individuals from archive except the one with the
rank = 0, is determined. Therefore, its rank is assigned
to 1. If there are more than one such an individual, then
the same rank is assigned to each of them. The process
continues until all individuals in the population are
ranked.
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Next, the ranked individuals are selected according to
the Crowding-distance metric (/) described in [9]. For
each objective function the solutions with the smallest and
largest values of this metric are determined. It is assumed
that the metric value for these solutions from the second
additional archive reaches its maximum. For other solu-
tions from the archive the distance (metric value) is calcu-
lated as follows:

K . _ ._
1=y A AL ®
= Je Tk
Here parameters /™ and f™" are the maximum

and the minimum values of the k-th objective function,
fe[i+1] and f;[i—1] are values of the k-th objective

function for the (i + 1)-th and (i — 1)-th individuals re-
spectively.

After that, the i-th individual is compared with the rest
(i=1, ..., 2N) until it is better than any individual accord-
ing to the rank or to the value of the metric (the higher,
the better). In this case, it is saved in a truncated archive,
the comparison is stopped and the next individual is con-
sidered. These actions are repeated until the number of
individuals in the truncated archive is equal to N.

The external archive, in which non-dominated solu-
tions are stored, is updated by the individuals stored in the
additional archive. The population that consists of indi-
viduals from the truncated archive passes to the next gen-
eration.

Now let us consider the modification of the DE algo-
rithm, developed on the basis of the MOEA/D scheme
[6]. As for the previous modification, initially an external
archive for the non-dominated solutions according to the
Pareto theory is generated; moreover, this archive is up-
dated at each iteration. Further, the population of N indi-
viduals is initialized randomly.

For each i-th (i = 1, ..., N) individual, the vector L;
consisting of weight coefficients for the corresponding
objective functions (one coefficient per objective func-
tion) is generated. The coefficients are generated ran-
domly within the range [0, 1] and vector L; is normalized.

Next, the reference vector z=(z,z,,...,zx ), Where z;

is the best currently found value of the j-th (j =1, ..., K)
objective function f;, is determined. In addition, for each
i-th individual, a set of indexes B(i) is created,
it consists of 7 indexes of the nearest to L; neighbors, to
be more specific the distances between the vectors L; and
L;(j=1, ..., Nandj #i) are calculated using the Euclid-
ean metric, and then 7 indexes of the nearest neighbors
are selected.

Thus, for each i-th individual, where i = 1, ..., N, the
set of indexes B(i) = {i(1), ..., i(T)} is defined such
as Li(1), ..., L{T) are the T closest vectors to the vector L,.
Then, during the mutation for the described schemes
(3)—(7) indexes R1, R2, R3, R4, RS for the i-th individual
are randomly chosen from the set B(i).

At the crossover step the trial vector U is generated,
after that the vector z is updated. Finally, according to the
rule described in [6] the individual in the population is
updated (it is replaced by the trial vector U).
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Experimental results. The investigation into the effi-
ciency of the DE algorithm with different mutation strate-
gies and schemes for the multi-objective optimization
problems was conducted by using the following test prob-
lems: ZDT1, ZDT2, ZDT3, ZDT6, Schaffer’s Min-Min
(SCH) and DTLZ2 [10]. The following parameters were
used for testing:

1) S — the maximum number of optimal according to
the Pareto theory solutions, which were saved during the
algorithm’s work; it was set to 100;

2) N — the population size, it was equal to 100;

3) MaxGen — the maximum number of iterations equal
to 250;

4)F=04;

5) CR = 0.3 for modification of the DE approach
based on the MOEA/D scheme;

6) CR = 0.6 for modification of the DE approach
based on the NSGA scheme;

7) T=20;

8) D = 30.

Each problem was solved by all modifications
10 times and after each program run the following values
were calculated: the £y error (i. e. the difference between
the obtained and real Pareto fronts) and the spread A
(i. e. the extend of spread achieved among the obtained
solutions).

The E; error was calculated by using the following
formula (9):

2 N 2
:Z(PF/'G_PF;) ’
1

j=

E, = “PFe — PF"

)

where PF° is the found Pareto front, PF' is the actual
Pareto front, NS is the number of points in the external
archive. The value of the spread A was determined using

the following formula:
NS-1

dy+d+ Y ‘di—z‘
i=1

A d,+d +(NS-1)d 1o
where d; is the minimal Euclidean distance between
the i-th solution from the obtained Pareto front and other
solutions from that front [11] (NS — number of solutions

in the external archive), and d is the average distance.
Parameters d; and d; are Euclidean distances between
the extreme solutions of the real and obtained Pareto
fronts.

Results obtained by the modification of the DE algo-
rithm based on the MOEA/D scheme with different muta-
tion strategies and averaged by the number of program
runs are presented in tab. 1.

Thus, it was established that modification of the DE
approach based on the MOEA/D scheme demonstrated
the best results while using the mutation strategy best.
Tab. 2 shows how many times this algorithm configura-
tion outperformed others according to four criteria:
Best — the best obtained values of Efand A respectively,
Worst — the worst values, Mean — the mean values
for Erand A, SD is the standard deviation for the obtained
results.

Results obtained by the modification of the DE algo-
rithm based on the NSGA scheme with different mutation
strategies are presented in tab. 3.

Table 1
Results obtained by the DE+MOEA/D algorithm with different mutation schemes
Problem rand best current_to_best best2 rand2
ZDTI1 E, 0.00384 0.00054 6.59454 0.00119 0.0062
A 0.16367 0.11775 0.489 0.13324 0.16509
7DT2 Ef 0.00053 0.00041 5.92685 0.00055 0.00199
A 0.09408 0.11174 0.70551 0.105 0.11352
7DT3 E, 0.15176 0.08976 4.84475 0.0003 0.00249
A 0.19449 0.16297 0.43173 0.09944 0.15936
ZDT6 E; 2.08E-07 2.05E-07 0.47384 2.03E-07 0.00391
A 0.04915 0.44263 0.63503 0.04259 0.02977
SCH E, 6.85E-07 7.19E-07 0.00019 0.01249 7.19E-07
A 0.40399 0.30593 0.36606 0.32616 0.35382
DTLZ2 E, 0.00024 0.00022 2.62E-05 0.00056 0.00038
A 0.05619 0.06844 0.0706 0.10307 0.07852
Table 2
The results of the comparison of the mutation schemes for the DE+MOEA/D modification
Scheme Er A
Worst Best Mean SD Worst Best Mean SD
rand 0 1 1 0 1 0 2 1
best 3 4 2 3 1 3 4 1
current to_best 1 1 1 1 0 1 0 0
best2 2 0 2 2 3 2 1 3
rand?2 0 0 0 0 1 0 0 1
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Thus, it was established that the strategy best demon-
strated the best results comparing to others in 10 cases,
while the strategy rand in 14 cases. However, for this
modification strategy rand outperforms the strategy best
because it showed the better results according to the sec-
ond criterion (spread of solutions along the front) more
frequently. Tab. 4 shows how many times this algorithm
configuration outperformed others according to four crite-
ria: Best — the best obtained values of E, and A respec-
tively, Worst — the worst values, Mean — the mean values
for Erand A, SD is the standard deviation for the obtained
results.

Examples of the Pareto fronts obtained by the devel-
oped modifications of the DE algorithm with determined

on the previous step best mutation strategies for the listed
test problems are demonstrated in fig. 1-6.

The developed modifications of the DE algorithm
(DE + NSGA and DE + MOEA/D) are compared with the
other methods for solving multi-objective optimization
problems: MOPSO [12], NSGA-II [13], SPEA [14]
and PAES [15]. Moreover, the comparison was made
according to the previously used criteria (error and varia-
tion).

Tab. 5 shows the mean values for the criteria obtained
by the listed algorithms. The results of the NSGA-II and
SPEA, PAES algorithms are taken from the literature
[15], and the results of the MOPSO algorithm were ob-
tained independently.

Table 3
Results obtained by the DE+NSGA algorithm with different mutation schemes
Problem rand best current to best best2 rand2
7DT1 E, 0.00733 0.00884 0.00577 0.02993 0.03549
A 0.0775 0.07231 0.28125 0.07318 0.06684
7DT2 E, 0.00627 0.00311 0.31043 0.0197 0.03744
A 0.10933 0.603442 0.75164 0.11818 0.12551
ZDT3 E; 0.00491 0.00628 0.00277 0.0259 0.44998
A 0.06465 0.07346 0.59455 0.0817 0.16594
7DT6 E, 0.00058 2.90E-07 0.00212 3.25E-07 0.00324
A 0.05462 0.03373 0.05722 0.0548 0.06761
SCH E; 4.93E-05 5.69E-06 5.66E-07 0.00041 7.7E-07
A 0.10595 0.17782 0.18019 0.11755 0.10743
DTLZ2 E, 11.1832 6.6664 12.164 4.91719 0.01469
A 0.417295 0.27964 0.542015 0.20289 0.05895
Table 4
The results of the comparison of mutation schemes for the DE+NSGA modification
Scheme E A
Worst Best Mean SD Worst Best Mean SD
rand 2 1 1 2 2 1 3 2
best 1 1 2 1 1 1 1 2
current to best 1 4 2 0 0 0 0 0
best2 1 0 0 1 2 3 0 1
rand?2 1 0 1 2 1 1 2 1
1,2 12
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Based on scheme NSGA Based on scheme MOEA/D

Fig. 1. Examples of the Pareto front obtained for the ZDT1 problem

Puc. 1. Ilpumeps! ¢pponTa [lapero, nomyuennsie 1 3anauu ZDT1
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Fig. 2. Examples of the Pareto front obtained for the ZDT2 problem
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Fig. 3. Examples of the Pareto front obtained for the ZDT3 problem
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Fig. 4. Examples of the Pareto front obtained for the ZDT6 problem

Puc. 4. ITpumeps! GpponTa [apero, nomxyuennsie 1 3anaun ZDT6

139



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 20, Ne 2

LY
.~~
- g
S 00000 s o
0,5 1 15 2 3 35

i3

Based on scheme NSGA

P

Based on scheme MOEA/D

Fig. 5. Examples of the Pareto front obtained for the SCH problem
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Fig. 6. Examples of the Pareto front obtained for the DTLZ2 problem
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Table 5
The results of the comparison of the algorithms for solving multi-objective optimization problems
Algorithm ZDTI1 ZDT2 ZDT3 ZDT6 SCH
E, A E, A E, A E, A E, A

NSGA-II-r 0.0335 0.3903 0.0724 0.4308 0.1145 0.7385 0.2966 0.668 0.0034 0.4779
NSGA-II-b 0.0009 0.4633 0.0008 0.4351 0.0434 0.5756 7.8068 0.6445 0.0028 0.4493
SPEA 0.0018 0.7845 0.0013 0.7551 0.0475 0.6729 0.2211 0.8494 0.0034 1.0211
PAES 0.0821 1.2298 0.1263 1.1659 0.0239 0.7899 0.0855 1.1531 0.0013 1.0633
MOPSO 0.0605 0.5685 0.0807 0.4045 0.0016 0.415 0.0015 0.1204 | 8.91E-07 | 0.6039
DE+NSGA 0.0073 0.0775 0.0063 0.1093 0.0049 0.0646 0.5706 0.1977 | 4.93E-05| 0.1059
DE+MOEA/D 0.0005 0.1177 0.0004 0.1117 0.0898 0.163 | 2.05E-07 | 0.4426 |7.19E-07| 0.3059

Thus, as a result of the research, it is established that
the best values of objective functions are achieved by
modifying the algorithm of differential evolution based on
the NSGA scheme with the simplest mutation strategy
called rand. Moreover, the experiments demonstrate that
the modification of the DE algorithm of the NSGA
scheme approximates the Pareto front better than the other
multi-objective optimization algorithms, namely MOPSO,
PAES, NSGA-II, SPEA, DE + MOEA / D.

The problem of the choice of spacecraft control
contour variant. In this study the problem of the choice

140

of spacecraft’s control contour variant [16] is consid-
ered. The functioning process of a spacecraft control
subsystems is modeled with Markov chains, while the
problem of choosing an effective variant for a space-
craft control system is formulated as a multi-objective
discrete optimization problem with algorithmically
given functions.

The problem statement and the way the problem of
spacecraft’s control contour variant choice was modeled
are presented in [16]; in this study only a brief description
is given.
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The system for monitoring and control of an orbital
group of telecommunication satellites includes on-board
control complexes (BCC) of a spacecraft, a distributed
system of telemetry, command and ranging (TCR)
stations and data telecommunication systems in each,
command measuring systems (CMS) and flight control
center (FCC). It should be noted that the last three
subsystems are combined into the ground-based control
complex (GCC).

Thus, the ground control complex interacts with the
onboard control complex using a telecommunication sys-
tem, as well as command measuring systems and data
transmission systems, which include communication cen-
ters of a flight control center. BCC is the controlling sub-
system of the satellite that ensures real time checking and
controlling of on-board systems including pay-load
equipment as well as fulfilling program-temporal control.
Control functions performed by the automated control
system can be divided into subsystems called “control
contours”. Mentioned contours perform various functions,
for example the following contours can be distinguished:
a technological contour, a command-program contour,
a target contour, etc. [16].

The main task of the command-program contour is the
maintenance of the tasks of creating command-
programming information, transmitting it to BCC and
executing it and control action as well as the realization
of the temporal program mode of control. Let us consider
the simplified control system, which consists of three sub-
systems: onboard target equipment, on-board control
complexes and ground-based control complex.

If we suppose that BCC can fail and GCC is abso-
lutely reliable, then we can introduce the following nota-
tions: A; is the intensity of BCC failures, y, is the inten-
sity of temporal program (TP) computation, p, is the in-
tensity of the command-programming information (CPI)
loading into BCC, y; is the intensity of temporal program
execution, Ly is the intensity of BCC being restored.
Therefore, all stochastic flows in the system are Poisson,
and there are five possible states for this contour [16]:

1) BCC fulfills TP, GCC is free;

2) BCC is free, GCC computes TP;

3) BCC is free; GCC computes CPI and loads TP;

4) BCC is restored with GCC which is waiting for
continuation of TP computation;

5) BCC is restored with GCC which is waiting for
continuation of CPI computation.

The corresponding Kolmogorov system of equations
for the final probabilities is the following:

R-(h+py)—m, B =0, (1)
Py(m+2y)—ps B—py B =0, (12)
Pe(M+py) =y P—py B =0, (13)

By =r-B-2-B=0, (14)

Bopy=n-B=0, (15)

B+P+PR+P+F=1. (16)
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In these formulas P; is the probability that the system
is in the i-th state, where i = 1, ..., 5. After solving the
system (11)—(16), the necessary indexes of control quality
for the command-programming contour can be calculated:

R . .
1) T =—L'— — the average duration of the independ-
Hy - By
ent operating of the spacecraft for this contour;
B+ P .
2) f,=-32 PS — the average duration of BCC and
My

GCC interactions when loading TP for the next interval
of independent operation of the spacecraft;

)¢ _BrBrhAE the average time from the
B (h+uy)
start of TP computation till the start of TP fulfillment
by BCC.

Maximizing the first indicator and minimizing the last
two indicators leads to the choosing of an effective vari-
ant for a spacecraft control system. Thus, the multi-
objective optimization problem is formulated with three
objective functions. In this study it was solved by the best
developed configurations of the DE+NSGA and
DE+MOEA/D algorithms. The examples of the obtained
Pareto fronts for the described optimization problem are
presented in the fig. 7, to be more specific the projection
of the Pareto front on the plane p, — p4 (i, — horizontal
axis, yy — vertical axis). In addition, on the graphs, the
solid points are the points from the Pareto set, obtained by
the algorithm, the open points are the true set points (not
found respectively).

The problem was solved by each algorithm 10 times,
for each program run the number of iterations was set to
30, number of individuals to 20, and for the
DE+MOEA/D algorithm parameter was equal to 5. As a
result of the research, it was established that modification
of the DE algorithm based on the NSGA scheme
(DE+NSGA) with the previously found configuration is
able to solve the described problem of the choice of
spacecraft control contour variant better. Therefore, the
workability of that algorithm was verified on real-world
problem.

Conclusions. In this paper two developed modifica-
tions of the differential evolution algorithm based on the
schemes NSGA  (DE+NSGA) and MOEA/D
(DE+MOEA/D) for solving multi-objective optimization
problems are described. First of all, the efficiency of the
proposed modifications was examined in accordance with
the selected mutation strategy: it was established that for
the DE+NSGA algorithm the most useful is the rand mu-
tation strategy, while for the DE+MOEA/D algorithm it is
the best strategy.

Then the results obtained by modifications of the dif-
ferential evolution algorithm with defined mutation
strategies were compared with the results obtained by
other well-known population-based algorithms. Finally, it
was proved that the modification DE+NSGA described in
this study with the rand mutation strategy outperforms
alternative algorithms for solving multi-objective optimi-
zation problems.
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Fig. 7. Examples of the Pareto set obtained for the problem of the spacecraft control contour variant choice
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Besides, the problem of the choice of spacecraft con-
trol contour variant was solved and the workability of the
proposed approaches was demonstrated on the real-world
problem.
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TO THE TASK OF CONTROLLING A GROUP OF OBJECTS ON THE BASIS
OF INFORMATION TECHNOLOGIES

D. A. Zhalnin

LLC “Region Avtomatika”
1b, Glinki St., Krasnoyarsk, 660031, Russian Federation
E-mail: Denis@Zhalnin.com

To participate the TPP with cross-section communications in the general primary frequency control, it is necessary
to have a working main regulator. The main regulator is designed to maintain the steam pressure in the major steam
line of the TPP at a given level, which is a difficult task. At the TPP with cross-connections, the steam produced by the
boilers enters the major steam line. To maintain the pressure in the major steam line, it is necessary to control the heat
load of the working boilers. Traditional solutions to construct the main regulator found no use, as have a number of
disadvantages, not allowing exploiting a system of automatic control. Looking at the steam pressure control system in
the major steam line _from the bottom to up, it is possible to identify disadvantages that prevent the effective operation of
the main regulator at each level. At the lower level of the main regulator, there are controllers of heat load of boilers,
built according to the scheme task-heat. Heat load controllers are designed to maintain heat release in the boiler fur-
nace at the required level. The heat signal is the sum of the signals for the steam flow of the boiler and the rate of
change in the steam pressure in the boiler drum. Such a structure does not allow maintaining the invariance of the heat
signal under external disturbances effectively, as sharp changes of the steam pressure in the major steam line lead to a
"false" operation of the controllers. At the upper level there is the main regulator itself, which maintains the steam
pressure in the major steam line at a given level and corrects the tasks to the controllers of the heat load of the boilers.
The simultaneous identical effect on the heat load of the boilers cannot be optimal from the point of view of the criteria
for assessing the quality of regulation, since the dynamic properties of the boilers, such as the gain, the transition time
constant and the transport delay are individual for each boiler.

However, in 20062008, the attempt to build an updated main regulator that takes into account the shortcomings of
the traditional scheme was made. The basis of the structure of the main regulator is still parametric and, as a result of
ten-years’ experience, shortcomings in the operation of the updated main regulator were identified. The shortcomings,
in most cases, consist in need of frequent corrections of adjusting coefficients of system because of the change of dy-
namic properties of an object during the operation. In fact, the same problems related to the parametric structure of the
regulator remain.

Up-to-date information technologies made it possible to introduce adaptive process control systems that allow to
count an extended number of signals entering the system and to form control actions, based on both current and his-
torical data of the technological process. The use of the latest information technologies and modern hardware in the
control of complex multi-connected units that solve not only the problems of process control, but also the problem of
improving the economic and environmental performance of enterprises, should become a new step in the development
of automatic control systems.

Keywords: TPP with cross-section connections, main regulator, heat load controller, pressure regulation in the ma-
jor steam line.
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K 3AJIAYE YIIPABJIEHUS I'PYIIINION OFBEKTOB
HA OCHOBE UH®OPMAIIMOHHBIX TEXHOJOI MiA

. A. Kanuun

OOO «Pernon ABTomMaTuka
Poccwuiickas @enepanust, 660031, r. KpacHosipek, yir. ['munaku, 16
E-mail: Denis@Zhalnin.com

s yuacmus mennoguix anexmpocmanyuii (TOC) ¢ nonepeunvimu ces3samu 6 00wem NepeutHoM pe2yiuposanuu
yacmomsl He0OX00UMO Hanuuue pabomarowezo 21asHo2o pe2yismopa. 1 1asuwitl pezynamop npeduasHayen 01s noo-
Odeporcanus oaeneHuss napa 8 oouem naponpogooe TOC Ha 3a0aHHOM YpOBHe, YUMo AGNAEMCA CIOXHCHOU 3adavel. Ha
TOC ¢ nonepeunviMu C8A3AMU NPOUIBOOUMBIL KOMIAMU NAP NOCMYnaem 8 obwuil naponposod. na noooepiicanus
odasnerus 8 obwem naponpogooe HeobX00UMO KOMNIEKCHOe YIPAGieHUe Meni08ol HAepY3KoU pabomarnuux Komios.
Tpaouyuonnvie peutenusi ROCMPOEHUsE 2IABHO20 PE2YISMOPA He HAULIU NPUMEHEHUs!, MAK KAK umelom pso Hedocman-
K08, He NO36OJIOWUX IKCHIYAMUPOBANb MAKVIO CUCHEMY A8MOMAMUYecko2o pe2yiuposanus. Eciu paccmampusamo
cucmemy pe2yiuposanus 0asieHuss napa 6 oowem naponpogooe CHU3Y 66ePX, MOICHO HA KAICOOM YPOBHE BbIsGUND
Hedocmamiy, mewaiowue dppexmusnol pabome 2nagnozo pezyismopa. Ha nudicnem yposhe 21asno2o pez2yisimopa
PACNONOJICEHbL PE2yNmopbl MENI0B0U HAZPY3KU KOMIL08, ROCIPOEHHble N0 cXxeMe 3a0aHue — menjioma. Pezyismopol
Menn08oU HAspy3KU NPeOHA3HAYEeHbl OJisl NOOOEPICAHUS. MENI08bl0eIeHUsl 8 MOonKe Komia Ha mpedoyemom yposte. Cue-
HAL no menaome npedcmasisem coboll CyMmy CUSHANI08 NO PACX00y Napa 3a KOMIOM U CKOPOCHU USMEHEHUs. OAGIeHUs
napa 6 bapabane xomaa. Taxas cmpykmypa mwe noseousiem 3@ ekmusHo noodepICcUams UHEAPUAHMHOCMb CUSHALA
no meniome NPu GHEUHUX B03MYUWEHUSX, MAKUX KAK PE3Koe UMEeHeHUue Odslenusl napa 6 oduem naponpogooe, 4mo
NpUOOUM K «JI0JCHOLY pabome pe2yisimopos. Ha eepxnem yposne pacnonosicen HenocpeocmeeHto cam 2naeHblil pecy-
aAmop, noodepxcusarowull oasiienue napa 8 obujem naponposooe Ha 3a0AHHOM YPO8He U KOPPEeKMUPYIOWUl 3a0anus
pezynsamopam meniogou Hazpysku komios. OOHOSpeMenHOe 00UHAKOB0E BO30CUCMEUE HA MENL0BYIO HAZPY3KY KOMIIO08
He Modicem Oblmb ONMUMATBHBIM C MOYKU 3DEHUsl KpUmepues OYeHKUu Kavyecmsa pecyiuposanusl, max Kax ouHamuye-
CKUe C80lCmBa KONios, makue Kax Kodghguyuenm ycuienus, noCMosiHHAsL 8peMeHU Nepexo0H020 npoyecca u mpauc-
nopmmoe 3anazoviéanue, UHOUBUOYAIbHbLE OJisL KAHCO020 KOMIA.

Oonaxko 6 2006—-2008 ze. OvLia ocyuwyecmsieHa nonbIMKa HOCMPOeHUs 0OHOBNIEHHO20 2IA6HO20 Pecyamopd, Yuumaol-
sarouezo HedOCmamky mpaouyuoHHou cxemvl. OCHO8a CMPYKMYPbL 21ABHO20 PeSyIsimopd NO-NPENCHeMy OCMAIacCh
napamempuyecKkol, u 6 pe3yibmame OeCsIMulemHue20 Onblma SKCHIyamayuu ObUiu GbislGIeHbl Hedouembl 8 pabome
00HO06IEHH020 2N1a6H020 pezynamopa. Hedouemvl 6 ocnosnom cocmosm 6 HeoOX00uUMOCmu 4aACmol KOPPEeKmuposKu
HACMPOEYHBIX KOIPPUYUEHmMOo8 cucmembvl U3-3a USMEHEHUs. OUHAMUYECKUX CBOUCME 00bEKMA 8 npoyecce IKCHLyama-
yuu. Ilo cymu, ocmanuco me dice camvie nPooOIeMbl, C63AHHbIE C NAPAMEMPULECKOU CIPYKIMYPOT pe2yisimopa.

C nosenenuem HOBEUWUX UHGOPMAYUOHHBIX MEXHOAO2UN NOAGIACMC 603MONCHOCHb BHEOPEHUSL AOANMUBHBIX
cucmem ynpasiieHusi MexHON02ULeCKUMU NPOYECCAMU, NO3BOIIOUUMY 0Opabamvleams pacuupenioe KOIuyecmeao no-
CMYNAarwux 6 CUucmemy CUSHAI08 U (OPMUPOSams YNpasgisiowue 6030elcmeus, 0CHOBbIBASACL KAK HA MEKYWUX, max
U HA UCTOPUYECKUX OAHHbIX MEXHOL02UHecKko20 npoyecca. Mcnonb3oeanue HOGEUx uHGOPMAYUOHHBIX MEXHOA02ULL
U COBPEMEHHBIX ANNAPAMMBIX CPEOCME NPU YAPAGIEHUU CIONCHLIMU MHOLOCEAZHLIMU 0OBEKMAMU, PEUAloWux He MOIbKO
3a0a4u ynpasieHus: MmexHOI0SUYeCKUMU NPOYECCamu, HO U 3a0ayu NOBLIUEHUS IKOHOMUYECKUX U IKOL02UHECKUX NOKA-
3ameretl npeonpusimuil, O0IICHO CMAMb HOBBIM GUIMKOM 8 PA3GUMUL CUCHEM ABMOMAMUYECKO20 YNPAGLEHUSL.

Knouesvie crosa: TOC ¢ nonepeunvimu ceA3aMu, 21AHbI Pe2yIAmop, pe2yiamop meniogoll Haepy3Ki, pecyaupo-
8aHue 0asneHus 8 0buem naponpogooe.

Introduction. One of the conditions of participation  connection communications, as a rule, a control scheme is
of thermal power plants (TPP) with cross-section com- used, when one of the boilers, working in the “regulating”
munications in the general primary regulation of fre- mode, maintains the pressure in the main steam line,
quency (GPRF) is functioning as the main regulator of and the remaining boilers, working in the “basic” mode,
steam pressure in the major steam line to control the load  support their specified steam loads.
of the group of boilers participating in GPRF [1]. Tradi- With this control scheme, the automatic change in the
tional automatic control systems (ACS) of the heat load total steam load of the station is limited to the range of
of boilers used at TPP with cross-connection communica-  possible steam loads of the boiler operating in the “regu-
tions are not able to provide the required dynamics lating” mode, which is usually 70-100 % of the nominal
of primary power output at a sudden change in frequency, capacity of the boiler.
which can be one of the reasons for emergency fan shut- Such a range of regulation can not provide a change in
downs in power systems. the electrical power of the station in 10 % of the nominal

Traditional approach. To maintain the steam pres- frequency deviation, which is necessary for the participa-
sure in the main steam line at the TPP with cross- tion of the station in GPRF.
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In order to increase the range of regulation in the
“regulating” mode, we can include two boilers and more,
but then there is an effect of “pumping” loads of boilers.
It is caused by different dynamic properties of boiler
equipment and the lack of centralized pressure measure-
ment in the major steam pipe, as well as different values
for different boilers job. As a result, some boilers
are loaded to the maximum, while others are unloaded
to a minimum. This approach makes the process of regu-
lation impossible.

Generally accepted structure of the main regulator
(MR), which maintains the pressure in the major steam
line at a given value [2], in which one correcting regulator
influence the task of the heat load controllers (HLC)
of several boilers, has not been used at TPP with cross-
connection communications for the following practical
reasons:

— the pressure extraction point in the major steam line
is the one and does not allow to regulate the pressure at
different sets of working boilers and turbines effectively,
as well as at the withdrawal of sections of the major steam
line for repair;

— when changing the set of working boilers requires
reconfiguration of the main regulator;

— the values of the setting coefficients of the main
regulator for all boilers can not be the same, since the
dynamic properties of the cascade regulator “MR-HLC”
are different for each boiler.

Attempts to solve. From 2006 to 2008 at Krasnoyarsk
TPP-2 of JSC “Yenisei TGC (TGC-13)” the main regula-
tor that resolves a number of shortcomings of the conven-
tional pressure control structure of the main steam line at

TPP with cross-connection communication was imple-
mented [3]. A significant difference between the updated
structure of the main regulator is that instead of one cor-
rective regulator acting on a group of boilers, several cor-
rective regulators are used, separately acting on each
boiler.

The technological scheme of the major steam line of
Krasnoyarsk TPP-2 is shown in fig. 1. It can be seen from
the scheme that the boilers can operate both on the main
steam line and separately (block). At block inclusion of
boiler units or shutdown of any part of the main steam
line, it is necessary to maintain constant pressure in in
each its separate part.

Before the implementation of the updated main regu-
lator, boilers heat load regulating systems were used un-
der the scheme of task-heat (fig. 2). The “heat” signal
is formed from two signals: steam flow rate and pressure
change rate in the boiler drum. The main disadvantage
of such a structure of the regulator is that when the pres-
sure in the main steam line (external disturbances)
changes, the pressure in the boiler drum changes with a
significant delay caused by the capacitive properties of
the steam path “drum — steam super heater — steam cham-
ber — main steam line”. This effect makes it impossible to
achieve invariance of the signal by “heat” to external dis-
turbances.

Fig. 3 shows the steam flow rate of the boiler, the
steam pressure in the boiler drum, the reduced rate of
change in the steam pressure in the boiler drum and the
change in the reduced signal by “heat” with the pressure
increase in the major steam line by 0.3 MPa (external
perturbation).

BU Ne6 BU Ne5 BU Ne3 BU Ne2 BU Nz
BK3-500 EK3-500 BEK3-380 BK3-380 BK3-380
Y ) £ £
V= "= = =/
N/ v Y
— —M—M—}
Maror >3 =<} {3
steam line

P

Tothe TU Ned
MT-135/165

A

Tothe TU Ne3 Tothe TU Ne2 Tothe TU Ne1
T-110120 T-110/120 T-110/120

Fig. 1. Major steam line layout of the Krasnoyarsk TPP-2:
BU - boiler unit; TU — turbo unit

Puc. 1. Cxema obmero maponposoaa Kpacuosipckoit TOLI-2:
KA — xotnoarperat; TA — TypOoarperar
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DIF

Fig. 2. Structural scheme of the heat load controller:

F — steam flow sensor behind the boiler; Py, — boiler drum steam
pressure sensor; SP — setpoint; DIF — differentiator; ) — adder;
PI — regulator with proportional-integral law of regulation;
SCS — stepless control station

Puc. 2. CrpyxTypHas cxema peryisropa TeIJIOBOH Harpy3Ku:
F., — narumk pacxona napa 3a KOTiIoM; Pg,s — 1aT4unk 1aBiaeHus
napa B 6apabane kotia; 3Y — 3anaromiee ycrpoiictso; AND —
nuddepeHiupyoiee 38eHo; Y, — cymmatop; [T — perynsitop
C IPONOPILHOHANBHO-UHTEIPATILHBIM 3aKOHOM PEryJIMPOBAHHS;
CBP — cranuus 6eccTyneHuaToro peryaupoBaHus

AF, dP, . /dt, Q, t/h P.m MPa
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Fig. 3. Graphs of transient processes with increasing pressure in the major steam line by 0.3 MPa (external disturbance):
1 — change of steam flow behind the boiler, t/h; 2 — pressure in the drum of the boiler, MPa; 3 — the reduced rate of pressure change
in the boiler drum, t/h; 4 — change of the reduced signal by “heat” (the sum of the values of graphs 1 and 3), t/h

Puc. 3. I'paduku nepexoaHBIX MPOLECCOB MPH YBEIHMUYCHUH NaBlieHHs B 00meM napomnposoze Ha 0,3 MIla (BHemHee BO3MyILICHHE):
1 — ¥3MeHeHne pacxo/ia mapa 3a KoTjiom, T/4; 2 — naBienue B 6apabane kotina, MIla; 3 — npuBeeHHAs: CKOPOCTh U3MECHEHHUS IaBJICHHS
B OapabaHe KOTia, T/4; 4 — "3MEHEHHE MPUBEACHHOI0 CUTHaja Mo «TeroTey (cymMMa 3HaueHui rpadukos 1 u 3), T/4
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It can be seen from the graphs that the delay in the
steam pressure signal in the boiler drum does not allow to
adjust the differentiating link to compensate the “failure”
in the steam flow rate caused by a change in the pressure
in the main steam pipe. As a result, the heat load control-
ler to restore the heat deviation (shaded area on the graph)
will increase the fuel supply to of the boiler furnace,
although in fact no thermal changes occurred in the boiler.
At the same time, to reduce the pressure in the major
steam line, it is necessary to reduce the fuel supply of the
boiler. This effect of incorrect work of boilers’ heat load
controllers significantly complicates the process of regu-
lation of the pressure in the main steam line.

To eliminate the described lack of operation of the
heat load controllers in the updated main regulator, the
structural schemes of the regulators have been changed.
The signal of the rate of change of the steam pressure in
the steam chamber was used instead of the signal of the
rate of change of the steam pressure in the boiler drum.
This allows reducing the delay of the change of the steam
pressure at external disturbances.

Diagrams of transient processes of the steam flow rate
of the boiler, the rate of change of the steam pressure
in the steam chamber and the “heat” signal are shown
in fig. 4. The graphs show that when the “failure” of the
steam flow of the boiler at 13 t/h, the signal “heat” devi-
ates from the original value by 3 t/h. This significantly
reduces the effect of “false” operation of the heat load
regulator at external disturbances or even eliminate.

AF, dP./dt, Q, t/h

The structure of the updated main regulator allows:

— automatically select the necessary pressure sensors
in the major steam line, depending on the mode of opera-
tion of the TPP;

—calculate (from the readings of the necessary sen-
sors) the average pressure in the major steam line, which
is an adjustable parameter for a group of boilers working
on a specific section of the major steam line;

—synchronously form the task for corrective regula-
tors working on a specific section of the major steam line;

—to configure a cascade of regulators of MR-HLC
separately for each boiler;

— automatically change the coefficients of the correc-
tive regulators, depending on the number of boilers in-
volved in the regulation of pressure in the major steam
line;

—randomly select boilers involved in the regulation
of pressure in the major steam line;

— enter/output boilers in the mode of pressure regula-
tion in the major steam line shock-free.

The updated main regulator was tested by a discharge
and a set of electric power of 50 MWt, which is more than
10 % of the installed electric power of the station. Dia-
grams of transients at this set of electric power of the sta-
tion are shown in fig. 5, 6. To restore the pressure, the
total steam load of the boilers was increased by 225 t/h.
Such a change in the total steam load of boilers in auto-
matic mode with the previous pressure control schemes in
the major steam line was impossible.
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Fig. 4. Graphs of transient processes with the increasing pressure in the major steam line
by 0.15 MPa (external disturbance):
1 — change of steam flow of the boiler, t/h; 2 — the reduced rate of change of steam pressure in the steam chamber
of the boiler, t/h; 3 — change of the reduced signal by “heat” (the sum of the values of graphs 1 and 2), t/h

Puc. 4. I'paduku mepexoJHBIX IPOIECCOB MIPU YBEIMICHUH JaBICHHS B 00IIEM ITaporpoBoIe
Ha 0,15 MIla (BHeITHEE BOSMYIIICHHE):
1 —M3MeHeHue pacxo/ia napa 3a KOTJIoM, T/4; 2 — IIPUBEZIeHHast CKOPOCTh M3MEHEHHsI JIaBJIeHHs T1apa B IapocOOpHOI kaMmepe
KOTJIa, T/4; 3 — U3MCHEHHE IPUBEICHHOTO CUTHAJIA 110 «TEIUIOTE) (CyMMa 3HaYeHui rpadukos 1 u 2), T/4
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Fig. 5. Graphs of transient processes with increasing electric power output of the Krasnoyarsk TPP-2 by 50 MWt:
1,2, 4,5 — steam flow, respectively, of boiler No. 1, 2, 4, 5, t/h; 3 — the set point of the main regulator, bar;

6 — average pressure in the main steam line Py, bar
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Puc. 5. I'paduku nepexoqHbIX IPOLECCOB MpU Habope dnekTpuueckoil mouiHocT Kpacuosipckoit TOII-2 na 50 MBT:
1,2,4,5— pacxox napa coorBeTcTBeHHO KoTia Ne 1, 2, 4, 5, 1/4; 3 — 3ajaHKe TIIaBHOMY pETYJISITOPY, KFC/CMZ;
6 — cpelHee JaBJIeHHE B [IIABHOM HaporpoBose Py, Kkre/cm
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Fig. 6. The graph of the change in the primary power of a TPP when simulating a stepwise decrease in frequency:

1 — station power; 2 — dynamics of primary power output of TPP, according to the technical requirements
for generating equipment of the wholesale market participants [1]

Puc. 6. I'paduk usmeHenus nepeudHoi MorHoctd TOC npy UMHUTALUK CKAYKOOOPa3HOTO CHIKEHHS YaCTOThI:
1 — MOIIHOCTD CTaHIWH; 2 — IMHAMUKA BbIIa4u nepBU4HON MOIHOCTH TOC, COracHO TEXHMYECKUM TPeOOBaHUSIM
K TeHEepHpYIOIIeMy 000py/J0BaHHUIO YYaCTHUKOB ONTOBOTO phIHKa [1]
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In the process of operation of the updated main regula-
tor, the following shortcomings in its work were revealed:

— the dynamics of change of pressure in the major
steam line and steam flow outside the boiler, when pres-
sure changes in the major steam line, significantly change
when transitioning from winter modes of work to the
summer, or when partitioning a major steam line. In these
cases, it is necessary to adjust the settings of the regula-
tors, conducting tests with a change in the electrical load
of the station and the schedules of electrical power gen-
eration;

— the use of the steam pressure signal in the steam
chamber of the boiler instead of the steam pressure signal
in the boiler drum reduces the influence of external dis-
turbances on the heat load regulator, but also slows down
the regulator with internal disturbances and, if necessary,
rapid changes in the boiler load;

— since the time constants of the transients on the
steam flow rate of the boiler and on the steam pressure in
the major steam line are comparable values, the cascades
of Pl-regulators of MR-HLC have oscillatory properties,
which slows down the process of regulating the steam
pressure in the major steam line.

Possible solution. Parametric control systems at ob-
jects that change their dynamic properties during opera-
tion require constant reconfiguration, which significantly
complicates their operation.

The procedure of setting up control systems includes
several stages:

— annulation of the executive authorities’ characteris-
tics;

— annulation of transient characteristics of the object;

— preliminary determination of the setting coefficients
of the ACS;

— experimental setup of ACS at the object;

— testing of ACS.

Characteristics of the executive authorities, as a rule,
are annulled once at starting the operation, or after capital
repairs. Changes in the characteristics of the executive
authorities in the overhaul interval can occur because of
wear and tear of the equipment or its failure, which can
significantly affect the quality of the parametric control
system.

The transient response of the object allows determin-
ing its dynamic properties for the calculation of the set-
ting coefficients of the ACS.

The transient response is removed when applying a
single disturbing influence. The main parameters for de-
termining the setting coefficients of the ACS are the dy-
namic characteristics of the object, such as the gain, the
transition time constant and the delay time.

Methods for determining the setting coefficients of the
ACS can be divided into accurate and approximate,
search and non-search, working in real time or not. A list
of some methods for determining the setting coefficients
of the ACS is below: E. G. Dudnikov's method [4],
V. Ya. Rotach's method [5], V. R. Sabanin and N. 1. Smir-
nov’s method [6], method of determining settings by no-
mograms [7], scaling method [8], Ziegler-Nichols method
[9], adaptive method for oscillation by Rotach V. Y. [10],
adaptive method using the transient -characteristic
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of V. Ya. Rotach system [11], method based on the tech-
nology of reconfiguration of closed systems [12],
VTI method [13], direct adaptive control method [14].

Preliminary determination of the setting factors re-
quires further tests of the ACS at the object with their
possible adjustments. This stage causes difficulties in the
organization of the experiments, since it is not clear how
optimal the values of the setting coefficients of the ACS
were in their preliminary determination and how many
experiments are necessary for the final configuration of
the system. This stage can be optimized using model stud-
ies of the system, but this requires an accurate model
of the object, reflecting its real technological limitations
and the state of the executive authorities.

It is a very complicated task to construct the tradi-
tional control systems based on the PI-regulators, using an
extended number of parameters that affect the change in
steam pressure in the major steam line.

To avoid these disadvantages of traditional automatic
control systems, the improved steam pressure control sys-
tem in the major steam line can be applied. It is based on
the use of adaptive non-parametric control algorithms,
which use the statistical data obtained from the object
during its operation while forming controlled actions
[15-17]. Modern computer technology allows not only
to accumulate and store large amounts of information
received from the object, but also to calculate the control
actions in real time.

An example of a block diagram of an improved main
regulator is shown in fig. 7. All the necessary controlled
parameters related to the effective pressure maintenance
in the major steam line are supplied as input to the intelli-
gent control device (CD). The control device, using adap-
tive control algorithms, forms control actions on regula-
tors of thermal loading of boilers.

The structure of the improved main regulator can
additionally solve the following tasks:

—to identify the type of disturbance in the boiler
equipment (internal or external) and make the decision to
change the current load of the boiler (the correction of the
false work of the heat load controllers under external dis-
turbance);

—to form control actions before the pressure change in
the major steam pipeline counting the input/output steam
balance along the major steam line;

—to distribute the load on the boilers in the most opti-
mal way (in terms of efficiency);

—to track the changes in the dynamic properties of the
object and adjust the value of control actions.

Conclusion. Despite the fact that automatic control
systems at modern industrial enterprises are based on mi-
croprocessor controllers, their algorithmic solutions are
still rigid parametric structures that are not able to work
effectively when changing the dynamic characteristics of
the object. The use of the latest information technologies
and modern hardware in the management of complex
multi-connected objects that solve not only the problems
of process control, but also the problem of improving the
economic and environmental performance of enterprises,
should become a new siey3 in the development of auto-
matic control systems.
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Fig. 7. Block diagram of the improved main regulator:

BU1, BU2, BU3, BU4, BUS5, BU6 — boiler units; HLR1, HLR2, HLR3, HLR4, HLRS5, HLR6 — boiler heat load regulators;
CD - intelligent control device; N1, N2, N3, N4, N5, N6 — coal feeder speed; Fp1, Fga, Fg3, Fpa, Fps, Fpe — steam flow at the boiler
outlet; Pp1, Ppo, Pps, Pps, Pps, Ppg — boiler drum pressure; Frui, Fruz, Frus, Frus — steam flow for turbine units; Frey— total steam
flow for reduction cooling units and other controlled steam outlets; P — main steam line pressure; CV1, CV2, CV3, CV4, CV5,
CV6 — control values to boiler’s HLR from the CD

Puc. 7. CtpykrypHas cxema yIydIIeHHOTO TIIaBHOTO PEryJsATOpa:

KA1, KA2, KA3, KA4, KAS5, KA6 — kotnoarperatst; PTH1, PTH2, PTH3, PTH4, PTHS, PTH6 — perynstops! TEIUIOBOM Harpy3Ku
KOTJIOB; Y'Y — HHTEIUIeKTyaIbHOE yrpasisitolee yerpoictBo; N1, N2, N3, N4, N5, N6 — o6opots! nutareneit yris; Fgi, Fxa, Fis,
Fxa, Fks, Fxe — pacxon mapa Ha BbIxoJe u3 komia; Py, Ps, Pr3, Prs, Prs, Pss — naBnenne B 6apadane kotna; Frai, Fraz, Fras,
Fras — pacxon mapa Ha TypOoarperatsl; Fpoy spoy — CyMMapHBIil pacxoj napa Ha peyKLIHOHHbBIC YCTAaHOBKH H IIPOYHe
KOHTposupyeMsbie oToopsl; P — naBnenue B obiiem mapomposoze; YB1, VB2, YB3, YB4, YBS, YB6 — ynpasnstomrie
BosneiictBus Ha PTH koo ot YV
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The rapid development of technical devices and technology allows monitoring the properties of different physical
nature objects with very small discreteness of the data. As a result, one can accumulate large amounts of data that can
be used with advantage to manage an object, a multiply connected system, and a technological enterprise. However,
regardless of the field of activity, the tasks associated with small amounts of data remains. In this case the dynamics of
data accumulation depends on the objective limitations of the external world and the environment. The conducted re-
search concerns high-dimensional data with small sample sizes. In this connection, the task of selecting informative
features arises, which will allow both to improve the quality of problem solving by eliminating “‘junk” features, and to
increase the speed of decision making, since algorithms are usually dependent on the dimension of the feature space,
and simplify the data collection procedure (do not collect uninformative data). As the number of features can be large,
it is impossible to use a complete search of all features spaces. Instead of it, for the selection of informative features,
we propose a two-step random search algorithm based on the genetic algorithm uses: at the first stage, the search with
limiting the number of features in the subset to reduce the feature space by eliminating “junk” features, at the second
stage - without limitation, but on a reduced set features. The original problem formulation is the task of supervised
classification when the object class is determined by an expert. The object attributes values vary depending on its state,
which makes it belong to one or another class, that is, statistics has an offSet in class. Without breaking the generality,
for carrying out simulation modeling, a two-alternative formulation of the supervised classification task was used. Data
from the field of medical diagnostics of the disease severity were used to generate training samples.

Keywords: small samples, supervised classification, ridge-regression, quantile transformation, meta-classifier,
significance of features, genetic algorithm.
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Bypuoe passumue mexnonocuii u mexuuxu odecneuusaom 603MOICHOCb MOHUMOPUHEA CEOUCMSE 00bEKMo8 pas-
JUYHOU usu1ecKol npupoobl ¢ oYeHb Malol OuckpemHocmvlo. B pesynomame naxanausaiomcs Oonvuiue o6vembl
O0aHHBIX, KOMOPbIE MOMHCHO UCNONIB306AMYb C NOAL3OU OJid YNPaAgIeHus 00eKmMoM, MHO2O0CEA3HOU CUCHEMOU, MeXHON0-
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euveckum npeonpusimuem. OOHaKo, 6He 3ABUCUMOCIU OM cepbl OessmenbHOCHY, OCMAIOMCS 3A0adl, CEA3aHHble
¢ HeDOMbUUMU 00bEMAMU OAHHBIX, OUHAMUKA UX HAKONJLEHUS 3A6UCUM OM 00BbEKMUGHBIX 0SPAHUYEHUL 6HEUIHe20 MUpa
U oKpyrcaioweli cpeobi.

IIposodumvie ucciedosanus Kacaromes OAHHbIX HebOIbUUX 00bEMO8 GLIOOPOK U PASMEPHOCIU NPUSHAKOB 00bEK-
MO8, KOMOPAsi MOJCEN CHUMAMbCS BbICOKOU OMHOCUMENbHO KOIUYECHEd U3ydaemvlx 00vekmos. B ceazu ¢ smum 603-
HUuKaem 3a0aya omoopa UHGOPMAMUGHBIX NPUSHAKOS, YMO NO3GOIUN KAK YIVUUUIND KAYeCmEo peulenus 3a0adu 3da
cuem UCKIIOYEHUSI «(MYCOPHBIX» NPUSHAKOS, MAK U NOBLICUMb CKOPOCHb NPUHSAMUE DEUeHUsl, NOCKOIbKY AI20PUmMMbl
00OBIYHO 3A6UCUMBL O PAZMEPHOCIU NPUSHAKOBO20 NPOCIPAHCMEA, U YRPOCIUNb NPOYedypy coopa Oanuwlx (He cobu-
pamb neungopmamusHvie oannvie). IIOCKOIbKY KOIUYECMBO NPUSHAKOE MOJicem Obimb 6eIUKO, NOHbIL nepehop écex
NPOCMPAHCME NPUSHAKOG OKA3bIBACMCSL HEBO03MONICHLIM. Bmecmo smozo 0ns ombopa uH@pOpMamueHvlX NpusHaKos
Npeonodcer 08YCMYNEHYamblll Al2OPUMM CAYYAHO20 NOUCKA, OCHOBAHHBIN HA NPUMEHEHUU 2eHeMU1ecKo20 ai2opum-
Ma: HA NepeoM 3Mane ¢ OZPAHUYEeHUueM KOIUYeCmEd NPU3HAKO8 8 NOOMHOJCcecmee O COKPAUeHUsT NPUSHAKOBO20
NPOCMPANCMBA 3d CHem UCKIOYEHUs. «MYCOPHbIXY NPU3HAKOS, HA 6MOPOM dmane — 6e3 oepaHuyenuss, Ho No COKpd-
WEeHHOMY HAOOPY NPUZHAKOS.

Hcxoonas gpopmynuposxa npobnemul npedcmasisiem cobotl 3a0aiy KiacCuurkayuu 00vbekmos ¢ yuumenem, Ko2oda Kiacc
006veKkma onpedenen IKCnepmoMm. 3HaueHUs RPUBHAKO8 00BEKMOE MEHSIOMCS 8 3A6UCUMOCIU O €20 COCIMOSIHUSL, YMo 00Y-
CIO6IUBAET NPUHAOTEINCHOCTIL MOMY WU UHOMY KIACCY, O eCiib CIAMUCIUKU 001a0arom CMEWeHHOCmbIO 8 KIacce.

be3 napyuenust obwHocmu 0isi NPo8edeHUs: UMUMAYUOHHO20 MOOETUPOBAHUS UCNOIb308ANACy O8YXATIbIMEPHANUG-
HAsl NOCMAHOBKA 3a0aYU KIACCUPUKayuu ¢ yuumenem, Osi 2eHepayull 00y4aiomux 6b100pox Obiiu UCTIONb30BAHBL OAH-
Hble U3 001acmu MeOUYUHCKOU OUASHOCMUKY CIEeNeHU MAICEeCU 30001€6AHUSL.

Kniouegvie cnosa: manvie 6vl00pKu, Knaccugurayus ¢ yyumenem, puodic-pecpeccusl, K6aHmuibHoe npeodpasosanue,
MEMa-KAacCuPuKamop, 3HAUUMOCHb HPUZHAKOE, 2EHEMUYECKUTL ANI2OPUMNIM.

Introduction. By solving the problem of classifica- bination of features sufficient to build an accurate model
tion the essential components are objects selection, fea-  from observations. Since the complete enumeration of all

ture reduction and distance criteria (norming). feature combinations is impossible because of the large
For feature reduction it is necessary to pay attention to  number of features and combinations, most approaches to
the following aspects: the choice of the feature subset imply the monotony of a

— the possible accuracy of classification algorithm  certain measure — classification accuracy. If it is assumed
which can be valued with cross-validation algorithms for  that adding features does not impair accuracy, then
any feature set. If the set is insufficient for model building  the branch and bound method can be used for searching
the accuracy of an examined classification algorithm will ~ [3; 4]. However, in many practical applications the mo-
be limited by the lack of information; notony assumption is not satisfied.

— time to build a classifier: the size of feature space Some authors consider the use of heuristic search (of-
implicitly defines learning time. Amount of irrelevant ten in combination with the branch and bound method)
features can unnecessary increase classifier building time;  [5-11], as well as randomize algorithms [12; 13] and

— the number of objects required for learning a suffi-  genetic algorithms [14—17], to select a subset of features
ciently accurate classifier: other conditions being equal  and its further use with the decision tree or the method
the greater number of features is used in the model the  of nearest neighbours.
greater number of objects must be which are necessary to General formulation of the problem. Suppose there
achieve the required classification accuracy. With a large
number of features and a small number of objects the risk
of retraining the model is high; ] ) ) which is described by a known features set { Disi :I,_m},

— the cost of classifying a new object using the trained
classifier: in many practical applications, for example, in ~ measured in absolute (m;) and rank (m,) scales:
medical diagnostics features are the observed symptoms s 4 m, = m . For each object there is an indication of the
as well as the results of diagnostic tests. Different diag- ) ) — .
nostic test may have various costs and associated risks. teacher to which class it belongs: 0, €Z;, /=1L, Lisa
For example, an invasive exploratory operation can be  number of classes. Denote feature measurements for each
much more expensive and riskier than a blood test. This
presents us with the problem of choosing a subset of fea-
tures when training the classifier. x/ is a value of p; feature of O object, z; is a number

The problem of choosing a feature space is related to ) )
the identification task and it is to choose a subset of fea- ~ Of the class, m; is a number of class objects 7,
tures from the larger set of often mutually redundant, pos- ZL _

o s _m=n.
sibly irrelevant features with different measurement costs I=1

are many objects {Q,i =1,_n}, where 7 is a sample size

object by a set of values {(zi,x;’),i zl,_s,j :I,_m} , where

and / or risks. An example of such a task of considerable It is necessary to build a classification algorithm, de-
practical interest is the problem of forming the feature  velop procedures for setting the parameters of algorithms.
space for solving the problem of classifying the disease The above task is complicated by the fact that the
severity. number of features is comparable to the sample size. In

The literature suggests various approaches to select a  fact, this means data that are highly sparse in multidimen-
subset of features. Some of them include finding the op- ~ sional space and have no pronounced interclass bounda-
timal subset based on a specific quality criterion [1], uses  ries. That is, it is hardly possible to build a satisfactory
an exhaustive wide search [2], to find the minimum com-  quality classifier.
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In this case the question arises: what is the ratio of the
number of features to the sample size considered as a
threshold of significant sparseness and what to do when
the set of features is large and the data volume is limited?
The first question is the subject of further research and is
closely related to the stability characteristic of the classi-
fier. The second question is considered in the further sec-
tions of the article.

Due to the small amount of input data leading to the
high sparseness in the feature space it is necessary to or-
der the features according to the degree of their influence
on the quality of classification, in other words, to reduce
the number of features discarding the ones of little sig-
nificance.

An insignificant feature is proposed to consider the
one which, being excepted, does not worsen the classifi-
cation.

Selection of significant features and classification.
Feature reduction experiments were performed using a
standard genetic algorithm [18; 19]. The results are based
on a sliding exam for the problem of classifying an object
with the following parameters of the genetic algorithm:
Population size: 100;

Number of generations: 200;
Selection: ranking method;
Crossover probability: 0.6;
Mutation probability: 0.001;

6. Probability of choosing an individual with the
highest rank: 0.6.

Each individual in the population is a variant of the
feature subset to solve the problem of classification.
Based on the total number of features m a classification
can be made.

To solve the classification problem it is proposed to
use its regression formulation. This is possible when ob-
jects form different classes according to their states. This
means that the class is a group of similar objects in a cer-
tain state. The state of the object is classified according to
the values of a specific set of features which are the
measurements of technological parameters and the results
of diagnostic tests. Due to the fact that the transition of an
object from one state to another under the influence of
various loads, disruptions in work and environmental in-
fluences can be interpreted as a sequential transition from
one class to another. The classification task is presented as
a regression task where the classes are ordered according
to the state of the object. Thus, objects with a light form
of deviation of technological parameters and a slight wear
of resource form class 1; class 2 is made up of objects
with a higher (medium) level of inconsistency; objects
with significant deviations (severe stage) form class 3.

As a result of building the regression dependence each
new object will be assigned a value from 1 to 3 instead
of a class number (1 — light, 2 — medium, 3 — severe).
For example if forecasts 1.1 and 1.4 are obtained for two
objects, the probability that the first object has a slight
degree of deviation is higher than for the second one al-
though both of them will be attributed to the state of slight
deviation.

If there are m features there are 2™ possible subsets of
features. For large values of m the complete search of
features takes considerable time which may not be con-
sisted with the restriction of waiting for the result of the
algorithm.

kW=
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Each individual is a binary vector of dimension m. If
the bit is 1, it means that the corresponding attribute is
selected to build the classifier. The value 0 indicates that
the corresponding attribute is excluded from the classifier.

The average square of residual is chosen as a fitness
function. Since the classification problem is solved as a
regression problem, MSE additionally penalizes (for ex-
ample, in comparison with MAE) large errors of classifi-
cation when the forecast deviation from the real value of
the class is more than 1.5, i. e. the error is more than one
class (instead of the light stage the classifier predicts the
severe condition and vice versa).

For numerical modeling and building the regression
dependence a ridge regression was used (linear regression
with a regularization parameter) [20]. The ridge regres-
sion is used if it occurs:

— data redundancy;

— correlated independent variables (multicollinearity);

— strong differences in the eigenvalues of the charac-
teristic equation or the proximity to zero of several of
them.

All of the above properties of features quite often take
place in practice when the removal of technological pa-
rameters is of a distributed nature.

We use a linear model: y = f{x, ), where fis a linear
operator (linear functional dependence), B is model pa-
rameters.

We assume that the vector of coefficients of the linear
regression model B is found by the least squares method:

n
> (f (x:8)-¥) (M
i1
Analytical solution of this problem: p = (X'X)'X"Y,
however, when the matrix X"X is degenerate, the solution
is not unique, but if it is poorly conditioned it is not sta-
ble. Therefore, regularization of the parameter B is intro-
duced, for example according to the following rule:

0(B)=Y-XB*+Ap’ —>mﬁin ,

2 .
—> min.
B;

2

where A > 0 regularization parameter.
The regularized least squares solution is as follows:
B =(x"x+nr) X7¥. 3)

The increase in the parameter A leads to the decrease
in the norm of the parameter vector and the increase in the
efficiency of the feature space dimension.

The error is estimated using a sliding exam since the
size of the training sample is small and the construction
of the classifier takes little machine time. This paper pro-
poses the use of two-step feature selection algorithm:

1. At the first step the primary selection of features is
carried out. It means the exclusion of the most “junk”
ones. We restrict the individuals so that the number of
features in subsets is less than 0.2*n, where n is the num-
ber of observations in the training set, further additions of
features in theory will lead to the increase in the risk of
retraining. For example in the task of predicting the sever-
ity of the disease 25 features (of 94 in the original sample)
are revealed, i.e. no evaluable feature subset can contain
more than 25 features. If, as a result of crossing or muta-
tion we get an individual who is not suitable for this con-
dition then such an individual is thrown out and replaced
by the following one suitable for this rule.
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Fig.1. The distribution of the accuracy of classifiers trained on various attribute subspaces
that were individuals in the course of optimization by the genetic algorithm for any generation

Puc. 1. Pacnipenenenue TO4HOCTH KITacCH(HUKATOPOB, 00yUYEHHBIX 10 Pa3JIMYHBIM IIPU3HAKOBBIM
MIOAIIPOCTPAHCTBAM, KOTOPBIE SIBJSIIOTCS MHAWBUJIAMH B XOJI€ ONTHUMH3ALHY TeHETHIECKIM
aNTOPUTMOM Ha JII0OOM ITOKOJICHUHT
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Fig. 2. Distribution of features by the number of hits in the subsets
from the pool of the best subsets

Puc. 2. Pacnpe/:[eneHHe MPU3HAKOB I10 KOJIUYECTBY HOHaI[aHI/Iﬁ B IIOIMHOXKXCCTBA
u3 1mmyJjia JIy4lnX NOoAMHOXKECTB

Using the genetic algorithm we form sets of the best
solutions that could be obtained at any iteration. Fig. 1
shows the accuracy distribution of forecasts for MSE. It is
to be noted that the accuracy of 0.699 is provided by a
simple average for this problem. If a subset of features
gives the accuracy worse than 0.699, it means that there is
a retraining effect and the subset contains no important
features.

From the entire set of features a pool of the best solu-
tions (subsets) is selected from the first (left) peak of the
distribution density of the accuracy of classifiers trained
in various attribute subspaces. Further, according to this
pool, we calculate the number of inclusions of the feature
in the feature spaces. The feature distribution by the num-
ber of hits is shown in fig. 2

There is a sharp drop in the number of feature hits in
the best feature subspaces. All features that fall into a sub-
stantially small number of subsets are excluded, provided
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that the excluded feature does not fall into the top 20 fea-
ture spaces.

Thus, 67 features are cut off at this stage. It is also to
be noted that one feature gets into the best subsets a lot more
times and can be initially included in the best subset.

2. At the second step we launch a new optimization
process with no limitation on the number of features. Fig. 3
shows distribution of the feature number in the best in
reproducible classification accuracy of feature subspaces.

Fig. 4 shows the accuracy distribution of forecasts for
MSE. It should be noted that the proportion of individuals
close to the best selected increased, as did the average
accuracy of the classifiers and the best accuracy compared
to the solutions found at the first step.

Fig. 5 shows the distribution of features by the number
of individuals in the top 100 and table contains the num-
ber of specific features in the most suitable individuals
top 5, top 50 and top 100.
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Fig. 4. Accuracy distribution of MSE classifiers after optimization without
limitation on the number of features
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The number of hits in the top best individuals

Sequence number Number of hits in the Number of hits in the Number of hits in the
of the feature top 5 best individuals top 50 best individuals top 100 best individuals
1 5 44 78
2 2 16 35
3 0 7 28
4 0 21 48
5 0 11 30
6 0 12 27
7 5 49 90
8 5 50 100
9 0 18 43
10 1 19 43
11 5 45 91
12 0 13 37
13 5 35 64
14 0 20 47
15 0 5 16
16 5 50 90
17 0 18 41
18 2 30 61
19 2 37 82
20 0 9 18
21 5 45 93
22 1 15 25
23 5 50 100
24 5 45 86
25 3 27 54
26 1 12 26
27 5 30 57
Conclusion. The paper considers the procedure References

of feature selection for small volumes of the original
training set and a significant number of features describ-
ing the state of objects. To solve the problem the genetic
algorithm for the feature subspaces formation was used.
The approach to the classifier construction differs from
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dependence of the class value output on the input feature
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ability of belonging to a particular class through the re-
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NONPARAMETRIC IDENTIFICATION OF DYNAMIC SYSTEMS
UNDER NORMAL OPERATION

M. E. Kornet, A. V. Shishkina®

Siberian Federal University, Space and information technology Institute
26b, Academic Kirensky St., Krasnoyarsk, 660074, Russian Federation
*E-mail: nastya.shishkina95@mail.ru

The research gives nonparametric identification algorithms under the conditions of incomplete a priory information.
The identification case differs from the previously known ones due to the fact that, besides the control action, an uncon-
trollable variable, but a measurable one, impacts on the object input. In contrast to parametric identification, the re-
search considers the situation when the equations describing dynamic objects are not given with accuracy to the pa-
rameters. In this case, there are some features to study while getting the recovery characteristics of various object
channels. The main characteristic is that the transition response of a channel is taken when the other channel is in a
stable position. Moreover, the identification problem is analyzed under normal object operation, opposite to the previ-
ously known nonparametric approach based on Heaviside function input to the object and further Duhamel integral
application. An arbitrary signal is input to the object during normal operation as a result we have a corresponding re-
sponse of the object output. It should be noted that the measurements of the input and output variables are carried out
with random noise. As a result, we have a sample of input-output variables. As linear dynamical system can be de-
scribed by the Duhamel integral, with known input and output object variables, corresponding values of the weight
function can be found. This is achieved by discrete representation of the latter. Having such realization, nonparametric
estimate of the weight function in the form of the nonparametric Nadaraya-Watson estimate is used later. Substituting
this with the Duhamel integral, we obtain a nonparametric model of a linear dynamical system of unknown order.

The article also describes the case of constructing nonparametric model when a delta-shaped function is input to the
object. It is interesting to find out how delta-shaped function might differ from the delta function. The weight function is
determined in the class of nonparametric Nadaraya-Watson estimates. Previously proposed nonparametric algorithms
consider the case when Heaviside function is applied to the object; this narrows the scope of nonparametric identifica-
tion practical use. It is important to construct nonparametric model of the dynamic object under conditions of normal
operation.

Keywords: Duhamel integral, transient function, weight function, delta-shaped input, Nadarya-Watson estimate,
nonparametric model.

O HEMAPAMETPUYECKOM UJEHTU®UKAIIMUA TUHAMUYECKUX CUCTEM
B YCJIOBUSIX HOPMAJIBHOI'O ®YHKIIMOHUPOBAHUSA

M. E. Kopser, A. B. Illnuknma”

Cubupckuit dhenepanbHblil yHUBEpCUTET, MHCTUTYT KOCMUYECKUX U MHPOPMAIIMOHHBIX TEXHOJIOTHIA
Poccuiickas ®enepamms, 660074, r. KpacHospck, yi. Akanemuka Kuperckoro, 266
*E-mail: nastya.shishkina95@mail.ru

Ipusoodsimes HenapamempuuecKue aieopummsl UOeHMupuKayuu 6 yciogusx HenoiHou ungopmayuu. Cywecmeen-
HOe omauyue camoll 3a0a4u UOeHMUGUKayUyu om U3eCmusblX NPeoblOYUUX 3a0ay COCMOUM 6 MOM, Ymo Ha 6X00 00b-
exma, Kpome Ynpaeisiioue2o 6030eicmeusl, 0eticmsayem Heynpasisiemas NepemMennas, Ho KOHmpoaupyemas. B omauyue
om napamempuyeckol UOeHmMuGUKayuL, paccmampueaemcs CUmyayusl, K020a ypaeHeHus:, Onuchléaroujue OuHamuye-
cKue 06vekmyl, He 3a0aHbl ¢ MOYHOCMbIO 00 napamempos. B smom ciyuae nosgnsromes nexomopule ocobennocmu,
KOmMOopbie HeoOX00UMO YHUMbI8AmMs NPU CHAMUU NEPEXOOHbIX XaPAKMEPUCTIUK 00beKmos no paziuunvim kananam. Oc-
HOBHAsL OCOOEHHOCMb COCMOUM 8 MOM, YMO NEPEXOOHAsl XAPAKMeEPUCIMUKA N0 0OHOMY KAHANLY CHUMAEMCs npu cma-
OUnbLHOM nONOdNCEHUU OPY2020 Kanana. bonee moeo, 3a0aua udenmupurayuu paccmampusaemcs 8 yCiosusx Hopmaib-
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HO20 (DYHKYUOHUPOBAHUS 0ObEKMA 6 OmIuYUe Om paHee U3eCmHo20 N00Xo00d K Henapamempuyeckoll uoeHmu@uKka-
Yuu, OCHOBAHHO20 HA NOOaye Ha 6x00 0Ovekma Qyukyuu Xesucauoa u OarvHeliwem npumeHeHuu unmezpaia /roamens.
B ycnosusix nopmansno2o pyHkyuonuposanus Ha 6x00 06bekma nooarom CUSHAL NPOU3eoabHoU Gopmbl. Ilpu smom Ha
8bix00e 00veKma Habooaemcs coomsemcmsywull OmKIUK. Mzmepenus 6X00HOU U 8bIXOOHOU NePeMeHHbIX Ocyuje-
CMGISAIOMCS CO CAYHAUHBIMU noMexamu. B umoze umeem peanuzayuio (8blO0OPKY) 6XOOHBIX—6bIXOOHBIX NEPEMEHHbIX.
TockonbKy nunelinas OUHAMUYecKdas cucmema Mmodicem Obimb Onucana unmezpaiom [lioamens, mo npu u36eCmHuix
6XOOHDBIX U BLIXOOHBIX NEPEMEHHBIX 00beKma Mo2ym Oblmb HAOEHbl COOMEENCMEYIoWUe 3HAUEHUsL 8eCOB0L YHKYUU.
Omo docmueaemces npu OucKkpemmuou 3anucu nocieonezo. Pacnonazas nooobnou peanuzayuetl, 8 oaibHeliulem UCnoab-
3Yemcs. Henapamempuieckas OyeHKa 6ecosou QyHKyuu 6 eude Henapamempuyeckoli oyenku Hadapas — Bamcona.
Ioocmasnss ee 6 unmezpan /lioamens, noayiaem mem camvim HeRApPAMEMPULECKYI0 MOOENb TUHEUHOU OUHAMUYECKOU
cucmembl HeU36eCMHO20 NOPSOKA.

B cmamuve npuseden max dice 110060nvimublil CLyHall NOCMPOEHUs HENAPAMEMPULECKOU MOOenU npu nodade Ha 6X00
Odenvmaobpasznou QyHkyuu. Bulio unmepecHo GbIACHUMb, HACKOILKO 0elbmaoOpasHas yHKYUs MOdcem OMmaudamocs
om deavbma-gynkyuu. OyeHka 6eco8oll PYHKYUU U 6 SMOM CryHae Onpedetsiiach 8 Kiacce Henapamempuyeckux OyeHox
Haoapas — Bamcouna. Panee Oviiu npeodnodcervl Henapamempuieckue aneopummsl u0eHmuguxayuu 0 ciyyds, Ko2od
Ha 6x00 00vbekma nodasanace Gynxyus Xegucaidda. Dmo HeCKOIbKO CYICAem PAMKU RPAKMUYECKO20 UCHOb308AHUS
camotl udeu nenapamempuyeckol uoeHmugukayuu. Ecmecmeenno, 8aicHbiM S815emcst Cyual NOCmMpoeHust Henapa-
MempuyecKkol Mooenu OUHAMUYECKo20 00beKma, HaxX00AUe20Ca 8 YCI08UAX HOPMANbHOU IKCATyamayuy. Ima ocodeH-
HOCMb 5167151eMCsl Haubojiee GAdCHOU U3 PACCMAMPUBAEMBIX NPUEMOE UOEHMUDUKAYUU 8 YCIOBUSX HENAPAMEMPULECKOU
HeonpeoeieHHOCmu.

Kniouegvie cnosa: unmezpan /lioamens, nepexoonas Qpynxyus, eecosas Qynxyus, 0enbmaobpasnoe 6xo0Hoe 6030eli-
cmeue, oyenka Hadapas — Bamcona, nenapamempuyeckas Mooeis.

Introduction. The main objective of identification where

theory is the model construction based on input and out- x(t)=x,(t)+ X, o,

put process variables observations while data about the ,

object is incomplete [1-3]. The article considers dynamic x (1) = J‘ h (t—T)u(t)dz (1)
object identification under nonparametric uncertainty ! 0 ! ’

[4; 5], when the dynamical model cannot be identified up ,
to parameter vector due to the lack of a priqri dataz In this x (1) = J‘ h (t - Du(t)d-r.

case getting transient response and following estimation " 0 H

of an object weight function are reasonable. The basis . )

of this paper is Duhamel integral use, due to the principle Where £, (t~1),h,(1—1) — weight functions of u
of superposition [6; 7]. Identification algorithms of the and u channels. Weight function is a derivative of the
object in normal operation conditions are described. The

research analyses three methods of obtaining weight func- transition function A(#) =k (¢) .

tion estimation using Heaviside function [8; 9], delta- This problem becomes the weight function estima-

shaped input and arbitrary input. tion, so, first, the transition function needs to be
Problem formulation. We assume that an object is a  obtained.

dynamic system described by equation [1], x, = f(u,,1,) As it is mentioned, weight function can be obtained by

various means.
First case. We suppose that the object is described by
linear differential equation of unknown order. Under zero

output variable. initial conditions, x(¢) is found as (1). Transition function
Fig. 1 illustrates a block diagram of the dynamic proc-

ess [1; 10], with the following notations: X, — output of

where f(-)— is unknown function; u,— control input

variable; p, — uncontrolled, but measured variable; x, —

is an object reaction to input impact, namely as Heaviside
function u(z) =1(¢).

model; u, — control variable; p, — uncontrolled, but

measured variable; () — continuous time; ¢ — discrete 1(¢) :{O’M(t) < 0, )

. . . . >

time; &,,h, — random noise influencing the object and Lu(®)=0

output variable measuring channel, with zero mathemati- After obtaining transition function, to find its non-

cal expectation and limited dispersion. parametric estimation is required [11; 12]:

Variables control is carried out at time interval Af. T

Thus, it is possible to obtain initial input — output variable %(t) = _Z k.H =y , (3)
. T . se, oo c

sample {x;,u;,1;,i =1,s}, where s — a sample size. s i s

Non-parametric identification algorithm when  yhere &, — transition function estimate, &, — transition
standard signals can be input to the object. We could

assume that the object is described by a linear differential
equation of unknown order. In this case, for zero initial ~ size, ¢, — kernel smoothing, / — kernel function, 7 — time

conditions, x(7) is found as observation period [2].

function, ¢, — discrete time of measurements, s — sample
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0N _ x(0)
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Fig. 1. Identification scheme
Puc. 1. Cxema unentudukanun
We note that kernel function and kernel smoothing I\
satisfy following terms [11; 12]:
10+ 1 M
1% A
_J ( ]dt_l lim— '[d)(t)H( £ =), s L &
CS S
) )
t—t. . . 8 +
H(—lj 20, ¢,>0, limsc,—>o, limc,—0,
C, cg—>0 s il
where ¢(;) — an arbitrary function. g
In particular, kernel function would be considered as
Sobolev function (5): o 4 .
1—t]>c, 0 At 20 t

[ (=) ] =] <c,. ®)

0.827 ((t,,i)Z,cf
—€

Cs

Since weight function 4(¢) is derivative of transition
function (), then

() =~ ZkH'[t t’] (6)

SCy =0

where k; — transition function estimation, k; — transition

function, #, — discrete time of measurements, s — sample

size, ¢, — kernel smoothing, H — kernel function, T — time
observation period.

Second case. The weight function could be obtained
when a delta-shaped function is input, shown in fig. 2.

It has got step function type (7), At — discretization interval
SA(z)z{i,teAt, (7)
At

where At , for example, is an equation Az =¢"—¢".

Identification algorithm under normal object op-
eration. Constructing an adaptive object model often re-
quires identification of measuring channels under normal
object operation [2; 8; 13]

Therefore, the third case has got the priority in solving
the problem of nonparametric identification [4; 6]. The
following algorithm when input impact has got sinusoidal
type function (as an example) is analyzed below.

Fig. 2. Delta-shaped function example

Puc. 2. [Ipumep nensraodpasHOro
BXOJIHOT'O BO3/1€HCTBUS

Third case. If control action and object output are
known, weight function may be described by (1).
In a discrete form:

i1 i=1
+ [xt“ —[Zs:uiA'c+iho]], i=1s,
i1 i=1

where s — sample size; At — variables control time inter-
— control variable; p, — uncontrolled, but meas-

®)

val; u,
ured variable; x, — object output; %, — value of the

weight function on previous iteration steps.
Therefore, nonparametric process model is:

X (0)=— [J;Z}kH[ }(t)dt+.([;kl-1’[ S}A(‘E)dt]

or
x,(1) = [th"u(r)dijh“u(r)dr] )

0 i=1 0 i=1
where k; — transition function, 4, — weight function, ¢, —
kernel smoothing, s — sample size, T — observation period.
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Computer experiment. We suggest that dynamical
an object is described by a second-order differential equa-
tion. It can be represented as:

X, =x +x,
x' =025x",-0.33x", +0.33u,,
at=0.25x", —0.33x", +0.33u,.

We could suppose that the equation (10) is used to ob-
tain sampling points. Nonparametric algorithm does not
mean the known form of the differential equation, only
information on the linearity of an object is known, in con-
trast with [14; 15]. It should be noted once again that cer-
tain equations accepted in this computational experiment
remain unknown. Only a priori information about its line-
arity is known as well as the presence of the principle of a
super position. It is important, that taking the transient
characteristics for each object channel occurs when the
other channel stabilizes [16; 17].

As an arbitrary input signal in the conditions of normal
operation of the object, we give a sinusoidal input action
u(t), it is not a controlling action, but a measured one p(¢) :

(10)

u, =sin(0.1z)

Fig. 3 uses following notations: u(¢#) — sinusoidal in-

put action, p(¢) — uncontrolling, but a measured variable.

We could add a random noise 4, that arising in the

channel of output signal x(#) measurement
h =Ixg,,

where &, €[-1;1], noise level /=10%.

We calculate a recovery error — w according to
the

(12)

N

Z|x[—f€,|

w=4E (13)

s b
Z|xt _f|
i=1

B R . .
where X = —Zx, — arithmetic mean, x,(¢) —model output.
Si=l

Implementing the algorithm (1), we construct a model
of the object, shown in fig. 4.
Fig. 4 uses the following notations: x(z) — object out-

put; x(¢) — model output; noise level / = 0%; recovery
error w — 0.047, according to the chart and recovery error,

. 11 . . .
u, =sin(0.05¢) (an this model could be considered as satisfactory.
Ef(.’j
02 |
0.0
H(x)
02 1
-0.4 + t + !
0 20 40 80 80 I
Fig. 3. Arbitrary input actions u and p
Puc. 3. IIpousBoisibHbIC BXOJHbIE BO3/ICHCTBUS U U 1L

x(7)

08 +

04 4

1 A

0.0

0.2 i i f f

0 20 40 80 80 !

Fig. 4. Object output x(¢) when the input is an arbitrary sinusoidal signal

Puc. 4. Peaxuust Beixoaa o0bexTa x(f) 1 MOJIEIH,
[pU CHHYCOUIAIIBHOM BXOJIHOM BO3/CiCTBHN
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Fig. 5. Object output when the input is an arbitrary sinusoidal signal and noise level 10 %

Puc. 5. Pe3ynbrarsl BeIxoga 00bEKTa, IPU CHHYCOUIATILHOM BXOAHOM
BO3JICHCTBHY NP ypOBHE ToMeX paBHOM 10 %

The case when / = 10 % and recovery error w — 0.112
is shown on fig. 5.

Conclusion. The research analyzes the problem of
nonparametric identification of linear dynamical objects
under the conditions of incomplete data. The main result
of this paper is resolution of identification problem in an
object normal operation conditions. The paper submits
nonparametric linear dynamical system models based on
Duhamel integral estimation by means of Nadaraya-
Watson statistics.

The main conclusions based on the extensive numeri-
cal research of nonparametric models are following:
although in practice delta function cannot be submitted
to the object input, sometimes it is possible to submit
delta-shaped input signal and then construct a satisfactory
model. Undoubtedly, noise increase in input-output
variables measurement and increase in discreteness
of input-output variables control deteriorate an accuracy
of nonparametric models.

In addition, it is important to note that a researcher
does not know a particular object equation and a differen-
tial equation order; moreover, all equations described are
analyzed as examples. Therefore, algorithm does not de-
pend on the type of input impact, the main condition
is observance of the superposition principle.
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APPLYING SOFTWARE-MATHEMATICAL MODELS OF ONBOARD
EQUIPMENT TO DEVELOP ONBOARD SOFTWARE

Yu. S. Lomaev, I. A. Ivanov, A. V. Tolstykh, E. V. Islent'ev

JSC “Academician M. F. Reshetnev “Information Satellite Systems”
52, Lenina St., Zheleznogorsk, Krasnoyarsk region, 662972, Russian Federation
E-mail: lomaif@rambler.ru

This paper deals with the testing of the functioning logic of spacecraft subsystems at the stage of developing system
onboard software. The increasing complexity of the structure and operation logic of spacecraft due to the increased
requirements in terms of providing consumers with information services (navigation, satellite monitoring of transport,
geodesy, communications etc.) demands maintaining the reliability of uninterrupted operation, the implementation of
automated parrying of emergency situations during the operation of spacecraft onboard equipment. In order to meet
these requirements, it is necessary to test the interaction of onboard equipment and onboard integrated computing
complex software that implements the target-oriented operation of spacecraft onboard systems. In such a case, meeting
the requirements for reliability increase of onboard software should not lead to the increase of the manufacturing pe-
riod of spacecraft.

In this work we propose the approach for testing information and logical interaction between onboard equipment
and software of a spacecraft onboard integrated computing complex with the use of a laboratory testing sample unit
and a software-mathematical model. We described the basic concepts of conducting two-stage testing of onboard soft-
ware, involving autonomous and system testing on the ground testing complex. The proposed approach is applied as
part of the onboard software development cycle in accordance with the standards of the JSC “Academician M.F. Re-
shetnev “Information Satellite Systems”.

The approach proposed in this work helps reduce the number of errors during onboard software development and
testing of information and logical interaction between onboard equipment and a spacecraft as a whole in every opera-
tion mode.

Keywords: spacecraft, onboard equipment, onboard software, software-mathematical model, laboratory testing,
ground testing complex.

HPUMEHEHHUE ITIPOT'PAMMHO-MATEMATUYECKUX MOJIEJENR BOPTOBOM AIINAPATYPHI
ITPU PABPABOTKE BOPTOBOTI'O ITIPOI'PAMMHOI'O OBECIIEYHEHHUA

10. C. Jlomaes, U. A. HBanos, A. B. Tonctsix E. B. HcnenTtoes

AO «MHpopMaIMOHHBIE CITyTHUKOBBIE CUCTEMbI» MMeHH akanemuka M. @. PemerneBa»
Poccuiickas @enepanus, 662972, r. XKenesnoropck KpacHosipckoro kpasi, yi. Jleauna, 52
E-mail: lomaif@rambler.ru

Paboma noceawena ompabomke n02uku QyHKYUOHUPOBAHUSL NOOCUCEM KOCMUYECKO20 AnNApama Ha smane pas-
pabomxu 60pmo6o2o NPOSPAMMHO20 0becnedeHUs: CUCeMbl. YCodicHeHue cmpyKmypol U J102UKU QYHKYUOHUPOBAHUS
KOCMUYECKUX annapamos 6 cés3u ¢ nosbluleHueM mpebosanuii 8 wacmu obecneuenus nompebumeneti UHGOPMAayuoH-
HbIMU YCAyeamu (Hasueayuu, CRYMHUKO8020 MOHUMOPUHeA MPAHCNOPMA, 2e00e3ull, Céa3u u m.0.) mpebyem noooep-
HCAHUSL HAOEHCHOCU U  6eCchepeboliH020 (QYHKYUOHUPOBAHUS, Deanu3ayuy demomMamu3upo8aHHO20 NaApUpOSaHus.
HewmamHuix cumyayui npu pabome 60pmosvix annapamyp KOCMUYecKux annapamos. s 0ocmudicenus nocmasnet-
HBIX Mpebo8anuti HeobXoouMa OmaadKa 63auMooelicmsus OOpmogol annapamypuvl U NPoSPAMMHO20 obecnedenus
00pPMO6020 UHMESPUPOBAHHOLO BLIYUCTUMENBHO20 KOMNIEKCA, Peau3youeso yeiesoe (pYHKYUOHUPOsanue 6opmosuix
cucmem Kocmudeckoeo annapama. Ilpu 3mom evinoanenue mpebosanuii no yYeeaudeHuto Ha0EXCHOCm 60pmooeo npo-
2PAMMHO20 0becneyenus He O0IICHO NPUBOOUND K YEBETUUEHUIO CPOKOG U320MOBIEHUsL KOCMUYECK020 annapamd.
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B nacmosweti pabome npeonosicen nodxoo 01s ompabomru UHGOPMAYUOHHO-TOSULECKO20 83AUMOOeliCmEUst 6op-
MOBOU annapamypsbl U NPOSPAMMHO20 o0Decneyenusi 6opmoeo2o UHMEZPUPOBAHHO20 BbIYUCIUMENbHO20 KOMNIEKCA
KOCMUYECKO20 annapama ¢ npumMeHeHuem 1abopamopHo-ompadomourHo2o u30enusi U npoepamMmMHO-MAmeMamuiecKou
Mmooenu. Onucanvl 0OCHOBHbIE UdeU NPoBedeHUs 08YXYPOBHEE020 MECMUPOBAHUS DOPMOBO2O NPOSPAMMHO20 obecneye-
HUSL, GKIIOHAIOUe20 6 CeOsi ABMOHOMHOE U CUCMEMHOE MeCMUPOSAHUE HA HA3EMHOM OMIA0OUHOM KOMNLeKce. Yrazan-
MBIl NOOX00 NPUMEHEH 8 PAMKAX Peanu3ayuu Yyukia paspabomxu 60pmoso2o npocpamMmHo20 0becneyenus, npoeooUMO20o
coenacro cmandapmam AO «HAngopmayuonnvie cnymnuxogvle cucmemvly umenu axaoemuka M. @. Pewemnesay.

Ilpeonoswcennviii 8 pabome nooxo0 cnocobcmayem coKkpaujeHuro owmuboK npu paspabomxe 6OpPmMo8020 NPOSPAMM-
HO20 0becneuenus: u npogepKe UHHOPMAYUOHHO-TOUYECKO20 83AUMOOeliCBUsi DOPMOBOL annapamypuvl U KOCMUYECKo-

20 annapama 6 Yyejiom 60 6cex pexncumax qbyHKquHupO@aH

us.

Kniouegvie cnosa: xocmuueckuii annapam, 6opmoeas annapamypd, 60pmogoe npocpamMmHoe obecneuenue, npo-
SPAMMHO-MAMEMAMUYECKASL MOOEb, 1aDOPAMOPHO-OMPAOOMOUHbLE UCHBIMANUS, HA3EMHbI OMIA0OYHbI KOMNIEKC.

Introduction. Currently, spacecraft have a crucial role
in providing consumers with communications, television
broadcasting and navigation services. Depending on the
purpose, spacecraft contain a specific set of onboard
equipment. The problems solved by individual instru-
ments determine the functioning and logic of the opera-
tion of individual systems and a spacecraft as a whole. To
ensure a reliable uninterrupted operation [1] and auto-
mated management of emergency situations arising from
the operation of onboard equipment, it is necessary to
adjust the interaction with the software of the onboard
integrated computing system of spacecraft [2; 3].

The development of onboard software. A spacecraft
includes a number of target and auxiliary equipment
(spacecraft systems), which is determined according to
the purpose of a spacecraft. For all onboard equipment,
specialists develop software as part of the onboard soft-
ware, as well as software as a part of equipment ensuring
the interaction of this equipment with the onboard control
complex of a spacecraft.

Onboard software is a combination of the software of
onboard systems operating in single hardware and soft-
ware environment of the onboard integrated computing
system of a spacecraft [4]. Each component of the on-
board software is a functional part of its onboard system
and, together with its hardware, solves the problems as-
signed to this onboard system.

There are many approaches to software development
related to its design. The development, autonomous and
system testing of onboard software are key stages of the
lifecycle of a spacecraft [5], which provide the interaction
and logic of functioning data and instruments within its
systems.

Let us consider the standard cycle of the development
of onboard software:

1) defining the requirements to system software;

2) developing the architectural design of system
software;

3) developing and autonomous testing of system
software;

4) system testing of system software in system
modes;

5) testing system software in spacecraft modes;

6) fit testing of software and onboard equipment as
part of a spacecraft at the stage of electrical and radio
tests and flight tests;

7) maintaining system software at the stage of normal
operation.
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If necessary, we return to the previous stages in the
standard cycle of developing onboard software. In case of
the successful completion of these stages we use the de-
veloped onboard software for work with spacecraft
equipment and maintain the onboard software operation
with the equipment in the spacecraft until the end of its
active life. The onboard software architecture has the fol-
lowing form in general terms (fig. 1).

While developing the onboard software, it is necessary
to conduct detailed testing of the interaction of software
that is part of a spacecraft system and onboard equipment
in order to detect errors before conducting integration
tests of software and equipment as part of a spacecraft.
Frequently, when errors are detected, changing the soft-
ware of onboard equipment is no longer possible, since it
may contain one-time programmable memories, or error
correction may take much time, which leads to an in-
crease in the duration of spacecraft testing. In this case,
when abnormal situations occur, there is a possibility of
correcting software failures of the onboard equipment
from an onboard control complex by modifying its soft-
ware.

The use of a mathematical software model. One of
the ways to test software in the development of onboard
software is to simulate the logic of the equipment by cre-
ating its software and mathematical model.

Software and mathematical model is a complex of the
implemented logic of equipment operation in the form of
a program code, through which we receive and transmit
information when interacting with the onboard software.

When creating a software model of equipment, it is
not necessary to have a high specification of the descrip-
tion of its internal structure and logic of functioning, but
only to imitate those features of the equipment that are
important from the point of view of its interaction with
the external environment.

Fig. 2 shows the scheme of testing onboard software
and software-mathematical model.

In the onboard software the logic of the interaction of
equipment and the onboard control complex is imple-
mented. The input information is the initial data, which
contain the requirements for the development of onboard
software.

The output information comprises the results of the
stand-alone testing of the onboard software through de-
bugging packages. The debug package is a pseudo-code
for checking whether it is possible to achieve the
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execution of a certain branch of the logic of onboard
software.

As a result of package debugging, we determine the
execution time, the size of the stack used, the coverage
of the logic of the executable program code.

The essence of the debugging of information interac-
tion between the software-mathematical model and the
onboard control complex is to check the reception and
transmission of various types of information messages,
such as control commands, telemetry information, on-
board time, software arrays, receipts, etc. Information
exchange between the equipment and the BUD is per-
formed via a multiplex exchange channel according to
GOST R 52070-2003 (I'OCT P 52070-2003) [6] in ac-
cordance with the protocol of information and logic inter-
action with this equipment, developed by the equipment
manufacturer and agreed with the developer of the on-
board software.

In case of the successful normal operation of the inter-
action between the onboard control complex and the
software-mathematical model, we check the occurrence of
abnormal situations in information exchange: hardware
malfunctions, failures of the multiplex exchange channel,
errors in information messages, temperature failures, fail-
ures in signal power, current strength, voltage and other
malfunctions.

System testing on the ground debugging complex.
The result of the procedures described above is the inte-
gration of the onboard software and the software-
mathematical model with the aim of conducting system
testing on the ground debugging complex [7; 8].
A ground testing complex is the integrated environment
for testing the onboard software and the software-
mathematical model instruments within a spacecraft. The
testing of the interaction occurs by checking the execution
of the program logic using sequence diagrams [9].
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A sequence diagram is a pseudo-code for system test-
ing, based on a graphical formalized language describing
the procedures and test options, allowing automating a
testing process.

The result of this stage is the onboard software of the
equipment, ready for testing in the spacecraft mode on the
ground testing complex.

In addition, the ground testing complex has the ability
to specify various initial data of the spacecraft operation,
both in general and each spacecraft system in particular;
that allows testing the onboard software for the whole set
of its functionality. Fig. 3 shows the ground testing com-
plex architecture.

Sample application for laboratory testing. Another
way to test the onboard software is to use a laboratory
testing sample [10; 11]. A laboratory testing sample is a
special sample of equipment for testing, which is a proto-
type of standard equipment in terms of functionality and
basic technical characteristics, on which we develop soft-
ware and technical solutions. Such a product is cheaper
than standard equipment and it is manufactured faster,
therefore there is a possibility of the onboard software
testing before the completion of the production of a stan-
dard sample. Fig. 4 shows the scheme for testing the in-
teraction of onboard software with the laboratory testing
sample.
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The input information is the logic of the functioning
of the sample, which is governed by the requirements for
the creation of an experimental product. The output in-
formation is the executable code of the onboard software
for testing with the ground testing complex.

As part of the development of software interaction
with the equipment, we conduct testing to check the
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standard and abnormal logic of the laboratory testing
sample.

The result is a corrected logic of the equipment,
which we take into account at further stages of the de-
velopment of onboard software. Fig. 5 shows the pro-
posed software development scheme for onboard space-
craft systems [12; 13].
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The particularities of wusing a software-
mathematical model and a laboratory testing sample.
We develop the onboard software and the software-
mathematical model in parallel, and we pair them with the
help of software drivers.

The peculiarity of using the software-mathematical
model is to simulate the logic of the equipment in both
regular and abnormal situations in which there are pre-
dictable failures in information exchange between it and
the onboard control complex [14; 15]. We perform testing
of the docking of the onboard software and the software-
mathematical model during the delivery of the software to
the ground testing complex, which allows us to prevent
errors in the logic of the functioning of the onboard soft-
ware at subsequent stages.

The use of the laboratory testing sample contributes to
the accurate reflection of the procedures for recording and
reading information from the point of view of the logic of
operation of the device.

Testing on the laboratory testing sample gives a com-
plete picture of the logic of the equipment, the physical
component of the equipment, the processor, the runtime
and the number of operations for a given time, which al-
lows us to work out the hardware software and onboard
software. In this case, there is information about real-time
execution of operations, making it possible to adjust the
system resources in advance (allocated memory, execu-
tion time, pauses during operation, etc.).

The use of the laboratory testing sample allows to re-
duce the time for making changes to the code of the on-
board software, since the introduction of changes at the
system testing stage in spacecraft modes requires consis-
tency in working with the developers of other systems.
The laboratory testing sample serves as a prototype for
design finishing test sample and preliminary test sample,
we take into account the adjustments for the laboratory
testing sample on the indicated samples.

The advantages of the described methods in the
development of onboard software. The use of the pro-
posed methodology for the development of system soft-
ware, including direct interaction with the laboratory test-
ing sample and the use of the software-mathematical
model, contributes to the reduction of time and parity of
errors in the development cycle, autonomous and system
testing of software.

The benefits of using a software-mathematical model
is to organize the development of regular and emergency
situations in the flight control center, to provide training
for operation personnel, which contributes to rapid re-
sponse when such situations occur during the operation of
products.

Conclusion. The need to develop and use a software-
mathematical model to test the onboard software of
spacecraft is determined by several factors. Firstly, with
the help of the software-mathematical model at the NOC,
we sreated and tested the sequence diagrams, which are
later used in testing and final adjusting actual onboard
equipment and spacecraft systems, which can signifi-
cantly reduce the time required for software testing and
final adjustment. Secondly, the development stages of
software and hardware run in parallel, therefore the possi-
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bility of developing software with real hardware is not
available. Consequently, there is a need for its software
simulation. The use of a software-mathematical model
when testing onboard software allows us to produce better
and more complete development of the logic of the opera-
tion of the equipment and various emergency situations.
Thirdly, it is necessary to envisage the possibility of mak-
ing changes in the onboard software after launching the
spacecraft, changes can be preliminarily worked out on
software models of spacecraft systems before they are
installed in the onboard integrated computing complex;
that helps prevent emergency situations and increases the
overall reliability of spacecraft.

The modified methodology for the development
of onboard software is used in the development of soft-
ware of systems in the process of the creation of the
“Glonass-K” spacecraft.
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The method of finite elements (FEM) is actively used in calculations of composite shell constructions (rotation
shells, circle and oval cylindrical shells), which are widely used in space-rocket and aviation equipment. To calculate
multi-layer oval cylindrical shells three-dimensional curvilinear Lagrange multi-grid finite elements (MGFE) are sug-
gested. When building a k-grid finite element (FE), k nested grids are used. The fine grid is generated by the basic split
of MGFE that takes into account its complex heterogeneous structure and shape. On k-1 large grids the move functions
used for decreasing MGFE dimension are determined. The stress-strain state in MGFE is described by the elasticity
theory three-dimensional task equations (without introduction of additional hypotheses) in local Cartesian coordinates
systems. The procedure of building shell-type Lagrange MGFE with the use of Lagrange polynomials presented in cur-
vilinear coordinate systems is demonstrated. With the size reduction of discrete models MGFE have constant thickness
equal to the thickness of the shell. The Lagrange polynomials nodes coincide in thickness with the MGFE large grid
nodes and are located on the shared borders of different module layers. The use of such MGFE generates approximate
solutions sequences that uniformly and quickly converge to precise solutions.

The main advantages of MGFE are as follows: they form discrete models with the dimension 10°—10° times smaller
than the basic models dimension and they generate small error solutions. Examples of calculations are given
for four- and three-layer oval shells of various thickness and shape under both uniform and local loading with the use
of 3-grid FE. Comparative analysis of the obtained solutions with the solutions built with the help of the software pack-
age ANSYS shows high efficiency of the suggested MGFE in calculations of multi-grid oval shells.

Keywords: elasticity, composite, oval cylindrical shell, multi-grid finite elements, Lagrange polynomials, conver-
gence of the solution sequence, software package ANSYS.
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Memoo koneunvix snemenmos (MKJ) akmugno ucnonvzyemcs 6 pacyemax KOMNOZUMHBIX 000104eUHbIX KOHCPYK-
yuil (060104KYU BPAUEHUs, KPY2o8ble U 08AbHbIE YUAUHOpUUECKUe 0D0I0UKU), KOMOpble WUPOKO NPUMEHAIOMCS 8 pa-
KEeMHO-KOCMUYECKOU U A8UAyUOHHOU mexnuke. [[nsi pacyuema MHOLOCIOUHBIX 0BANbHBIX YUIUHOPUHECKUX 000104eK
npeoiodceHbl mpexmepHbvle KPUBOIUHENHbIE 1acPaHdcesble MHO20Cemoutble KOHeunble nemenmol (MuK3). Ilpu no-
cmpoenuu k-cemounoeo koneunozo snemenma (K3) ucnoavsyemces k enosicennvix cemok. Menxkas cemka nopocoena
baszosvim pazbuenuem MnKD, komopoe yuumvleaem e2o CLOACHYI0 HeOOHOPOOHYIo cmpykmypy u gpopmy. Ha k—1 kpyn-
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HbIX CEMKax onpeoensiomcs (QyHKyuu nepemewjenui, npumensemvie O noHudcenus pasmepuocmu MuK3. Hanps-
Jrcenno-oeopmuposannoe cocmoanue 6 MuKO onucvisaemes ypaguenuamu mpexmepHo 3a0ayu meopuu ynpy2ocmu
(6e3 88edenUs OONONHUMENbHBIX 2unomes3) 8 JOKAIbHBIX OeKAPMOBbIX cucmemax xoopouram. llokaszana npoyedypa
nocmpoenus nazpandicesvix MuKD obonoueunoco muna ¢ npumeHnenuem noauHomos Jlazpamsica, npeocmasientvix
6 KpUBOIUHEUHbIX cucmemax Koopounam. Ilpu usmenvuenuu ouckpemmuvix mooeneti MuKD umerom nocmosanuyio
MONUWURY, PAGHYIO MOTWUHe 00010YKU. Y3ubl noaunomos Jlaspansica no moawumne coenadaiom ¢ y3iamu KpynHbix
cemox MuKD u pacnonooicenvt na obwux epanuyax pasHomooyrvrvix cioes. Ilpumenenue maxux MuK3 nopoowcoaem
NOCe008AMENbHOCMU NPUOTUINCEHHBIX PEUEHUL, KOMOPble PABHOMEPHO U DbICIPO CXOOAMCSL K MOYHbIM.

OcnosHuvle 0ocmouncmea MuKD cocmosam 6 mom, umo oHu 06pasyrom OUcKpemusvie Mooeiu, pa3mMepHOCmb KOmo-
poix 6 10°—10° paz menviue pazsmeprnocmu 6azo8vix Modenet, u NOPOHCOAIOM peuieHus ¢ Manoli nozpeunocmuio. lpeod-
CMABIeHbl NPUMEPbL PACHEeMO8 Yemvlpex- U MPexclOUHbIX 08AIbHbIX 000NIOYEK PAa3IUYHOU MOIWUHBL U (HOpMbL
npU PasHOMEPHOM U JTOKATbHOM HASPYICEHUAX ¢ npumeneHuem 3-cemounvix K. Cpasnumenvuvlii anaiusz noiyyenHoix
peuienull ¢ peuweHusmMu NOCIMpPOEHHbIX C NHOMOWbIO npoepammnozo komniexca ANSYS noxasvieaem evicokyio s¢pghex-
mueHocmb npeoaazaemvix MuK3 6 pacuemax MHO20CI0UHBIX 08AIbHBIX 0DONIOUEK.

Knouesvie crosa: ynpyeocms, KOMNO3umul, 08aIbHAA YUAUHOpUYECKAS 000I0YKA, MHO20CEMOYHble KOHeUHble Jle-
MeHmbl, NOIUHOMbL Jlazpandica, cXxoOuMocms nOC1e008amelbHOCIU peuleHut, npoepammmuslil komniekc ANSYS.

Introduction. When studying the stress-strain state = multilayer circular cylindrical shells. The order of the
(SSS) of elastic homogeneous and composite shells, Lagrange polynomials in the height of the MGFE was
various numerical methods are widely used [1-8]. Tradi- arbitrary and was not related to the number of layers.
tionally, in the theory of shells, displacements are decom- In [12—14], the method of reference surfaces was pro-
posed into power series with respect to a coordinate posed for calculating homogeneous and layered shells in
normal to the middle surface. However, in this case, in the  the three-dimensional formulation. As unknowns, func-
numerical study of the SSS of thick shells, it is necessary  tions of displacements of these surfaces are chosen as
to take into account a large number of terms in the corre-  functions of curvilinear coordinates. Displacements across
sponding expansions [1; 2]. Effective numerical the shell thickness are approximated using Lagrange
approaches to the study of elastic shells are mainly based ~ polynomials of various orders, and displacements in the
on the finite element method (FEM) [3—5]. The construc- reference surfaces are given by functions that satisfy the
tion of finite elements (FE) in curvilinear coordinates boundary conditions. For displacements and deformations
creates a number of difficulties [5], in particular, related ~ of reference surfaces, standard bilinear approximations
to the fulfillment of conformance conditions, which is and four-node curvilinear FEs are used [15], which dis-
necessary for the monotonic convergence of the sequence  tinguishes this approach from the analysis of the SSS
of FEM solutions [6]. of the shell L.lsipg three-dimensional MGFE [1o; 11].

When calculating shells using the FEM, there are three _In [16], it is noted that the use of non-circular cylin-
main approaches: approximation of the shell by flat FE,  drical shells in aircraft industry allows to reduce the mass
using curvilinear two-dimensional FE and construction ©f the structure, effectively using the internal volume
of three-dimensional FE. As shown by numerical of presgurlzed cabins. The variability of the.radlus of cur-
experiments, in the latter case, the calculation of shells vature in the cross section of such shells in the general

with inhomogeneous (micro-inhomogeneous) structure by case C;Eﬁbs,r;ertalg, ffc_llff'llcpltles n dcalc;!z;tllrllg the ,SSS
FEM using the equations of three-dimensional elasticity ?smg L esef }11 lcu,(ﬁﬁs arefre uc; hl the 11110n01rf:u-
theory without introducing additional simplifying ar cross section of the middle surface of the shell consists

hypotheses leads to systems of linear algebraic equations of several conjugate arcs of circles [16]. In this case,

) 9 1 i the three-dimensional Lagrangian MGFE developed
(SLAE) of high order (10" ~10""). As a result, it becomes i, 110; 1] can be used to calculate multi-layer oval shells

necessary to develop such FEM variants in which the  of different thickness, which greatly simplifies the appli-
corresponding SLAE has a small order and its solution  cation of FEM to analyze the SSS of oval shells.
provides an acceptable small error for displacements and The features of the MGFE in the calculation of oval
stresses. shells are associated with the discretization rule, which is
In [9; 10], the calculation of circular cylindrical shells  as follows. The proposed MGFEs with any partition have
with a fibrous structure using multi-grid finite elements  a constant thickness equal to the thickness of the oval
(MGFE), in which displacements are approximated by  shell. The nodes of the large MGFE mesh coincide with
Lagrangian polynomials of various orders, is proposed.  the nodes of Lagrange polynomials in the thickness of the
When building a & -grid-based FE (k>2) k nested grids  shell and are located at the boundaries of the multi-
are used. The fine mesh is generated by the base partition ~ modular layers. When refining discrete models, such
of the MGFE, which consists of homogeneous single-grid MGFEs generate sequences of approximate solutions that
FE (SGFE) of the Ist order and takes into account converge uniformly and quickly to exact solutions.
the non-uniform structure and shape of the MGFE. The The advantages of the proposed MGFEs are that they
remaining k —1 large grids are used to reduce the dimen- ~ generate multigrid discrete models of oval cylindrical
sion of the base partition, that is, the dimension of the shells, which require 10*—10° times less computer
MGEFE. In [11], Lagrangian MGFEs are used to calculate  memory than for the basic models. The calculations for
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multi-layer oval cylindrical shells of various thickness
and shape show that the solutions obtained using the
MGFE and using the ANSYS software package differ by
a small value.

Multi-layer Lagrangian multi-grid finite elements.
In [16], construction of the cross section of the middle
surface of an oval shell with semi-axes a, b was shown
(fig. 1). B — the point of conjugation of the arcs 4B and
BC with centers Oy, O, and radii R, . For given a,

b the radii of circles R, r of the middle surfaces of cir-
cular cylindrical shells, fragments of which form an oval
shell, are determined by the formulas

1+k* —1+k? al—k(\/l+k2—k)

r=a s =
1+k-V1+k2 1+k—\1+k>
k:tgazé,yzﬁ—a. 1)
a 2

For the procedure of constructing a multi-grid discrete
model for calculating a multilayer oval cylindrical shell
we will consider the example of a 4-layer shell of constant
thickness #, located in the Cartesian coordinate system

4
Oxyz , Oy - the axis of the shell. We have #& :Zh,.,
=1
— the thickness of the i-th layer of the shell, let
hy=const, i=1,..,4.

h.

1

h
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Fig. 1. Section of the shell middle surface

Puc. 1. Ceuenne cpenMHHON TOBEPXHOCTH
OBaJIBHOH 000I0UKI

Without losing commonality of views, for simplicity,
we assume that the geometric shape, physical
characteristics, the discrete model, and the fixing of the
oval shell are symmetrical with respect to the planes Oyz
and Oxy. Therefore, we will consider a 1/4 part
of the oval shell, that is, a cylindrical panel, which we
denote by 7°. The panel V° consists of subregions
(panels) V; and V, of circular cylindrical shells,
respectively, with radii R and r (their middle surfaces,
fig. 1). We believe that bonds between the components of
the inhomogeneous structure of the shell are ideal. The
procedure of constructing an MGFE for calculating a 4-

layer panel ¥° is considered on the example of a 4-layer
three-grid FE (3GFE) VL(;) (fig. 2), where the superscript
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in brackets corresponds to the number of nested grids that
are used in the construction of 3GFE [10; 11].

Fig. 2. Three-grid FE Ve(;) for 4-layer oval shell

Puc. 2. Yersipexcnoiinsiii TpKD Ve(;)

OBaJILHOM 000JI0UKHU

The circular cylindrical panel V), consists of 3GFE

y®

op» Where e=1..N,, N, is the total number of 3GFE

in the panel V,, p=12. Each 3GFE V") consists of

two-grid FE (2GFE) V"), where m=1,..,M,, M, is
the total number of 2GFE. For simplicity, we assume that
M, =M, =M . The area of 2GFE V\?) of the panel V,
consists  of homogeneous  single-grid
FE (SGFE) V) of the Ist order (p=1.2), n=1,...K, is

the total number of SGFE. Fig. 3 shows the eight-node

curvilinear

SGFE V,f}; with  characteristic ~ dimensions
hif"g xh},’,’; X h;f’;, O,x,y,z, is a local Cartesian coordinate

system. SGFEs Vn(,]; take into account the inhomogeneous
structure and shape of 2GFE V,ff;. The stress state in

SGFE Vn(}; is described by the equations of the three-
dimensional problem of the theory of elasticity, which are
represented in the local Cartesian coordinate system
O,x,y,2,, that is, a three-dimensional SSS is realized in
SGFE.

Fig. 3. Single-grid FE Vn(l[))

Puc. 3. Ongnocerounsiii KD Vn(lzj
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The procedures of constructing SGFE and 2GFE for
circular cylindrical panels are described in detail in [9].

For 3GFE V®

.p» P=12 we introduce three local

coordinate systems:
05EnC , and for nodes of a coarse 3GFE VL(;) grid Hy —
integer-valued ijk, where i,j=1,...4, k=1,..,5, the

Cartesian O;x3),2z;, curvilinear

nodes of the coarse grid H; in fig. 2 are marked by dots,
80 nodes. The special feature of the 3GFE Ve(;) is that it

has a constant thickness # equal to the thickness of the
shell, that is, the thickness of the 3GFE Ve(? does not

change when the partitioning of the discrete model is
refined. Herewith, the nodes of the coarse grid H; of

3GFE Ve(;) lie at the boundaries of the multi-modular
layers by thickness, fig. 2. The 3GFE VL(? with the

characteristic dimensions h)(f])) x h;f; xh has the 3rd order

in the coordinates x;, y;, and the 4th order in thickness
h, that is, in the coordinate z; (fig. 2). Note that when
calculating the #-layer oval shell »-layer Lagrangian
3GFEs of the n -th order in thickness are used, the order
of MGFE in the direction of each of the three coordinates
is determined by the order of the corresponding Lagrange
polynomial constructed on its coarse nodal grid.

3GFEs VY

el »
in geometric dimensions and physical characteristics
and correspond respectively to circular cylindrical panels
V, and V,, are designed according to a single algorithm
[10; 11], the brief essence of which is as follows. On the

coarse grid H, of the 3GFE

Ve(é), which differ from each other only

Ve(;) , we determine the func-

3)

tions of displacements »®, v® w®  which are used to

reduce the dimension of the 3GFE Ve(;) . The base func-
tion N for a node S with integer coordinates 7, j,k
of a coarse grid H; of the 3GFE Ve(;) (fig. 2) is repre-
sented as [10; 11]

Ny (o,n, ) = Ly () L;(M) L (C) 2
where o is the central angle corresponding to the arc
h, (fig. 2), i,j=1..4, k=1..5, L(a), L,M),
L, (§) are Lagrange polynomials having the form

L)

o—a “ -
L(a)= H - L, L= H w’
n=ln#i Vi n n=lLn#j nj T]n
3 —
L,(0)= H ﬁ ) (3)
n=l,n#k Sk — C.m

Let the coarse grid node H; with coordinates i, j,k
(i,j=1,..,4, k=1,...,5) correspond to an integer [,
B=1,..80. Using (2), (3), we will present functions

3)

of displacements #©® , v® | w® in the form
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80 80 80
G _ 3),3) 3 _ 3),,(3) 3 3),(3)
SN, SR I

(3)

where ug 3)

E) vﬁ E)
functions of B-th node of the H, grid

wé”, Né” are displacements and shape

The functional of the total potential energy l'[(;)
(p=1,2) for the 3GFE V;E? is written as

M
1
(©) Q) T2 §2) ) T p(2)
Hp _2(5(6’",1’) Kmnp 6m,p— (6'",17) Pm,p >
m=1
r=12, ®)
where Kg,i)p is the stiffness matrix, P,ff;, , ﬁfnz’)p are the

vectors of the nodal forces and displacements of the
(2) . .
2GFE V,”, corresponding to the coordinate system
O;x33z4, T 1is the transposition.
Using (4), we express the vector of displacements
65”2,)1, of 2GFE V,ffl)] through the vector of nodal

displacements 6;3) of the coarse grid H; of the 3GFE

Ve(i,) , thus obtaining the relation
(2) _ AB) §3)
3, ,=A, 8", (6)
where Aﬂj’)p is a rectangular matrix,

3) _yg,,3 B3 ONT
o, ={ug”, vy mp ) .
Substituting (6) into (5) and, following the principle
of minimum total potential energy aﬂ([f)(ﬁf)) / 86;3) =0,
we obtain the relation Kf)ﬁf) = P[(f ) where

(3)

m,p

M
3 3) Ty (2
Kfv) = Z(Agn)p) Kgm)p A
m=1

3) T p2)
m,p Pm,p

b p:l727 (7)

(3) S
PO=% (A
m=1

where K(;) s PS ) is the stiffness matrix and the vector of
nodal forces of the 3GFE pr) .

So, 3GFEs Ve(;) correspond to the circular cylindrical
panel V,, where p=1,2, e=L..N,, N, is the total

number of 3GFEs V®

.y » representing the area of the

panel V,.
Remark. The dimension of the vector 8;3) (i. e., the
dimension of the 3GFE Ve(j,) ) does not depend on the total

number M of 2GFE V»

wp that make the 3GFE Ve(;)

e . 3)
Consequently, the partitioning of the 3GFE 7,7} into
2GFEs V,fli); , and therefore also into SGFE Vn(}; s
arbitrarily small, which makes it possible to take into ac-

can be
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count the complex heterogeneous (micro-inhomogeneous)
structure and shape of the circular cylindrical panels ¥,

and V.

Calculations show that the introduction of additional
nodes of polynomials inside the layers allows reducing
the error of the SSS values, but it increases the order of
the SLAE and increases the estimated time of the prob-
lem.

The number of layers of 2GFE may be less than the
number of layers of the shell. For example, when con-
structing a 4-layer 3GFE, one can use 2-layer 2GFE. This
reduces the time costs in the calculation of the SSS with
an insignificant change in the solution error.

In order to reduce the dimensionality of discrete mod-
els of shells, according to the procedure similar to the one
discussed above, it is possible to construct 4-grid FE, and
k -grid FE, k>4 . The described method can be used to
calculate multi-layer oval cylindrical shells with layers of
both equal and different thickness.

Examples of the calculation of 4-layer oval shells of
various thickness. Thick-walled shell. In the Cartesian
coordinate system Oxyz we consider the solution of the

FEM problem of deformation of a 4-layer oval cylindrical

shell V' of constant thickness 4' =12 cm with semi-
axes ¢ =90 cm; b =72 cm (fig. 1), Oy is an axial coor-

dinate of the shell. The length of the shell is equal

i=@=7.5<10,i. e. the
12

to 2L =1200 cm. We have: X

shell 7' is thick-walled. The thicknesses of the homoge-
neous isotropic layers of the shell (starting from the inner

layer) are equal: 4, =h'/12=1 cm, hy=h'/2=6 cm,
hy=h'"/4=3 cm, h,=h'/6=2 cm, which Young's
moduli are equal: E, =10F kg/em?®, E, =3E kg/em?,
E;=5F kg/cmz, E,=20F kg/cmz, where E=10%,
Poisson's ratio is equal v=0.3. For y=0; 2L, we have
u=v=w=0. Pressure ¢, =10 kg/cm® is applied to the

outer surface of the shell. In the calculations we use 1/8 of
the oval shell, which we denote by V},, of length L. A

cylindrical panel V|, consists of two circular cylindrical

panels V;, V, (conjugated along a common lateral bor-

der) of length L with radii (their middle surfaces) R
and 7 (fig. 1) defined by the formula (1).

For the panel V, we use 5 discrete models

R R

o Rs which consist of 3GFE Ve(j?), p=12.

Lp >
The base grid of the model R, , has the dimension

1. 2. 3
m, xm, xn, , Where

mh =162n+1, m> =649n+1,

m)=24n+1, n=1,.,5,

®)
where m) is the dimension of the grid in the circumferen-

tial direction of the panel V,, m? — in the axial direction,

3

m? — in the radial direction. SGFE V") has dimensions

n,p

hi”; xh;f’; xhﬁ?; , fig. 3, where hi”; =a r, , is the

nplnp> Tnp

radius of the lower surface of the SGFE, a, ,=a,/ m)

corner angle a, (o, ) of the panel ¥, (V,), according to
o, =r—q
275 7%

W) =h'/m,. The 3GFE V() with characteristic

(1) we have tgalzé, W' =L/m;,
a

dimensions 81h§f’; x 81h(v’2, xh' consists of Lagrangian

2GFEs Vn(f; with characteristic dimensions

9h§2 ><9h;’,’1)9 xh'. In 2GFE and 3GFE, Lagrange polyno-
mials of the form (3) have the third order in the circum-
ferential and axial directions and the fourth order in the
radial one. The nodes of the Lagrange polynomials (nodes
of the coarse grids of 2GFE and 3GFE) lie on the com-
mon boundaries of the multi-modular layers by the shell
thickness.

Tab. 1 shows the results of calculations of a cylindri-
cal panel V). Characteristic points 4 (in the plane Oyz)

and C (in the plane Oxy) lie at the intersection of the

extension of the semi-axes » and « with the outer
surface of the shell in cross section y = L, in which we

define displacements w, . Equivalent stresses o, (in the

vicinity of points 4, C) are determined by the 4th the-
ory of strength.

Table 1
The results of calculations of a thick oval shell (a/h=7.5;b/a=0.8)
n (Wn)A (mm) 6w,n (%)A % (kg/cmz) 86,,1 (%)A
(Wn )C 6w,n (%)C (GI’I C 86,/1 (%)C
| 7511 - 371.43 -
4.487 144.21
2 7.601 1.181 377.19 1.527
4.564 1.689 146.87 1.811
3 7.620 0.251 378.37 0.312
4.580 0.356 147.78 0.616
4 7.627 0.097 378.88 0.135
4.587 0.142 148.19 0.277
5 7.631 0.051 379.16 0.074
4.590 0.072 148.41 0.148
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Table 2
The results of calculations of the oval shell for the model R; and the ANSYS software package (b/a=0.9)
w 0 3, (%) c 0 S, (%)
alh | Sham) | A oy oA 24 (kg/em?) 24 (kg/em?) o
We we 5,,(%0)¢ O¢ oy 05 (%)
15 12.429 12.444 0.12 544.23 544.29 0.01
7.942 7.964 0.28 302.74 301.42 0.44
30 28.674 28.678 0.01 963.17 962.45 0.07
19.785 19.857 0.36 768.26 766.19 0.27
The relative errors at n=2,...,5 are found by the for- Relative errors are determined by the formulas
mulas (8,,(%)) , =100% x| W —w, | /w5,
85.,(%)=100% x|c, -0, |/0,, (6,(%)) , =100% x| cg -0, /cs(/)1 ,
o =100° 0 _ 0
8,0 (%) =100% x| w, —w,., [/, (9) (0, (%)) =100% x| we ~we /e .
(85(%))¢ =100% x| 6% —o | /% . (10)

The nature of the change §_ (%), &_,(%) in values

w,n G,n

(tab. 1) shows the rapid convergence of stresses &, and
displacements w, . Therefore, the values ws, o at the

points 4 and C can be taken as exact values with
an error of less than 0.15 %. A comparison of the
obtained results with the results of the task calculation in
the ANSYS software package (SP) was conducted.
Values of equivalent stresses and normal displacements,
which are obtained using ANSYS SP, are equal

o’ =380.05 kg/em?®, oY% =149.52 kg/em®
w =-7.655 mm, w) =4.609 mm.

The difference in results between the two variants
of calculations is less than 0.5 % for displacements and
less than 0.8 % for stresses.

The shell is of medium thickness and thin-walled
shell. In the global Cartesian coordinate system Oxyz,

to and

we consider the solution by the FEM of the problem of
deforming a 4-layer oval shell ¥ (V*) with semi-axes
a=90 h=81 =6
(h* =3 cm) with the same ratios of the layer thicknesses
as in the shell V' of p. 2.1, Oy is the axial coordinate of

the shell ¥? (¥*). The shell ¥? (¥*) has a length of
2L =1200 cm, uniform loading ¢, =10 kg/cm® on the

cm; cm, thickness cm

outer surface and is rigidly fixed on the ends. We have:

@ 0 _15:00, i y2

C.

P is a shell of average

93—0 =30> 20, which means V>

. a . .
thickness, — is a thin-

B
walled shell. In the calculations we consider 1/8 of the
oval shell 2 (¥*). When constructing solutions using
the FEM, we use the previously considered 3GFE (fig. 2)
and the grinding law (8). The calculation results are given
in tab. 2, where designations are introduced: w,, w,

G,, O are the displacements and equivalent stresses

0 0 0

found at the points 4, C (see p. 2.1); w5, wa, 6%, o

are displacements and equivalent stresses calculated in
points A, C using SP ANSYS.
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The performed calculations show a small error (less
than 1%) in the spread of the results obtained using the
3GFE and ANSYS software package for thin, medium
and thick 4-layer oval shells.

The dimension of the base model, which is repre-
sented by SGFE, is approximately 1.9x10° node un-
knowns, the width of the SLAE tape is 588550. The cor-
responding three-grid model has 108295 node unknowns,
the width of the SLAE tape is 2775. Realizing the FEM

reduces the order of SLAE by a factor of 1.76x10* and

requires 3.73x10° times less computer memory capacity
than for the base model. The number of 3GFE (160 FE)
used for the calculation is approximately 80 times less
(depending on the value a/#h) than the total amount of

FEs (1.2x10% =1.4x10%) used in ANSYS.

An example of the calculation of a 3-layer oval
shell of complex shape with local loading. In the Carte-
sian coordinate system Oxyz we consider the problem of

deforming a 3-layer oval cylindrical shell with semi-axes
a=90cm, b=63cm, thickness #=3 cm, Oy is the

axial coordinate of the shell. The length of the shell is
2L =400cm. At y=0; 2L the ends of the shell are

clamped. All isotropic homogeneous layers of the
shell have thickness of 4/3. The Young's moduli of the

layers (starting from the inner) are: E; =6F kg/em?,
E,=2E kg/cmz, E,=10F kg/cmz, where E=10%, the
Poisson's ratio for all layers is v =0.3. The form, loading
and fixing of the shell are symmetrical with respect to the
Oyz and y=L planes, therefore in calculations we
use 1/4 of the shell, which we denote: panel V'*, fig. 4
shows its median surface. A panel area V'* of length L

consists of two circular cylindrical panels V5 and V4 (of

length L), respectively, with corner angles o =35";
y=55". The panel V* has two holes (rectangular
in plan) with dimensions 1=L/6, S,=ry/2 (fig. 4).
On the outer surface of the panel V5 in the local area of
L/3<y<2L/3, S,=Ra,

dimensions pressure
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q,=-1 kg/cm? is applied, as shown in fig. 4. When cal-
culating a cylindrical panel V*, we use a three-layer
3GFE with parameters, which were introduced earlier,
and discrete models R, (n=1,...,5), for which the grids

of basic partitions R’ have the dimension
m) =324n+1, m} =486n+1,

m3=6n+1, n=1,..,5. (11)

Tab. 3 shows the calculation results for the models
R,, n=1,..,5. Values w;, o for the model Rs, defined
in points A, C (fig. 4, 5), can be taken as accurate val-
ues with an error of less than 0.2% for displacements and
less than 0.1% for stresses. The values of equivalent

stresses o and normal displacements w°’ obtained

in ANSYS are ¢’ =75.16 kg/em’, o =43.52 kg/cm’

and W) =-6.210 mm, w)=2.534 mm. The difference

in the results of the two calculations is less than 0.3% for
displacements and less than 0.6 % for stresses.

Fig. 4. Design scheme for 1/4 of the shell, panel vt

4
Puc. 4. Pacuetnas cxema 1/4 yactu o6onoukn, nanens J

Table 3
The results of calculations of a thin oval shell with holes (a//2=30; b/a=0.9)
8, (% 80 (%
Rn % (mm) w,n( 0)A % (kg/sz) o-,n( O)A
(Wn )C 8w,n (%)C (6)1 C 6c)',n (%)C
R —6.041 - 78.21 -
! 2.390 39.92
R -6.155 1.852 74.57 4.881
2 2.491 4.055 42.88 6.903
R —6.182 0.437 74,91 0.454
3 2.513 0.875 43.13 0.580
R —6.193 0.178 75.05 0.187
4 2.522 0.357 43.23 0.231
R —6.198 0.081 75.12 0.093
3 2.527 0.198 43.26 0.069
4 180
o \'\\ ’I\"
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Fig. 5. Distribution of deflections w (a) and of stress G (b) over the upper shell surface in cross-sections:
y=0; L/2; L .Three-grid FE — solid line; SP ANSYS — dashed line

Puc. 5. Pacnipenenenune nporu6oB w (a) u HanpsbkeHuil G (b) o BepxHeil MOBEPXHOCTH 000I0UKU
B nonepeunsix ceuenusx: y=0; L/2; L . TpKD — ciommnas nunus; [IK ANSYS — mrpuxosast aunust
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Fig. 5 shows the distribution of displacements
(w=w;s) in sections y=L/2; L and stresses (G =0s)
in sections y=0; L/2; L on the outer surface of the

shell, depending on the parameter s =s/P; s, P is the
distance from the axis Oz to the point on the outer sur-
face of the shell and to the point C (fig. 4). The SSS cal-
culation was fulfilled using the 3GFE (full line) and using
ANSYS (dashed line).

A noticeable discrepancy in the stress distribution is
observed only in the clamping area. In the rest of the
complex shell structure, one can observe an acceptable
in engineering calculations coincidence of the SSS, ob-
tained by means of 3GFE and ANSYS SP.

The FEM implementation for the multigrid model Ry
reduces the order of the SLAE solved by 5625 times and
requires 3.88x10° times less computer memory than
R}, which uses only SGFE.

The number of 3GFE used for calculation in a discrete

for the basic model

model Ry (240 FE) is approximately 300 times less

than the number of FE used for calculation in ANSYS
(73892 FE).

Thus, the use of 3GFE in the analysis of SSS allows
saving computer resources significantly, which greatly
expands the possibilities of FEM in a variant of multigrid
modeling.

Conclusion. The high efficiency of using curvilinear
Lagrangian MGFE in the analysis of three-dimensional
SSS of multilayer oval cylindrical shells is shown. The
implementation of the FEM using MGFE requires

10> —10° times less computer memory than with the use
of SGFE or ANSYS SP, and allows analysis of the SSS
of shells with a small error of results.
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STRICT AVALANCHE CRITERION OF FOUR-VALUED FUNCTIONS AS THE QUALITY
CHARACTERISTIC OF CRYPTOGRAPHIC ALGORITHMS STRENGTH
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1, Shevchenko Av., Odessa, 65044, Ukraine
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The S-box is the most important component of modern cryptographic algorithms which largely determines the qual-
ity of cryptographic transformation. The modern method of estimating the S-boxes quality employs their representation
as component Boolean functions to which cryptographic quality criteria are applied. Such criteria include: nonlinear-
ity, correlation immunity, an error propagation criterion, and a strict avalanche criterion. Nevertheless, it is obvious
that a cryptanalyst is not constrained in the ways of representing the cipher components, in particular, using the func-
tions of many-valued logic. The design features of modern cryptographic algorithms allow their representation in the
form of 4-logic functions, which determines the need to research cryptographic properties of the S-boxes represented as
component 4-functions. In the literature today there are methods for measuring the nonlinearity of 4-functions; never-
theless, there are no similar methods for researching the differential properties of 4-functions, in particular, involving
their compliance with the strict avalanche criterion. In this paper the strict avalanche criterion is generalized
to the case of 4-functions and the compliance of the S-boxes component 4-functions of the “Magma” cryptoalgorithm to
the strict avalanche criterion has been researched. All balanced 4-functions of length N = 16 satisfying the strict ava-
lanche criterion were synthesized using the restricted brute-force method. The basic properties of the constructed class
of 4-functions are determined, and bijective S-boxes based on them are constructed. It has been established that S-boxes
of length N = 16 satisfying the strict avalanche criterion, both in terms of component Boolean functions and in terms of
4-functions, also possess optimal nonlinear properties. This circumstance allows us to recommend S-boxes satisfying
the strict avalanche criterion of component 4-functions for use in modern cryptographic algorithms.

Keywords: many-valued logic functions, strict avalanche criterion, S-box.

CTPOI'UM IABUHHBINA KPUTEPUN ®YHKLIMIA YETBIPEX3HAYHOM JIOTUKA
KAK XAPAKTEPUCTUKA CTOMKOCTHU KPUIITOAJITOPUTMOB

A. B. Cokonos', O. H. XK nanos>

'Opecekuii HAMOHANBHBIN TTOTUTEXHHYECKHH YHHBEPCHTET
VYkpauna, 65044, r. Onecca, npocn. llleBuenko, 1
ZCHGMpCKMﬂ rOCyJapCTBEHHbIM YHUBEPCUTET HAyKH U TEXHOJIOTUI UMeHH akagemuka M. @. PemerHena
Poccuiickas @enepanms, 660037, r. KpacHosipek, npoct. uM. ra3. «KpacHosipckuit pabounii», 31
E-mail: onzhdanov(@mail.ru

Baoicnetiwum KoMNOHEHMOM COBPEMEHHbIX KPUNMOSPAGUUECKUX AN20PUMMO8, KOMOPbI 60 MHO2OM Onpeoensiem
Kauecmeo kpunmonpeobpazosanus, aeisiemcs S-onox. CogpemMenHas MemoouKa oyeHKU Kkavecmea S-610K08 npeonoia-
eaem ux npeocmasierue 6 gude KOMRHOHEHMHbIX O)Y1e8bIX QYHKYUL, K KOMOPLIM NPUMEHAIOMCA KpUMepUuu Kpunmozpa-
@uueckoeo Kawecmea, maxKue KaxK HeMUHEUHOCMb, KpUmMepull pacnpoCcmpanerus owubKy, cmpocuii 1a6uHHbLI Kpume-
puil, Koppenayuonuvlii ummynumem. Tem He MmeHee OUeBUOHbIM AGIACMCA MOM QAKM, YUMo KPURNMOAHATUMUK He
cmecHeH 6 cnocobax npeocmagienuss KOMHOHEHM wugpa, 8 YacmHOCMU U ¢ NOMOWBIO PYHKYULL MHOLOSHAYHOU TOSUKU.
Koncmpyxmuehvie 0cobenHocmu co8pemMenHbix Kpunmoanzopummos OOnycKaiom ux npeocmaeienue 8 euoe QyHKyuil
4-nocuxu, 4mo Ouxmyem HeOOXOOUMOCMb UCCIEO08AHUA KPUNMOPpADUUECKUX c80ucme S-010K08, nPeOCmAasieHHbIX
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6 6U0e KOMNOHEHMHBIX 4-QynKyuil. B tumepamype ce2o0Hs umeomcs Memoovl usMepeHus: HeluHeuHocmu 4-gyynkyuil,
mem He MeHee OmMCYymcmayionm nodobHvie Memoosl 05l U3yueHUs OUPPepeHyuanbHbIX C80UCME 4-@yHKYuUll, 8 YaCMHO-
cmu, UX COOMEEemCcmeust Cmpo2oMy IAGUHHOMY Kpumepulo. B nacmosuweti cmamve cmpoeuti 1a6uHHbII Kpumepuil
0006wen na cayuail 4-@yHkyuil, npoeedeHbl UCCIeO08AHUSI COOMBEMCMEUSL CIPO2OMY JIAGUHHOMY KPUMEPUI0 KOMNO-
Henmublx 4-ynxyuti S-610x06 kpunmoanzopumma «Maemay. Memodom ozpanuuenno2o nepebopa CUHMEIUPOBAHbL
6ce coanancupogannvie 4-gynkyuu onunvt N = 16, yoosnemegopsiowue cmpozomy nagunHomy kpumepuio. Onpeodenenvl
bazogvle c80lCMBa NOCMPOEHHO20 KLAcCa 4-@hyHKyull, a makdice NOCMpoenvl buekmusHvle S-OJ10KU HA UX OCHOBe.
Yemanoeneno, umo S-6noxu onunvt N = 16, yoosnemeopsiowue cmpo2omy 1a6UHHOMY KPUMEPUIO KAK ¢ MOYKU 3PeHUsl
KOMNOHEHMHbIX OY1e6blX QYHKYUil, Max u ¢ MmouKu 3penus 4-@yuxyuil, 061a0aiom maxice OnmuUMAIbHbIMU Heauneli-
HulMU ceoticmeamu. JJannoe 0OCmosmenbcmeo no38oJsem peKoMeH008ams S-010Ku, YO06LIemeopsiowue Cmpo2omy
JIABUHHOMY KDUMEPUIO KOMIOHEHMHBIX 4-hyHKYUll, K UCNONb306AHUIO 8 COBPEMEHHBIX KPUNMOAIZOPUMMAX.

Kniouesvie cnosa: ¢pynxyuu MHO2O3HAUHOU N02UKU, CMPOSULL TAGUHHBLIL Kpumepuil, S-6J10K.

Introduction and problem formulation. The prob- The research of the Boolean function compliance with
lem of further improvement of modern cryptographic in-  the strict avalanche criterion is based on the following
formation protection systems is closely related to the tasks  definitions.
of constructing higher quality cryptographic primitives. In Definition 1 [11]. A derivative in the direction u €V,
many ways the strength of a symmetric cryptographic

] 4 : HH of the Boolean function f is the Boolean function
algorithm is determined by a substitution box (S-box) [1].

Currently, the quality of S-boxes is determined by the D, f(x)=f(x)® f(x®u), (1)
following main criteria for cryptographic quality [2]:

1. The algebraic degree of nonlinearity. where V), is the linear vector space of binary vectors of

2. The distance of non.linear.ity.' . length n, @© is the modulo 2 addition.

3. The error propagation criterion, a particular case of Definition 2 [11]. The Boolean function f(x) satis-

which is the strict avalanche criterion (SAC), as well as
the criterion of maximum avalanche effect.

4. The matrix of the correlation coefficients of the S-
box output and input, as well as the associated criterion of ~ balanced function, i. e.

fies the propagation criterion with respect to the vector
ueV, — PC(u) if its derivative in the direction u is a

the component Boolean functions correlation immunity. _ ®uN=0.5 o)
All of these criteria are based on the representation of pif()=fx®u)=0.5. @
the S-box as a set of Boolean functions. However, other Definition 3 [11]. The Boolean function f(x) satis-

mathematical constructions describing a cryptoalgorithm,
in particular, the apparatus of many-valued logic func-
tions can be used to launch an attack.

This circumstance requires the research of all possible  to all vectors u of weight 1<wt(u)<k,i.e.
forms of S-boxes representation, in particular, using the
component functions of many-valued logic. pif(0)=/(x®u);=0.5, Vuel,, 1<wtw)<k. (3)

The cryptoalgorithms used in practice often have Definition 4 [11]. The Boolean function f satisfies

the strict avalanche criterion (SAC) if it satisfies the
propagation criterion of the degree 1 — PC(1)

fies the propagation criterion of the degree k— PC(k) if
it satisfies the propagation criterion PC(u) with respect

S-boxes of length N multiple of 4, for example, N =16
as in the “Magma” cryptoalgorithm [3] or N =256 as in
the Nyberg S-boxes [4; 5] in the AES cryptoalgorithm [6].
Thus, the research of the cryptographic quglity of S—ques P =f(x®u) =05, Yuel,,
represented as component 4-functions is of practical

value. Let us consider the S-box synthesized in [10] and its

The 4-nonlinearity criterion for S-boxes was intro-  decomposition into component Boolean functions
duced and a method for synthesizing S-boxes with a

wt(u)=1. (4)

maximum 4-nonlinearity value was proposed in [7] on the 47214113 8111512 6 10 59 30
basis of the Vilenkin—Chrestenson transformation. How- 61001101 1 0O0O01T1T1O0
ever, at present in the literature there is no definitonof §={0 1 1 1 0 0 0 1 1 0 1 1 0 O I O
the strict avalanche criterion as applied to the representa- 1101 01001 1101000
tion of S-boxes as 4-logic functions.

This paper is devoted to the research of the strict ava- 000 Lot bbb b0l 0100
lanche criterion of 4-functions, as well as the synthesis of ®)
S-boxes whose component 4-functions satisfy the strict Let us give an example of researching the Boolean

avalanche criterion.

The propagation criterion of the Boolean functions.
The strict avalanche criterion is one of the main criteria
which characterize resistance to differential cryptanalysis
[8]. Methods for the synthesis of S-boxes that satisfy the F(xXp%y,%5,%4) =
strict avalanche criterion are practically in demand, and 01 0011011000T11T10. (6
well-known [8-10].

function of four variables which is the first component
function of the S-box (5) on compliance with the strict
avalanche criterion

184



HHd)opMamuKa, eblHuUcCIUmMeNlbHdsl mexnuKka u ynpaejienue

Table 1
Example of finding derivatives of the Boolean function
VACY) SX®0001) | Dy f | [(XDO010) | Dyyof | [(XDOI00) | Dy f | f(XD1000) | Dy f
£(0000)=0 £(0001) =1 1 £(0010)=0 0 £(0100) =1 1 £(1000) =1 1
(0001 =1 £(0000)=0 1 f£(0011)=0 1 f1on=1 0 f(100H)=0 1
f(0010)=0 f(0011)=0 0 £(0000)=0 0 f(0110)=0 0 f£(1010)=0 0
f£(0011)=0 £(0010)=0 0 £(0001) =1 1 f11) =1 1 f(@1o1n=0 0
f(0100)=1 f101)=1 0 £(0110)=0 1 £(0000)=0 1 f(1100) =1 0
foron=1 f(0100)=1 0 fO11n=1 0 f(0001) =1 0 faron=1 0
f(0110)=0 f11n=1 1 £(0100)=1 1 £(0010)=0 0 fa110)=1 1
f(011) =1 £(0110)=0 1 f(0101) =1 0 £(0011)=0 1 fa11n=o0 1
£(1000) =1 £(1001)=0 1 £(1010)=0 1 f(1100)=1 0 £(0000)=0 1
f(1o01)=0 £(1000)=1 1 faoin=o0 0 faron=1 1 f(0001) =1 1
f£(1010)=0 faoin=o0 0 £(1000) =1 1 fa110)=1 1 £(0010)=0 0
f101H)=0 £(1010)=0 0 £(1001)=0 0 fa11n=o0 0 £(0011)=0 0
f(1100)=1 faron=1 0 fa110)=1 0 f(1000) =1 0 £(0100) =1 0
faion =1 f(1100)=1 0 farn=o0 1 f(100)=0 1 fo1on=1 0
f110)=1 fain=o0 1 f(1100)=1 0 f(1010)=0 1 f£(0110)=0 1
fa11Hy=0 f(1110)=1 1 faion=1 1 f(@1o011=0 0 f111)=1 1

To do this, in accordance with Definition 3 and Defi-
nition 4, we need to find the derivatives of the Boolean
function (6) in all directions of the Hamming weight
wt(u) =1, i.e. in directions {001}, {010} and {001} . The
results are shown in tab. 1.

The presented results lead to the conclusion: all de-
rivatives D, f are balanced, i.e. wi(D,f)=N/2, where

N is the length of the truth table of the Boolean function.
Thus, the Boolean function (6) satisfies the SAC.

Extension of the strict avalanche criterion to the
case of 4-functions. However, in the case of attacking the
cryptographic algorithm a cryptanalyst is not constrained
by the means used and can use the approximation of ci-
pher elements by any available means including methods
of many-valued logic as it is shown in research carried out
in [12]. Thus, when constructing S-boxes it makes sense
to consider not only binary affine functions, but also af-
fine functions of many-valued logic through which the S-
box of a given size can be represented.

Definition 5 [13]. The mapping

{0,1,2,....g-1}" >{0,1,2,...,¢g -1} is called the function
of the g -valued logic of # variables.

Definition 5 is the definition of Boolean functions
when ¢ =2 . Definition 5 is the definition of 4-functions
as mappings {0,1,2,3}" —1{0,1,2,3} when ¢ =4. Thus, a
4-function is a rule that uniquely associates the vector of

k coordinates that take values 0, 1, 2, 3 with a value of 0,
1,2 or 3.

For example, the S-box (5) can be represented using
two component 4-functions

47214113811 15126105930
§=<032 21103 3 0221130,
1103032233 121200

()
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the cryptographic properties of which also determine the
properties of the S-box itself but at the level of quaternary
logic.

We propose a general scheme for which the Boolean
function and 4-function will be special cases.

Let us consider the ¢ -function of 7 variables f(x).
Let u =(u1,u2,...,un) .

Definition 6. The weight @w(u) of a g -valued vector
is the number of its nonzero components.

Definition 7. The derivative of the function f with
respect to the direction of the vector u is the function

D, fx)=r1 (x@qau) —f(x) (modg) , ®)

where @ means the modulo ¢ addition.
q

Definition 8. The function of ¢ -valued logic f(x)

satisfies the propagation criterion with respect to the vec-
tor ueV, — PC(u) ifits derivative in the direction # is

a balanced function, i. e. values 0,1,...,g—1 are taken
with equal probabilities: p(D,f (x):i(modq)):l for
q

all i=0,1,...,¢g—1. In other words, K’ =K'=..=K7",
where K’ is the number of sets of variable values for
which the derivative takes the value 7.

Definition 9. The function of ¢ -valued logic f(x)
satisfies the propagation criterion of degree k — PC(k)
if it satisfies the propagation criterion PC(u) with re-
spect to all vectors # of weight 1 <w(u)<k .

Definition 10. The function of ¢ -valued logic f(x)
satisfies the strict avalanche criterion (SAC) if it satisfies
the propagation criterion of degree 1 — PC(1) .

In accordance with the definitions introduced,
we consider the example of researching the first
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4-function of the S-box (7) for compliance with the strict
avalanche criterion.

Data analysis in tab. 2 allows us to say that the first
component 4-function of the S-box (7) does not satisfy the
strict avalanche criterion. Thus, being optimal in terms
of the strict avalanche criterion in a binary sense, the
S-box (7) is not optimal in terms of the strict avalanche
criterion in a quaternary sense.

We illustrate our reasoning with examples of well-
known cryptoalgorithms.

Research of S-boxes of the “Magma” crypto-
graphic algorithm. The approach in which S-boxes were
considered as a long-term key was used in the common
GOST 28147-89 cryptoalgorithm. In the new edition of
the standard GOST R 34.12-2015 the following set of S-
boxes was defined [3]

2 4 6 210 511 9 148 137 0 3 151
6 8 2 3 910 5 121 14 4 7 1113 0 15
113 5 8 21510131417 4129 6 0
28 2 1134156 7 0105 314 911
§= 7 15510 8 1 613 9 4 11 4 2 127
5 13 15 9 2 121011 7 8 1 4 3 14 0
8 14 2 6 9 1 1215 4 11 0 1310 3 7
|1 7 1413 0 5 8 3 41510 6 9 12 11 2|
(€)]

Tab. 3 shows the values of the basic criteria for the
cryptographic quality of S-boxes (9).

The data analysis in tab. 3 dictates the need for further
improvement of the substitution constructions of the cryp-
toalgorithm “Magma” and similar ones.

Table 2
Example of finding the derivative of 4-function
f(X) u=01 | Dyf | u=02 | Dy,f | u=03| Dyf | u=10 | Dyf | u=20 | Dyf | u=30 | Dy f
£(00)=0 3 3 2 2 2 2 1 1 3 3 1 1
f(@1)=3 2 3 2 3 0 1 1 2 0 1 1 2
f(02)=2 2 0 0 2 3 1 0 2 2 0 3 1
f(03)=2 0 2 3 1 2 0 3 1 2 0 0 2
f(10)=1 1 0 0 3 3 2 3 2 1 0 0 3
fan=1 0 3 3 2 1 0 0 3 1 0 3 2
f(12)=0 3 3 1 1 1 1 2 2 3 3 2 2
f(13)=3 1 2 1 2 0 1 2 3 0 1 2 3
f(20)=3 0 1 2 3 2 3 1 2 0 1 1 2
f2H=0 2 2 2 2 3 3 1 1 3 3 1 1
f(22)=2 2 0 3 1 0 2 3 1 2 0 0 2
f(23)=2 3 1 0 2 2 0 0 2 2 0 3 1
f(30)=1 1 0 3 2 0 3 0 3 1 0 3 2
f3n=1 3 2 0 3 1 0 3 2 1 0 0 3
f(32)=3 0 1 1 2 1 2 2 3 0 1 2 3
f(33)=0 1 1 1 1 3 3 2 2 3 3 2 2
Table 3

The values of the main criteria for the cryptographic quality of the “Magma” cryptoalgorithm S-boxes

S-box Algebraic degree of Nonlinearity Maximum absolute values of Compliance Compliance with
nonlinearity distance the matrix of correlation coef- | with the SAC the SAC
deg(S) SNI ficients max { ¢, } in a binary sense | in a quaternary
i U0 sense
S, 2 4 0.5 - -
S, 2 4 0.5 - -
S, 3 4 0.5 - -
S, 3 4 0.25 - -
S; 2 4 0.5 - -
S, 3 4 0.5 - -
S, 2 4 0.5 - -
Sq 3 4 0.5 - -
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Experimental search for S-boxes satisfying SAC in
a quaternary sense. The problem of finding S-boxes that
satisfy the SAC in a quaternary sense is important from a
practical point of view. Nevertheless, we note that even
the search for 4-functions of length N =16 (that is,
the smallest of those having practical sense) satisfying
the SAC in a quaternary sense is associated with consid-
erable computational difficulties because the number
of 4-functions of this length is 4 294 967 296.

However, it is known that the construction of bijective
S-boxes is possible only on the basis of balanced
4-functions [14].

Obviously, the total number of balanced 4-functions of

length N =16 is J =Cj,-C},-Cq - CJ = 1820-495-70-1 =
=63063000, which is significantly less than the total

number of 4-functions of length N =16.

We experimentally (by exhaustive search of all vari-
ants) established that in a given volume of balanced
4-functions there are 7680 functions satisfying the SAC in
a quaternary sense.

Direct verification established the properties of the
functions of this set.

Definition 11. Let us call a new sequence
=4}, j=N-1LN-2,.0 a mirror image of the
sequence T1=1{t;}, i=0,1,..,.N-1.

Property 1. The sequence obtained as a result of mir-
roring a balanced sequence satisfying the SAC in a qua-
ternary sense also satisfies the SAC in a quaternary sense.

For example, let us consider one of the 4-functions
satisfying SAC in a quaternary sense

5o :{0001023212312133}. (10)

Performing its mirroring we obtain a new 4-function,

which also satisfies the SAC in a quaternary sense
£ ={3312132123201000} . (11)

Property 2. Sequences obtained by applying the fol-
lowing 8 of the 24 possible single-valued mappings of the
alphabet of the sequence satisfying the SAC in a quater-
nary sense also satisfies the SAC in a quaternary sense

01 2 3] 01 2 3] 01 2 3]
01 2 3/ 03 2 1) 1 03 2
01 2 3] 01 2 3 0123.(12)
1 2 3 0o 21 0 3|’ 230 1)
01 2 3) 01 2 3
301 2 3 21 0f

Let us consider an increasing sequence
negative integers from 0 to 7 —1

—_—

of non-

u={0,1,2,3,..,n—1}. (13)

Definition 12 [15]. By the dyadic shift operator we shall mean the matrix of the size nxn, each row of which is ob-

tained in accordance with the following rule

Dyad;(n)=u, ®i,

where the sign © means addition modulo 2.

Thus, the 16™ order dyadic shift operator has the following form

0o 1 2 3 4 5 6 7
1 0 3 2 5 4 7 6
2 3 0 1 6 7 4 5
32 1 0 7 6 5 4
4 5 6 7 0 1 2 3
5 4 7 6 1 0 3 2
6 7 4 5 2 3 0 1

Dyad(16) = 7 6 5 4 3 2 1 0
8 9 10 11 12 13 14 15
9 8 11 10 13 12 15 14
10 11 8 9 14 15 12 13
11 10 15 14 13 12
12 13 14 15 8 9 10 11
13 12 15 14 9 8§ 11 10
14 15 12 13 10 11 &8 9
15 14 13 12 11 10
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(14)
8 9 10 11 12 13 14 15]
9 8 11 10 13 12 15 14
10 11 8 9 14 15 12 13
1110 9 8 15 14 13 12
12 13 14 15 8 9 10 11
13 12 15 14 9 8 11 10
14 15 12 13 10 11 8 9
15 14 13 12 11 10 9 8

. (15)
0 1 2 3 4 5 6 7
1 0 3 2 5 4 7 6
2 3 0 1 6 7 45
32 1 0 7 6 5 4
4 5 6 7 0 1 2 3
5 4 7 6 1 0 3 2
6 7 4 5 2 3 0 1
7 6 5 4 3 2 1 0
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Property 3. Sequences obtained by applying the dyadic shift operator to the original sequence satisfying the SAC in
a quaternary sense also satisfies the SAC in a quaternary sense.
For example, the following 16 sequences that satisfy the SAC in a quaternary sense can be obtained by applying the

dyadic shift operator (15) on the basis of the sequence (11) satisfying the SAC in a quaternary sense

{0001023212312133};
{0010202321131233};
{0100320231123321};
{1000232013213312};
{0232000121331231};
{2023001012332113};
{3202010033213112
{

2320100033121321¢;

>

j
B
j
j

{1231213300010232};
{2113123300102023};
{3112332101003202};
{1321331210002320};
{2133123102320001};
{1233211320230010};
{ i

3321311232020100
{3312132123201000

I
j

(16)

Definition 13. By the 4-shift operator we shall mean the matrix of the size nxn each row of which is obtained in
accordance with the following rule

where the sign @ means addition modulo 4.
4

4ad(n):ui(-?i s

Thus, the 16™ order 4-shift operator has the following form

4ad(16) =

1
O 0 9 &N i A W N~ O

S N Y
AW NN = O

15

O A 9 N L O W N =

—_ = —_
[ O Uy )

12

14
15
12
13

AN N B9 = O W

—_
© o =

10
15
12
13
14

1
2
3
0

6
7
4
5
10
11

2
3
0
1

o

10 11
11 8

o - o L A
e S S
A W N =~ o © X©
— —_— —
wn A W X o
—
N L A O X
p— ek
W N L o

—
S
—_
(V)]
—_
[\
—
w
—_
N

N O R W= O
A9 OO W N =
[ N S e N =TV I V)
AN A NN = O W

O 00 9 &N i A WD~ O

—_
(=]

11

—_ = = =
D W

O A 9 N L O W N~

—_
—_ O

8

nNn A 9 O = O W PN

—_— =
® - o

9

—_
© o =

10

AN N BN = O W

an

(18)

Property 4. Sequences obtained by applying the 4-shift operator of the original sequence satisfying the SAC in a
quaternary sense also satisfies the SAC in a quaternary sense.
For example, the following 16 sequences that satisfy the SAC in a quaternary sense can be obtained by applying the

4-shift operator (18) on the basis of the sequence (11) satisfying the SAC in a quaternary sense

e et Bate Rate et late late Tate)

0001023212312133};
0010232023111332};
0100320231123321%;
1000202311233213
0232123121330001%¢;
2320231113320010¢;
3202311233210100
2023112332131000¢;

}
b
}

}
|5
}

{1231213300010232};
{2311133200102320};
{3112332101003202};
{1123321310002023} ;
{2133000102321231};
{1332001023202311};
{3321010032023112};
{3213100020231123)
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Table 4

Cryptographic properties of the proposed set of S-boxes

S-box Algebraic de- Nonlinearity Maximum absolute values of Compliance with Compliance with
gree of nonlin- distance the matrix of correlation coeffi- | the SAC in a binary | the SAC in a qua-
earity deg(S) SNI cients max { c } sense ternary sense

s i,j
ij
S,...Sq 3 4 0.5 + +
On the basis of the obtained 7680 balanced the output and input vectors. Thus, the constructed S-

4-functions which satisfy SAC in a quaternary sense
it was possible to construct 245760 bijective S-boxes.
8192 of them simultaneously satisfy the SAC in a binary
sense. It was established experimentally that in addition to
compliance with the SAC in a quaternary and binary
sense each of the 8192 built S-boxes of length N =16
has the maximum nonlinearity distance SN/ =4, the al-
gebraic degree of nonlinearity deg(S) =3, and the maxi-

mum absolute values of the correlation coefficient matrix
max{|ci ]|} =0.5.
i,j >

Thus, the high cryptographic quality of S-boxes
simultaneously satisfying the SAC in a quaternary and in
a binary sense is proven. It seems to us reasonable to rec-
ommend them for practical use in cryptoalgorithms, for
example, in “Magma”. We present one of the possible
replacement tables composed of the S-boxes constructed
by us and satisfying the SAC in a quaternary and binary
sense

0O 1 3 714 210 9 6 12 11 4 13 8 15 5

1 0 2 615 3 11 8 7 13 10 5 12 9 14 4

32 0 4131 9 10 5 15 8 7 1411 12 6

_ 2 3 1 5120 8 11 4 14 9 6 15 10 13 7
5= 8 9 120 3 7 2 115 5 1310 11 6 4 14

9 8 131 2 6 3 0 14 4 12 11 10 7 5 15

1 10 15 3 0 4 1 2 12 6 14 9 8 5 7 13
110 11 14 2 1 5 0 3 13 7 15 8 9 4 6 12]
. (20)

Tab. 4 shows the cryptographic properties of the set of
S-boxes proposed for practical use, which are the same
for the entire set.

Conclusions. We note the main results obtained in the
paper:

1. The strict avalanche criterion is extended to the case
of functions of ¢ -valued logic for an arbitrary value
of g.

2. The S-boxes of the “Magma” cryptographic algo-
rithm were researched. The research showed that they do
no satisfy the strict avalanche criterion both in terms of
Boolean functions and in terms of 4-logic functions.

3. All balanced 4-functions that satisfies the strict ava-
lanche criterion were found experimentally. The class of
S-boxes which satisfies the strict avalanche criterion both
in terms of Boolean functions and in terms of 4-logic
functions is constructed on the basis of the found set of 4-
functions. These S-boxes also have the maximum possible
distance of non-linearity and the algebraic degree of non-
linearity, as well as an acceptable level of correlation of

189

boxes can be recommended for practical use including the
use in the “Magma” cryptoalgorithm.
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LIBRARY OF MATHEMATICAL FUNCTIONS WITH PARALLELISM
AT THE OPERATIONAL LEVEL IN THE PYTHAGOR LANGUAGE

J. V. Udalova’, D. A. Kuzmin
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79, Svobodny Av., Krasnoyarsk, 660041, Russian Federation
E-mail: judalova@sfu-kras.ru

At present, developed tools and libraries have been designed for imperative and functional programming languages
that provide parallelism through processes or threads. There are other alternative approaches to the organization of
parallel computing, one of which is implemented in Pythagor — the language of functional-streaming parallel pro-
gramming, and involves parallelism at the level of operations.

The tools of the Pythagor programming language are actively developing, and the repository of predefined functions
is expanding. Many mathematical functions have been designed to provide a developer with no less functionality than
the math library math.h of the C programming language. A large part of the mathematical functions have been imple-
mented using the Maclaurin’s series. It is both used as an approach of faster and less accurate calculations, in which
a predetermined number of elements of the series is calculated without cycles and recursions with the substitution
of pre-calculated coefficients in the function code, and as an approach of less rapid and more accurate calculations, in
which the elements of the series are calculated dynamically until the desired accuracy is achieved.

The development of a library of mathematical functions of a programming language is an applied algorithmic task
already implemented in one way or another for a number of existing programming languages. But in many languages,
the implementation of algorithms for mathematical functions is hidden from the user, while modern tools of the
Pythagor language support an open repository of functions. Additional interest is the possibility of parallelism at the
level of operations in the calculation of mathematical formulas in the Pythagor language.

Keywords: parallelism at the operation levels, functional-stream programming, algorithms of mathematical functions.

PEAJIMBALIUA BUBJIMOTEKU MATEMATHYECKHUX ®YHKIUI
C MAPAJUIEJIUN3MOM HA YPOBHE OINEPAIIUMU HA A3BIKE [IM®ATOP

10. B. Y,Z[aHOBa*, . A. Ky3pmun

Cubupckuii henepanbHbIil yHUBEPCUTET
Poccuiickas ®enepamms, 660041, r. KpacHospck, npocn. CBob6oaHEIH, 79
E-mail: judalova@sfu-kras.ru

K nacmosuwyemy epemenu napanieivhoe npoepammuposanie obecneuusaemcs 601ouum 06beMom pa3gumoix UHCH-
PYMEHmMOo8 u 6ubnuomex, 6azUPyIOWUXcs Ha UMNEPAMMUSHOM NPOSPAMMUPOSAHUY C NPUMEHEHUEM NAPALIeTbHbIX NPo-
yeccos unyu NOMoKo8 (Humetl), Makdice pa3eueardmMcss cCpeocmea Pacnapaiieiu6éanus u Oasi QYHKYUOHATbHBIX S3bIKOG
npoepamMmuposarus. Buecme ¢ nepeuucieHHbIMU UHCIPYMEHMAMU CYWeCmEYIon U albmepHAmueHble NO0X00bl K Op-
2aHU3AYUU NAPATICTBHBIX BbIYUCTCHUL, 0OUR U3 KOMOPBIX PeAu3yemcs A36IKOM QYHKYUOHATbHO-ROMOKO8020 NAPA.-
nenvio2o npocpammuposanust ITugazop, noodoepiucusaiousum napaiierusm Ha yposne onepayuil.

U meopemuueckue KoHyenyuy, u UHCMPYMEHMALbHbIE CPEOCMEA 0O03HAUCHHO20 SA3bIKA NPOSPAMMUPOBAHUS K-
MUBHO PA3BUSAIOMCS, PACUUPSCMC PeNno3Umopuil paspabomannvix gyuxyuil. Paspabomano muodicecmeo mamema-
muueckux Qynxkyuil, 6e3 6CMpoeHHOU Peanu3ayul KOmopbix 3ampyoHeH0 KOM@DOPMHOE RPOSPAMMUPOSAHUE MHOSUX
3a0au, cnocobHoe npedocmasums paspabdomuuKy He MeHbUYIO QYHKYUOHATBHOCIb, YeM Mamemamuyeckas oubuo-
mexa math.h sazvika C. Bonvwas wacmes mamemamuueckux QyHKyuil peaiu308ana ¢ nomowwio psooe Maknopena. He-
nOL3Yemcs Kak nooxoo, npedocmasiaouutl 6oiee Obicmpole 1 MeHee MOYHbLE GLIYUCTEHUS, NPU KOMOPOM O€3 YUKIL08
U perypcull bIHUCTSICMCs NPEOONPeOeleHHOEe KOIUYeCmE0 dINEMEHMO8 psida ¢ NOOCMAHOBKOU 6 KOO (DYHKYUU 3apanee
BBIMUCTIEHHBIX KOIDPUYUEHMO8, MAK U NOOX00, NpedoCmasaiouuil Mernee dbicmpble U 60iee MOYHble GbIMUCTEHUS,
npu KOMopom 31eMeHmbl psoa bINUCTIIOMCA OUHAMUYECKU 00 O0CMUICEHUS HYICHOU mounocmu. J[ns vacmu QyHKyuil
pao Maknopena umeem oujymumo pasHwiil ypoGeHb MOYHOCHU 6 PAMKAX C80ell 0OAacmu OnpedesieHus, mozoa 6 oKpe-

191



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 20, Ne 2

CMHOCMAX MOYeK, OMPUYAMETbHO GIUSIOWUX HA MOYHOCMb PAOA, UCKOMAsL (DYHKYUSL YIMOUHAEMCS C NOMOWbIO Q0RO
HUMENbHbIX MAMEMAmMu4eckux Qopmyan, Hanpumep, opmyi npueeoeHus.

3a0aua onucanus dubrUOMeEKU MamMeMamMu4ecKux QYHKYUll A3bIKa s16815emcsi RPUKIAOHOU al20pUmMUYeckol 3a0a-
yetl, yoice Peanu306aHHOl mem Ulu UHbIM 00pazom 05 paoa Cyuwjecmeyouux s3u6lKko8 npoepammuposanus. Ilpu smom
60 MHO2UX A3BIKAX PEAnu3ayus ar2opummos MameMamuieckux GYHKYUll CKpblma on noib306amelis, HOCIeOHEMy npe-
00CMasNAemcst MOAbKO B03MONCHOCb NPOSPAMMHO20 6bI3084 MAKOU (DYHKYUU, M020a KAK COBPEMEHHble UHCMPY-
menmanvible cpeocmea sazvika Iughazop noodepacusarom omkpeimolii penosumopuii Qynxyuil. Ipumenumensvro
K A3bIKY npoepammuposanus Tlupazop unmepec npedcmasnaiom 0cOGEHHOCMU U 603MONCHOCIU PACTAPALICIUBAHUSL
Ha yposHe onepayutl npu 8bIYUCTCHUU MAMEMAMUYECKUX (OPMYIL, NPEOCMABICHHbLE 8 CAMbE.

Kniouesvie crosa: napajiiejiusm Ha ypoeHe onepat;uﬁ, (f)yHKquHClﬂbHO-nOWlOKOBO@ npozcpammuposanue, aicopummbol

Mamemamuyeckux QyHKyuil.

Introduction. The Pythagor language of functional-
stream parallel programming [1-6] maintaining overlap-
ping at the level of operations and assuming the organiza-
tion of architecture-independent parallel calculations
represents alternative approach to parallel calculations.
Now the language and its tools are actively developing
[7-14]. The article is devoted to realization of mathemati-
cal functions library for the Pythagor language and illus-
trates features of stream parallel calculations with over-
lapping at the level of operations.

Considerable part of mathematical functions is calcu-
lated by means of Makloren's series [15]. Both a faster
and less accurate calculations, at which the predetermined
number of elements of a series with pre-calculated coeffi-
cients, and a less fast and more accurate calculations, at
which elements of series are calculated dynamically be-
fore achievement of the desired accuracy, are used.

Approximate calculation of mathematical functions
and their program realization in a number of the known
programming languages are the tasks that have been
solved by now. As for the Pythagor language and its
original calculation pattern the task has been solved for
the first time. Besides, realization of mathematical func-
tions in many known languages is hidden from the devel-
oper: he can cause function performance, but cannot
know by means of what method and algorithm the calcu-
lation of result is done. Thus, the basic principles of
mathematical library design described in the article can be
useful to those readers who need to solve a similar prob-
lem for their own calculation system.

Fast approximate calculation of Makloren's series
on the example of a sine, a cosine and exponent. Mak-
loren's series for the sine is written as:

sin(x) = x —x*/31 +x°/50 =X/ + ..,
where |x| < 1. (1

In calculation of a sine for a random angle = x radian,
it is required to give an argument to an interval [, x]. In
case the argument belongs to [-m, -n/2) U (w/2, =], it
moves to the interval [-n/2, ©/2], whereupon remembered
is the indicator of the subsequent multiplication of the
result by —1. For the argument x from [-n/2, n/2] calcu-
lated is x* = 2x/m, approximate formula (1) is written as
follows:

sin(x) = sin(nx’/2) = (n/2)x’ — (0/2)’x>*/3! +
+ (@2 x5 = (w/2)'x I + L,
where |x|<n/2, |x’|<1 2)

For fast calculation of an acceptable result the first six
summands in a series are taken and their numerical coef-
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ficients are pre-calculated external to the program
code: 1) k1 = 1/2 = 1.570796326794, 2) k2 = —(n/2)*/3! =
= —0.645964097505, 3) k3 = (1/2)°/5! = 0.079692626245,
4) k4 = <(n/2)'/7! = —0.0046817541, 5) k5 = (1/2)°/9! =
=0.00016044118, 6) k6 =—(1/2)"'/11! =-0.0000035988432.

In the course of the function operation, argument de-
grees are calculated; multiplication by coefficients and
summation of a required formula are performed. Such
algorithm is comparable to a similar consecutive impera-
tive algorithm except the fact that the Pythagor language
calculation pattern assumes potential parallel performance
of all those operations relating to one or different func-
tions with the available input data. Realization of the des-
ignated algorithm by means of the Pythagor language
forms the following sequences of operators potentially
available for parallel calculation (fig. 1).

Fig. 1 shows that a great number of operators of one
branch, for example, calculation of argument degrees x2,
x3, X5, etc. can be performed only consistently since they
need the results of smaller degrees, whereas operators
of one layer, for example, «(x2, x5):*>>x7»,
«(0.079692626245 x5):*>>p3», «(pl,p2):+>>S1» can be
potentially available for parallel performance.

When illustrating the graph in fig. 1 selection of auxil-
iary identifiers was generally used — x2, ... x11, pl, ...
p6, S1, ... S5. The program code of function can be
realized in the same style, or by means of combining
formulas in one expression. For example, calculation
of the required sum in the code is written as
«((((pL,p2):+,p3):+,p4):+,p5):+,p6):+ >> returny,
whereby the operators calculation pattern remains the
same (fig. 1). But, for example, selection in the code of
identifier x2 is desirable, its existence prevents perform-
ing operation 'x*x’ several times when calculating argu-
ment degrees.

Comparison of results of a sine fast approximate cal-
culation in the Pythagor language and calculations of a
sine by means of a sin function call from math.h library in
language C is presented in tab. 1.

Other trigonometrical functions can be calculated
similarly via their Makloren's series or by means of sub-
stitution of sine values in reduction formulas, for exam-
ple, of cos (x) =1 — 2sin® (x/2).

When realizing the mathematical functions library for
the Pythagor language, reduction formulas were used.
Therefore tables of comparison of cosine and a tangent
calculations in the Pythagor and C languages accurately
correlate with tab. 1, i. e. for example, cos(1.2) will be
closer to a similar call of a cosine from math.h than
cos(1.6).
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Convert argument X to x' belonging to [-1, 1]

‘{x’,x’):* >»x2 |

[(1.570796326794,x):* >> p1|

(x2,x'):* >>x3

‘(xE,xS):* >> %5 ‘

[(-0.645964097505,x3):* >> p2|

(x2,x5):% »»x7

(0.079692626245 x5):* >> p3 |

‘{pl,pE}:+ >»51 ‘

‘(xz,}:?}:* > x9|

(-0.0046817541,x7):* >>p4 |

[(51,p3):¢>>52 |

[(x2,x9):* >>x11]  (0.00016044118,%9):* >>p5 |

|(52,p4):+ >> 53 |

|(-o.0000035988432,x11}:*>>p6|

‘(SB,pS}:+ >> 54 |

the desired result -

(54,p6):+ >>55 |

Fig. 1. Simplified information and control graph of the function sin

Puc. 1. YrpouieHHslii nHGOpMaLIMOHHO-YIpaBisioluii rpad GpyHkuuu sin

Table 1
Sine calculation in the Pythagor language and C language (library math.h)

Argument x math.h Pythagor Argument x math.h Pythagor
0.2 0.198668 0.198669 52 —0.883455 —0.883455
0.4 0.389417 0.389418 54 —0.772766 —0.772764
0.6 0.564641 0.564642 5.6 —0.631268 —0.631266
0.8 0.717355 0.717356 5.8 —0.464604 —0.464602
1.0 0.841470 0.841471 6.0 —0.279418 —0.279416
1.2 0.932039 0.932039 10.0 —0.544021 —0.544021
1.4 0.985450 0.985452 50.0 —0.262375 —0.262375
1.6 0.999574 0.999578 100.0 —0.506366 —0.506370

Under approximate calculation of given functions by
means of Makloren's series a considerable decrease in
accuracy in the neighborhood of separate points, lying in
the series range of definition can be observed, as a rule, it
is 1 and-1. The arcsine belongs to such functions. For an
arcsine the range of definition of function and series coin-
cide, it is [-1, 1] therefore argument transformation, simi-
lar to the one performed to the sine, is not required. Under
approximate calculation of an arcsine the following for-
mula based on its Makloren’s series with the coefficients
calculated out of the program code is used:

arcsin(x) ~ x + 0.166666666666x" + 0.075x° +
+0.044642857142x + 0.030381944444x° +
+0.022372159090x"" + 0.017352764423x" +
+0.01396484375x" +0.011551800896x"7 +
+0.009666219208x" + 0.008390335809x°" +
+0.007312525873x* + 0.000011679728x>,

where |x| < 1 3)
While for a sine acceptable accuracy it is enough to
take first six summands, for an arcsine it is desirable to

calculate not less than twelve. In addition, supposing x
is located in the neighborhood of points 1 or —1, the accu-
racy of an approximate formula considerably decreases.
In realization of an arcsine for the Pythagor language
at x belonging to [-1, —0.93) U (0.93, 1], the auxiliary
formula arcsin (x) = 1/2 — arcsin is used ((1 —x)"?).

Comparison of the arcsine fast approximate calcula-
tion in the Pythagor language and calculations of the arc-
sine by means of the sin function call from math.h library
in language C is presented in tab. 2.

When calculating the exponent the following formula
with preliminary calculated coefficients based on Mak-
loren's series is used:

¢ =~ 1+x+0.55 +0.166666666666 x° +
+0.041666666666 x* + 0.008333333333x° +
+0.001388888888x° + 0.00019841269841x”,

where [x|<0.7 4)

Makloren's series of exponent is defined on [-1, 1],
but as at fast approximate calculation the final small
number of elements is used, for acceptable accuracy the
domain [-0.7, 0.7] is chosen. The domain of exponent
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definition includes all numerical axis, therefore for ran-
dom argument x the exponent property is used ¢*'° = e%e".
The argument x is divided into the integral and fractional
parts, e in fractional degree is calculated with the help
of formula (4), e in the integral degree is calculated
by multiplication of constants e or 1/e, at the same
time additional values, calculated external the program
code, are applied to speed up calculations, for example,
¢’ = 7.380056098930649, ¢® = 2980.957987041726,
¢ =6.235149080811582¢ + 027, used in multiplication.

Comparison of results of fast approximate calculation
of exponent in the Pythagor language and exponent calcu-
lations by means of an exp function call from math.h li-
brary in language C is presented in tab. 3.

The accurate recursive calculation of Makloren's
series on the example of a logarithm. Makloren's series
for the natural logarithm is written as:

In(x+ 1)~ x—x2+x/3-x"4+...,
where -1 <x < 1. (5)

Formula (5) includes higher coefficients than Mak-
loren's series of the above considered functions, therefore
fast calculation of the natural logarithm is not realized as
it would demand enumeration of a significant number of
summands (up to several hundreds or thousands). Instead,
recursive calculation of formula (5) before achievement
of the desired accuracy of 10-8 is used, in imperative lan-
guage it could be realized by means of a cycle, in the Py-
thagor language cyclic algorithms are realized by means
of recursive functions.

The definition domain of the natural logarithm is
a set of positive numbers, therefore for any argument x
the property of the natural logarithm is used In(b*10%) =
In(b) + a*In(10) = In(b) + a*2.302585092994046, where b
can be chosen so as to suit the calculation of In(b) with
the help of formula (5).

Recursive function expects the argument type of
(number 1, number 2, number 3) where number is b,
number 2 in the first recursion call coincides with b,
number 3 is a series denominator, in the first recursion
call equals one. One iteration of the recursion calculates
four summands of Makloren's series. The simplified in-
formation and control graph of the natural logarithm func-
tion is written as (fig. 2).

The expressions in braces, for example {(S, (b, (b4,b):*,
(z,4):+):recursion):+} in fig. 2, belong to the delayed cal-
culations and will be carried out only if the condition
of stop is true: - i.e. when the fourth command s4 in the
current iteration taken according to module are more than
10®. Commands (b, (b4,b):*,(z,4):+) form the argument
(numberl, number2, number3) for the iteration following
the same recursive function. Presented here recursive
calculation of formula (5) can be realized via Pythagor
language tools or other recursion ways, however, when
realizing the library of mathematical functions the sug-
gested method was chosen.

Comparison of the natural logarithm in the Pythagor
language and natural logarithm by means of a log func-
tion call from math.h library in language C is presented
in tab. 4.

Table 2
Calculation of the arcsine in the Pythagor and C languages (library math.h)
Argument x math.h Pythagor Argument x math.h Pythagor
0.1 0.100167 0.100167 0.91 1.143284 1.140812
0.2 0.201358 0.201358 0.92 1.168081 1.164584
0.3 0.304693 0.304693 0.93 1.194413 1.189442
0.4 0411517 0.411517 0.94 1.222630 1.229622
0.5 0.523599 0.523599 0.95 1.253236 1.258546
0.6 0.643501 0.643501 0.96 1.287002 1.290796
Table 3
Exponent calculation in the Pythagor and C languages (library math.h)
Argument x math.h Pythagor Argument x math.h Pythagor
=25 0.000000 0.000000 0.5 1.648721 1.648721
-13.7 0.000001 0.000001 1.1 3.004166 3.004166
9.6 0.000068 0.000068 6.6 735.095093 735.094910
-7.9 0.000371 0.000371 8.8 6634.245117 6634.240234
-1.5 0.223130 0.223130 16.3 11994985.0 11994990.0
0.8 0.449329 0.449329 25 72004902912 72004902912
Table 4
Calculation of natural logarithm in Pythagor and C languages
Argument x math.h Pythagor Argument x math.h Pythagor
0.07 —2.659260 —2.659260 15 2.708050 2.708050
0.15 —1.897120 —1.897120 40 3.688879 3.688879
0.47 —0.755023 —0.755023 200 5.298317 5.298317
0.88 —0.127833 —0.127833 400 5.991465 5.991465
1.85 0.615186 0.615186 10500 9.259130 9.259131
8 2.079442 2.079442 100000 11.512925 11.512930
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ARG:1>>b| [ARG:2>>X

| |ARG:3>>z

|{b,x}:*>>b2 | |{>{,z}:f>>51

(b,b2):*>>b3 | [(b2,(z,1):4):/>>s2]

l(b,b3):*>>b4 | |(b3,(z,2):4):/>>s3]

|(51, s2):- |

‘{bﬁl,{z,3}:+}:/’>>s4 |

|(s4module,0.00000001):< >> stop|

(53, s4):-

|{(sl, 52):-, (s3, 54}:—):+>>S|

‘({S}, {(S, (b, (b4,b):*,(z,4):+): recursion):+}):[(stop, stop:-):?]:. >> return|

Fig. 2. Simplified information and control graph of the function In

Puc. 2. Yopomenssiii uHGopMannoHHO-yIpasisonmi rpad pyHkmm In

Having realization of natural logarithm calculation it
becomes possible to calculate a logarithm on a random
basis, using log, (b) property = In(b)/In(a), for a decimal
logarithm in a denominator a constant
2.302585092994046 calculated exclusive the code is sub-
stituted. Exponentiation is realized by means of the
formula x¥ =&,

Conclusion. The problem of the Pythagor language
mathematical library development has been completely
realized and is one of the subtasks which are successfully
executed with the RFFI grant “Architecture-independent
Development of Parallel Programs on the basis of the
Functional and Stream Paradigm”.

The list of the realized mathematical functions. Mod-
ule. Sine. Cosine. Tangent. Cotangent. Arcsine. Arcco-
sine. Arctangent. Arc cotangent. Secant. Cosecant. Square
root. Cubic root. Rounding. Rounding down. Rounding
up. Integral and fractional parts of number. Exponent.
Hyperbolic sine, cosine, tangent, cotangent. Natural loga-
rithm. Decimal logarithm. A logarithm on the specified
basis. Exponentiation. The integral part from division and
a remainder of division (arguments of function can be
numbers, both integral, and material). Mantissa and expo-
nent of the two marking. Multiplication of number to the
power of two. Number sign. Inverse hyperbolic: cosine,
sine, tangent, cotangent, secant, cosecant. Rising of the
two to the power. Maximum from couple of numbers.
Minimum from couple of numbers. Hypotenuse.
Difference module.

All realized functions are included in the open reposi-
tory of the Pythagor language, thus, the developer can not
only execute and look through their code, but also borrow
it for creation of own algorithms or alternative realization
of mathematical functions.
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DEVELOPING THE LABORATORY TEST BENCH OF FUEL THREE-POINT MEASUREMENT
R. A. Akzigitov*, N. S. Pisarev, N. I. Statsenko, A. R. Glukharev, 1. B. Tsar’kov

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
*E-mail: balals@mail.ru

The development of digital technology allows continuous improvements in many areas. This paper reflects the
development of a new fuel measurement method. To measure the fuel, the authors propose three fuel sensors and a
computational element to simulate the position of the fuel level in space with further calculating the volume of fuel, to
reduce errors due to the fuel meters operation. The main advantage of this system is the elimination of errors arising
from the evolution of an aircraft, as well as its uneven movement.

The paper demonstrates a phased development of a laboratory test bench to study the three-point method to
measure fuel. In the course of the work, a vessel is assembled to simulate the fuel tank of the aircraft. The vessel is a
glass container with submersible measuring sensors. Also, the research contains calculation of the bridge electrical
circuit to compute a voltage value at each sensor. In the test, transformer fluid substitutes fuel, since it acted as a di-
electric. The program code for the microcontroller is recorded.

The proposed method has several advantages in comparison with traditional methods of measuring the fuel level;
a mathematical model is presented, on the basis of which the level of fuel in the aircraft fuel tank is measured.

Keywords: laboratory test bench, fuel gauge, fuel tank, error, aviation.

PA3PABOTKA JIABOPATOPHOM YCTAHOBKH TPEXTOYEYHOI'O U3MEPEHHU S TOILIMBA
P. A. Axzururos*, H. C. [Tucapes, H. 1. Cranenko, A. P. ['myxapes, U. b. IlappkoB

Cubupckuii rocy1apCTBEHHBIN YHUBEPCUTET HAYKU U TEXHOJIOTHH MMeHHU akanemuka M. @. PemerHesa
Poccwuiickas @enepanust, 660037, mpoct. uM. ras. «KpacHosipckuit pabounii», 31
*E-mail: balals@mail.ru

Pazeumue yugpogvix mexnono2uii no360/1sem HenpepbleHO NPOU3EOOUMDb YIVUULEHUsL 80 MHO2UX chepax Oesimeib-
Hocmu. Jannas paboma nocesiugena paspabomre H08020, HECYWEeCmBYIOWe20 Ha OAHHbIN MOMEHN Memood UsMepeHus
monauea. /[ns uzmepenus moniuea npeoiazaencs UCNoib306ams mpu MONIUGHbIX OAMYUKA U GbIYUCTUMETbHDLIL le-
MeHm 0151 MOOEIUPOBAHUS NOONCEHUSL YPOBHS MONAUBA 8 NPOCMPAHCMEE C OANbHEMUM pAciemom 00béma monauea,
YMO NO360AUM YMEHbULUNG HOZPEUHOCIU, BO3HUKAIOWUE NPU IKCHIYAMAayuu moniueomepos. 1 nasuvim npeumyuecn-
60M OGHHOU cucmembl 6y0em ycmpaneHue noePeuwtHOCmu, O3HUKAouell npu I60T0YUAX 030YUHO20 CYOHA, A MAKICE
npu €20 HePaBHOMEPHOM OBUINCEHULL.

B oannoti pabome nposooumcs nosmannas papabomka 1ab60pamoprHo20 CmeHOa 05 UCCAEO08AHUSL MPEXMoyeH-
HO20 Memoda uzmepenus monaued. B xode pabomel Ovin cobpan cocyo, mooerupyrouull MonIusHslll 6aK 8030YUHOZ0
cyona. Cocyo npedcmaensiem co60l CMEKIAHHYIO eMKOCMb C HOSPYICHBIMU UMepumenvuvimu oamuuxamu. Taxoce
ObLT nposeder pacuem MOCMOBOU HNEKMPUYECKOT CXeMbl, PACCUUMBIEAIOWell 3HAYEHUEe HANPSANCEHUS HA KAHCOOM Oam-
yuke. B kauecmee 3amenbl MONIUBA UCHOIB308ANOCH MPAHCHOPMAMOPHOE MACIO, BbICHYRAIOUee 8 Kauecmee OUdJieK-
mpuxa. Buli 3anucan npoepammublii Koo 0Jist MUKPOKOHMPOLEPA.

Ilpeonooicennviii cnocob obnadaem psaoomM RpPeuMyuwjecme 8 CpAHeHUu ¢ MpaouyUOHHbIMU CHOCObaMU 3amepd
VpogHsL monaugd. B pabome npedcmasiiena MamemMamuieckas Mooeib, Ha OCHO8e KOMOPOI NPOU3800ULOCH USMEPEHUE
VDOGHSL MONUBA 8 MONIUBHOM OAKe 6030YUHO20 CYOHA.

Kniouesvie crosa: Jla6opam0pﬂaﬂ ycmanoska, moniaueomep, MONIUBHDBILLL 6CZK, nocpewHocnts, asuayusl.
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Introduction. The main objective of the method is to
eliminate an error in case the surface of the fuel deviates
from the position when the fuel is not affected by external
forces [1].

The three-point method of fuel measurement involves
the use of three fuel meters that determine the coordinates
of the points located on the surface of the fuel and the
electronic computing device with the geometric character-
istics of the fuel tank introduced into it [2—4].

The obtained spatial coordinates of the three points lo-
cated in the fuel tank in the computing device can be used
to simulate the plane at the fuel surface (fig. 1). The re-
sulting plane isolates the upper (empty) part of the fuel
tank [5-8]. Using the mathematical apparatus of the re-
sulting truncated figure (truncated fuel tank), we can cal-
culate its volume.

The development of the pilot plant includes four
stages:

1. Fuel tank model design;

2. Calculation and installation of electrical circuits of
the fuel gauge;

3. Firmware of the microcontroller;

4. Test and adjustment of the installation.

Fuel tank model design. The result of the first stage
of constructing a fuel tank model is a vessel that is a glass
flask with a square section and a wooden cover with holes
to install submersible fuel meter sensors [9-11]. We use
aluminum pipes with a diameter of 10 mm and 16 mm
assembled in the form of coaxial capacitors as submersi-
ble sensors (fig. 2).

For the calculation, the inner lower surface of the ves-
sel is divided into similar sectors (fig. 3).

Fig. 1. The cross section of the fuel tank by the plane of the fuel level

Puc. 1. Cedenne TonmuBHOTO 6aKa MIOCKOCTBHIO YPOBHS TOIINBA

Fig. 2. A vessel to measure liquids

Puc. 2. Cocyn anst u3MepeHust KUIKOCTH

Fig. 3. Selected sectors of the surface

Puc. 3. BelieneHsble ceKTopa OBEPXHOCTH
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The second stage consists of the calculation and instal-
lation of the measuring bridge generating a misalignment
signal from OV to 5V.

Calculation and installation of electrical circuits
of the fuel gauge. For the calculation and simulation
of the scheme, we use an “online electric” resource
for the interactive calculations of power supply systems
(fig. 4).

Based on the modeled scheme, we install three
schemes of the measuring bridges for each sensor sepa-
rately to a prototyping board. Further, elements are con-
nected to the submersible sensor as a capacitive element
[12; 13].

Firmware of the microcontroller. Microcontroller
“WAVGAT” (fig. 5) is chosen to be a computing device
due to its docile computing performance and ease of
firmware.

Microcontroller firmware is performed according to
the following code; and an integrated development envi-
ronment Arduino is used as the development environ-
ment.

Fig. 6 shows a part of the code, responsible for creat-
ing a program code with unchanged values to be used for
the future mathematical calculations of the fuel level.

Fig. 7 demonstrates a section of the program code, de-
signed to indicate the analog inputs, which are supplied
with an analog signal in the form of voltage from 0 V
to 5 V. This signal comes from the bridge circuit of the
measuring unit.

At this stage (fig. 8) analog-to-digital conversion of
the input signal is performed to facilitate further mathe-
matical calculations [14; 15]. The calculated values as
well as the constant values are used to continuous compu-
tation of the secant plane.

Fig. 4. Electrical diagram of the measuring bridge

Puc. 4. SHGKTpI/I‘-IeCKaSI CXeMa U3MEPUTEIIbHOI'O MOCTa
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Fig. 5. Microcontroller WAVGAT

Puc. 5. Mukpokonrpoiiep WAVGAT
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z@
za

S/Const: size
int xMax = 12@;
int yMax = 12@;
int zMax = 708;
int &5 = 17;

int z@;
int z1;
int zZ;

A/Const: coordinate

float x@ = xMax * @.15;
floot y@ = yMax * @.15;
float x1 = xMax * @.85;
float y1 = yMax * @.15;
float x2 = xMax * @.15;
float y2 = yMax * @.85;

Fig. 6. The designation of the model vessel dimensions
and the position of the submersible sensors

Puc. 6. O603HaueHNE Pa3ZMEPOB MOJIEIH COCya
U TI0JIOKEHUE TIIOTPYKHBIX JAaTYUKOB

vold setup() {
AF put your setup code here, to run once:
Serial.begin(960@);

ffHeight
pinModeCA@, INPUT);
pinModeCAl, INPUT);
pinMode(AZ, INPUT);

}
Fig. 7. Designation in the code of analog inputs
Puc. 7. O603HaueHNE B KOJIE aHAJIOIOBBIX BXOJ[0B
= analogRead(A@);

= map(z@, @, 1823, @, 208);

F/Z8 = constrain{z@, @, 2008);

zl
zl

= analogRead{Al);
= map{zl, @, 1823, @, 268);

/21 = constrain{zl, @, 28@);

zZ
zZ

= analogRead(AZ);
= map(zZ, @, 1@23, @, 2@@);

Ffze2 = constrain(zZ, @, 208);

int
int
int
int

int
int

A= (Qyl +y0) * (22 - z8)) - ((y2 - y@) * (z1 - z8));
B=((x1+x0) * (22 - z8)) - ((x2 - x@ * (21 - z@0);
C= (0 + x@) * (y2 - y8)) - ((x2 - x@) * (y1 - y8));
D=(-x@*A)+ (y@ *B) - (z0 * ();

=

= 8;
zZ=8;

Fig. 8. Analog-to-digital conversion and computation
of the secant plane equation

Puc. 8. AnanoroBo-nudpoBoe nmpeodpazoBaHue
U BBIYMCIICHUE YPABHEHUS CEKYILEH INIOCKOCTH
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Nested loop (fig. 9) calculates the height of the fuel
level in each sector of the fuel tank model.

for (int x = 1; x <= xMax; x++) {

for (int ¥y = 1; ¥y <= yMox; y++) {
Z=((-x*A) +(y *B) -D) /
V+=5*7;
}
}

Fig. 9. Nested loop

Puc. 9. Biio)XeHHBIN UK

After the firmware, the output channels of bridge cir-
cuit rectifiers are connected to the microcontroller analog
inputs and the operation of this system is tested. Trans-
former oil is used as a dielectric to replace aviation fuel;
this eliminates the need to do insulation for submersible
Sensors.

Conclusion. By applying these corrections in the cal-
culations, it becomes possible to perform computations
with higher accuracy. It is possible to notice, the virtual
truncated model corresponds to the real level of fuel tank
filling factor, and the error in case of external forces does
not occur, since the section plane will tilt in the virtual
model while maintaining the volume.

The system shows some deviations during the meas-
urements, but in general, the reliability of this measure-
ment method has been confirmed and has got prospects
for further development with more accurate measuring
devices for better measurement accuracy.
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A two-level system of data transmission in the optical range is considered between a low-orbit spacecraft located in
a sun-synchronous orbit and a repeater satellite located in a geostationary orbit. This topic is rather relevant due to the
fact that the rapid development of remote sensing satellites resulted in the increase of the amount of transmitted infor-
mation, which in consequence introduced new requirements for communication systems. The increase of data transmis-
sion rate and severization of requirements for communication systems contributed to the development of one of the most
promising areas of space communications, based on the information transmission via a laser channel, due to a high
energy concentration and a much higher carrier frequency. The prospects for the application of optical communication
systems are designated by lower power consumption, dimensional specifications and the mass of the transceiver equip-
ment of the optical range (compared to radiofrequency range systems).

The article describes the solution of application of optical communication link between a low-orbit spacecraft and a
repeater satellite. The main factors that contribute to the attenuation in the process of signal propagation along the
route are presented and analyzed. A model of a communication channel between a low-orbit spacecraft and a repeater
satellite is provided for a visual image. Two different approaches of mutual guidance and tracking of laser terminals
are described for using beacons and without ones. EDRS foreign system is considered as an analogue. The estimation
of the main parameters of the communication link is given.

The communication system considered in the article will allow for greater carrier capacity of the data transmission
in the optical range between the low-orbit spacecraft and repeater satellite. The application of this system will allow
solving problems, including in the interests of any departments and structures of the Ministry of Defense of the Russian
Federation, for which the rate of obtaining information is one of the basic requirements for a satellite communication
system. The tasks of precise targeting of receiving and transmitting devices arising as a result of narrow beam patterns
can be solved with current technical means.

Keywords: optical communication, low-orbit spacecraft, repeater satellite, channel parameters.
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Paccmompena 08yxyposHesas cucmema nepedadu OAHHbIX ONMUYECKO20 OUANA30HA MeNCOY HUSKOOPOUMAIbHBIM
rkocmuyeckum annapamom (HKA), naxooswumcs Ha conHeUHO-CUHXPOHHOU opOume, u CHYMHUKOM-PDEemPAHCISMOPOM
(CP), Haxooswumcs Ha eeocmayuoHapHol opoume. J{anHas mema A61Aemcs 8ecoMd AKMYAIbHOU 8 C8A3U C MeM, Ymo
cmpemumenvHoe pazeumue CHYmMHUKO8 OUCMAHYUOHHO20 30HOUPOBAHUSL 3eMAU NPUBETO K NOBbIUEHUIO 00beMO8 nepe-
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dasaemoll UHGpopmayuy, Ymo @ cle0Cmeul nPUBeio K HOGbLM mMpebo8aHUsIM K CUCTEMAM C653U. Yeenuuenue ckopocmu
nepeoauu OaHHbIX, NOGbIUICHUE MPEOOBAHUL K CUCEMAM C8i3U CHOCOBCMBOBAN0 PA3GUMUIO 0OHO20 U3 NEPCHeKmuUe-
HbIX HANPAGNIeHUll KOCMUYECKOU C6A3U, OCHOBAHHO20 HA nepedaye UH@OpMayuu no Id3epHOMY KAHALy 61azodaps
BbICOKOU KOHYSHMPAayuu SHepeul u 20pazoo 6oiee vblcokoll uacmome Hecyuel. Menvuiee snepeonompebienue, 2aba-
PpUmHble pazmepul U MAcca npueMonepeoaroujeli annapamypsl ORMU4ecK020 OUand3ona (N0 CPAGHEHU ¢ CUCmeMamu
PaouoouUanasona) onpeoeom nNepeneKmuebl RPUMEHEHUs. ONMULECKUX CUCTNEM CE3U.

B cmamve onucano pewenue ucnonvzoeanus mexcoy HKA u CP onmuueckoil aunuu césnsu. Ilpusedenst u npoana-
JUBUPOBAHBL OCHOBHbIE (PAKMOPbI, BHOCAUUE OCIADNCHUe 8 NPOYecce PACHPOCMpPanerus cueHania Ha mpacce. Ipugede-
Ha Modeltb 0Jis Ha2isi0H020 omoopadicenus kanana ceésasu medxcoy HKA u CP. Onucanvl 08a pasnvlx no0xo0a 63aumMHO20
HABEOCHUsI U CONPOBONCOCHUS IAZEPHBIX MEPMUHANOE C UCNOTb30BAHUEM MAAKOS8 U 0€3 MAsAK08. B kauecmee O1u3zko20
ananoza paccmompena 3apybescnasn cucmema EDRS. Tlpusedena oyenrka 0CHOGHbIX NAPAMEmMpPo8 TUHUU CEA3U.

Paccmompennasn 6 cmamve cucmema ceéazu cmodcem obecnedums 60OIbULYIO RPONYCKHYIO CNOCOOHOCMb NPU nepe-
Odaue danuvix 8 onmuyeckom ouanazone medicdy HKA u CP. [Ipumenenue 0anHotl cucmemvl NO360IUM peuiams 3a0ayl,
6 mom uucie 6 unmepecax n0ovix gedomems u cmpykmyp MO P®, 015 komopwix cKopocmb NOLYyHeHUs uHpopmayuu
ABNACMCSL OOHUM U3 OCHOBHBIX MPeDOBAHULL, NPEOBAGTIACMBIX K CUCTEMEe CNYMHUKOBOU C653U. 3adauu mouno2o nagede-
HUSL RPUEMHBIX U NEPeOaiouux YCMpoUucms, 603HUKAIoWUe KaK Cle0Cmeue Y3Kux Oudepamm HAnpasieHHoCu, MONCHO
Peuiums Co8PeMeHHbIMU MEXHUYECKUMU CPeOCMEAMU.

Kniouesvie cnosa: onmuueckas C64130b, Hu3K00p6umaflean Kocmuueckutl annapam, CnymHuxK pempaHcisimop,

napamempul Kanajia.

Introduction. One of the promising areas for the de-
velopment of space communication systems is the appli-
cation of an optical communication system (OCS). These
systems allow for greater carrier capacity with less power
consumption, dimensional specifications and weight of
transceiver equipment than the radiofrequency range sys-
tems currently in use. Wireless laser communication is a
type of optical communication using electromagnetic
waves of the optical range (light) generated by a laser
source transmitted in free space.

Potentially, optical communication systems can provide a
high rate of information flow — up to 1-10 Gbit/s and higher,
with onboard equipment weight of 35-70 kg [1].

These advantages of optical communication systems
in comparison with radiofrequency range systems cause a
growing interest to transmitting data between spacecraft
in the optical range in the space industry.

At the same time, the application of optical antennas
with narrow radiation patterns in laser terminals of low-
orbit spacecraft (LOS) and repeater satellites (RS) defines
firm requirements for the mutual guidance of antennas
axes, which results in a number of technical difficulties.

System description. Fig. 1 shows a schematic image
of the considered communication system, which solves
the problem of delivering the information from a low-
orbit spacecraft (LOS) to a ground information receiving
station (GIRS) via a repeater satellite (RS). Information is
delivered from the LOS to the RS in the optical range, and
from the RS to the GIRS — in the radiofrequency range.

An Earth remote sensing satellite is considered in the
function of a LOS. The Earth remote sensing satellite
receives the information about the Earth’s surface and
objects on it, the atmosphere, the ocean, and the upper
layer of the earth's crust by means of noncontact methods,
when the data recorder is distant from the object under
study.

Requests of military departments serve as an effective
stimulus for the development of Earth remote sensing
systems [2; 3]. In this case, the speed of information
delivery to the consumer plays a particularly important
role.
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The system in question operates in a session mode.
The duration of communication sessions is limited by the
time of a line-of-sight coverage of laser terminals. In ad-
dition, the time of communication sessions is limited by
the possible exposure of a solar radiation into the optical
receivers, as well as by arrangement features of the com-
munication terminal on the LOS.

Ensuring of mutual detection and guidance of LOS
and RS is carried out by using lasers-beacons installed on
each spacecraft. These lasers-beacons emit at a wave-
length close to 800 nm, ensuring a high visibility of the
spacecraft. The use of this wavelength is due to the con-
venience of recording by means of widely available
charge coupled device (CCD) matrices, as well as the
possibility of application of spectral separation of the tar-
get information (TI) transmitter signal and the beacon
signal [4; 5].

During the procedure of mutual detection, the anten-
nas axes of both laser terminals are turned to the calcu-
lated angles, the RS laser terminal switches on a beacon
radiation source. The LOS laser terminal generates
a response in the RS direction during the registration of
the beacon beam from the RS at a wavelength close to
800 nm as well. This signal is received by the RS and the
system entries into a tracking mode. The tracking mode
requires using beacons to maintain the spatial orientation
of both spacecraft [6; 7].

The use of beacons is not always necessary, thus in a
foreign EDRS system, spatial guidance is performed by
means of a collimated beam (TI at 1.06 pm) with using
of quadrature detectors instead of an additional beacon
[8; 9]. The application of such an approach imposes some
limitations — the measurement of the spacecraft orienta-
tion requires a very high accuracy.

The system under consideration uses an amplitude
modulation of the radiation, which makes it possible to
apply the methods of incoherent signal reception. This
approach allows reducing the requirements for the applied
component base, since it eliminates the need for a device
that compensates for the Doppler shift of the carrier wave
of the optical range.
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In the mutual tracking mode, the LOS laser terminal
starts transmitting the TI via the transmitting optical sys-
tem at a wavelength of 1.55 um.

At the RS, the optical signal is fed to the avalanche
photodetector, then data processing takes place, the useful
signal is extracted and formed for delivering to the ground
station (GS) in a radiofrequency range. The schematic
block diagram of the LOS laser terminal is presented
in fig. 2.

The presented parameters of the communication link
(table) are calculated for the case when the LOS moves in
a sun-synchronous orbit of 700 km in altitude, and the RS
is at an altitude of 35.786 km.

Below there are the calculated formulas of the com-
munication channel of LOS — RS.

The power supplied to the receiver is calculated by
formula (1) [10]:

Prec = Ptr Glr G)‘EC Lweak LS‘iS‘t’ (1)

where P, is the transmitter power, G, is the effective
gain of the receiving antenna, G, is the effective gain of

the transmitting antenna, L., is the signal attenuation
coefficient in free space, Ly, is the path loss of the trans-
mitting and receiving equipment.

The diagram of the radiation power and the power
supplied at the receiver input (taking into account the
attenuation of the communication link) is presented in
fig. 3

The effective gain of the receiving antenna is calcu-
lated by formula (2) and depends on the wavelength, and
the diameter of the receiving telescope [10]:

2
G, = (“DJ ,
A

where A is the wavelength, D is diameter of the receiving
telescope.
The effective gain of the transmitting antenna:

32
G =25 3)

where 0 is the width of the angular pattern.

2

GS - ground station
LOS - low-orbit spacecraft
SE - satellite-repeater

Fig. 1. Schematic block diagram of a transmission channel

Puc. 1. CrpykTypHas cxeMa KaHaia Iepejadu
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Fig. 2. Schematic block diagram of the LOS laser terminal
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Channel parameters of low-orbit spacecraft — repeater satellite

Parameters Designation Value Units
Wavelength A 1.55 um
Transmitting antenna diameter D, 0.05 m
Receiving antenna diameter D, 0.25 m
Link length of LOS-RS R 35086 — 41000 km
Transmitter power P, 3 dbw
Radiation power at the receiver P, -79.8 dbw
Effective gain of transmitting antenna G, 114.4 W
Effective gain of receiving antenna G ee 105.5 db
Attenuation caused by link length Lyeak —289.08/ -290.4 db
Path loss of receiver, transmitter Ly, 5 db
Receiver bandwidth dF 200 MHz
Angular pattern width 0 6.18 sec
Noise power equivalent NEP -86.4 db
NEP M 6.6 db
Number of photons studied in 1 sec Nywa 3.89-10™ amount
Number of photons arriving at the receiver in 1 sec Nyee 1.09-10"/ 8.04-10™ amount
Number of photons in 1 bit N 549.5/402.4 amount

Trans Attenuation Rec
link length
|
PutGr |

Attenmation

Fig. 3. Diagram representing a communication channel

Puc. 3. [lnarpamma npeacTaBieHus KaHaia CBSI3H

Attenuation in free space depends only on the length
A

of the link [10]:
2
Ly =| —= |
weak (47'CR]

where R is the length of the communication link.

For a complete analysis of the system, we calculate
the number of photons emitted by the transmitter and re-
ceived by the receiver per unit of time.

The number of emitted photons is calculated by for-
mula (5) [10]:

4)

A
N, bm — E >
where 4 = P, - t, t is time, E is a quantum energy, calcu-

lated by formula (6) [10]:

)

he

E=2 (6)

where % is Planck's constant (4 = 6,63-107* J-c), ¢ is the
speed of light (¢ = 3-10° m/s).
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The number of photons received during the time ¢ is
calculated as follows [10]:

_P

rec .t

rec _W’

where fis a radiation frequency.

Since the relative velocity of a low-orbit spacecraft
and a geostationary spacecraft can reach 8 - 10° m/s, and
the distance between them is 3.086 - 107 m, it becomes
necessary to take into account such effects as light aberra-
tion and the Doppler effect [11; 12].

Light aberration. Light aberration refers to the dif-
ference in a visible direction of a light source from the
real direction to it which is caused by the finiteness of
light speed [13]. Let us consider fig. 4, which shows the
exchange of signals by LOS and RS. Suppose, at time A4,
the LOS emits a signal in the direction of the RS. At time
B, when the RS receives a signal from the LOS, the latter
will have time to move some distance /, and at time B,
when the signal from the RS reaches the LOS orbit, it will
have time to move from position 4 to 2/. In order to “get”

™)
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into the LOS, the RS must send a response at a certain
angle 0 with respect to the direction of the received sig-
nal. The angle 0 can be calculated as:

/
0 = 2arcsin| - |, 8
arcsm[RJ (8)

where R is the distance between the LOS and RS at time B.

I z ]
LOS mgse  @mosm g
A /
N\, /
N\ /
N8/
N/
SR

Fig. 4. Aberration of the speed of light

Puc. 4. AGeppamust cCKOpocTH cBETa

When the LOS is moving along a sun-synchronous
orbit, its relative speed can be estimated from above as 8
km/s, and the angle which the transmitting antenna of the
RS should be deflected at, relative to the visible direction
to the LOS, is 11 arc/s. To account for this effect, it is
necessary to install a high-speed corrector for light aberra-
tion, which is an additional device.

Doppler effect

Let us consider the longitudinal “linear” Doppler ef-
fect as the strongest [14; 15], which is described by for-

mula (9):
Viey /I—V/c’ ©)
1+V/c

where v’ and v are radiation frequencies in fixed and mov-
ing coordinate systems, V is the velocity of a mutual mo-
tion of the coordinate systems, c is the speed of light.

The change in wavelength caused by the longitudinal
Doppler effect can be written as:

m=5-5 (10)
v v

For an optical channel using a wavelength of 1.55 um,
the calculated change in wavelength caused by the Dop-
pler effect was 0.04 nm.

Conclusion. The considered two-level communication
system will provide greater carrier capacity, with less
power consumption, dimensional specifications and
weight of the transceiver equipment, than the radiofre-
quency range systems being currently in use. The applica-
tion of this system will allow solving problems, including
in the interests of any departments and structures of the
Ministry of Defense of the Russian Federation, for which
the rate of obtaining information is one of the basic re-
quirements for a satellite communication system.

The communication channel of LOS — RS is a homo-
geneous medium, where signal attenuation is determined
by the length of the communication link in the process of
propagation.
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However, there is a number of technical problems
which have to be solved for the implementation of laser
communication channels between LOS and RS:

— high guidance accuracy, mutual tracking at long dis-
tances and at space velocities of carriers are necessary;

— electrooptical equipment is becoming more com-
plex: precision optics, micrometrical mechanics, semi-
conductor and fiber lasers, highly sensitive receivers.

The following conditions are to be considered as well:

— the influence of solar illumination, resulting from
exposure of sun beams directly into the viewing sector of
the optical receiver;

— ensuring the thermal mode of antennas.
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INVESTIGATION OF THE METROLOGICAL CHARACTERISTICS OF THE PULSESPI SYSTEM
APPLIED TO THE PRECISION INSPECTION OF THERMAL DEFORMATIONS

P. S. Zavyalov', M. S. Kravchenko'", V. V. Urzhumov', V. A. Kuklin?, V. M. Mikhalkin®

'Technological Design Institute of Scientific Instrument Engineering SB RAS
41, Russkaya St., Novosibirsk, 630058, Russian Federation
2 JSC “Academician M. F. Reshetnev “Information Satellite Systems”
52, Lenin St., Zheleznogorsk, Krasnoyarsk region, 662972, Russian Federation
"E-mail: max@tdisie.nsc.ru

High-precision and reliable inspection of thermal deformations is necessary in terms of simulating the effects of
space in the ground-based experimental processing of antennas and mirror systems of spacecrafts. Inspection of objects
up to 1.5 m in size is considered in the paper. In practice, it can reach sizes up to 10 m. Requirements for thermal de-
Sformation are in range of 10-200 micrometers. The deformable surface is rough (Ra » Aypic). The measurement error,
however, should not exceed + 1 micron.

The electronic speckle pattern interferometry (ESPI) method is the most suitable for solving this problem. The
method allows to inspection objects with a randomly inhomogeneous surface. The method assumes that it is necessary
to calculate the wave phase values from the recorded picture by the digital matrix. It is the phase that contains informa-
tion about the deformation, and the spatial phase shift method is used to calculate it.

One of the measuring systems based on this method is the measuring system PulsESPI (Carl Zeiss Optotechnik
GmbH production, Germany). It has a high sensitivity which is about 50 nm. However, this measuring system is de-
signed for single measurements. In this regard, an additional software module for processing and visualization the re-
sult of a series of several hundred measurements has been developed.

The experimental test bench with a test object has been developed to research the metrological characteristics of the
PulsESPI system in accordance with thermal deformations measurements (multiple determinations). The PulsESPI sys-
tem and the Renishaw XL-80 interferometer introduced into register of measuring instrumentation of Russian Federa-
tion were located on different sides of the object 1.5 m in size. As a result of measuring the surface displacement meas-
ured by the Renishaw XL-80 interferometer and its corresponding point from the PulsESPI system deformation map are
compared. Three types of tests were carried out at the developed bench. The root-mean-square deviation of single
measurements was no more than = 0.2 um. Error was no more than = 1 um when the series of measurements was con-
ducted in which a total strain of 200 um was obtained. The results obtained suggest the possibility of using this system
for high-precision inspection of thermal deformations of large objects.

Keywords: electronic speckle pattern interferometry, method of spatial phase shift, measurement system for thermal
deformations, thermal deformations measurement.

HCCJIAENJOBAHUE METPOJIOTHMYECKHUX XAPAKTEPUCTHK CUCTEMbI PULSESPI
INPUMEHUTEJIBHO K IIPEIU3UOHHOMY KOHTPOJIIO TEPMOJE®OPMAIIMU

IT. C. 3aBbsuios!, M. C. KpaneHKol*, B. B. Yp)I(yMOBl, B. A. KyKJII/IHz, B. M. Muxaskuu’

'KOHCTPYKTOPCKO-TEXHOIOIHUECK il HHCTHTYT HayuHOro npubopoctpoenus CO PAH
Poccuiickas @enepanmst, 630058, r. HoBocubupck, yi. Pycckas, 41
’AO «H(DOpMaIIOHHEIC CITyTHUKOBBIC CHCTEMBD» UMEHH akaneMuka M.®. PemretHéBa»
Poccuiickas @enepamms, 662972, r. XKenesnoropck Kpacnosipckoro kpas, yi. Jlenunna, 52
*E-mail: max@tdisie.nsc.ru

B ycnosusax umumayuu 6030€icmsus KOCMUYeCcKo20 npocmpancmed npu Ha3eMHOU SKCRepUMEHMANbHOU 00pabom-
Ke aHMeHH U 3ePKANbHbIX CUCHEM KOCMUYECKUX annapamos Heobxo0um 6blCOKOMOYHbIU U HAOEXCHbLIL KOHMPOTbL mep-
Mmodepopmayuii. B pabome paccmampusaemcs KOHMpoib 00beKmos8 pasmepom 00 1,5 m, HO Ha npakmuke pasmep
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moacem Oocmueams 10 m. Tpebosanus no Geruuure usmepsemol mepmooeopmayuu HAXOOUMCs 6 npeodenax
10-200 mrm. [lecpopmupyemas nogepxnocms 00bIUHO s61semcsi uiepoxo8amotl (Ra » Aqymu). [loepewnocms uzmepenuii
npu 5mom 00axHCHA Obimb nopsaoka 1 mrm.

Memooom, omeeuaowum  mpebosanusM  OAHHOU  3a0auu,  AGIAEMCA  MemoO  IAEKMPOHHOU  CHeKi-
unmepghepomempuu (ESPI). /lannwiii memoo noseonsiem KOHMpPOIUPosams 00beKmbl O CAYYAHO-HEOOHOPOOHOU NO-
sepxHocmyio. TIpu ucnonb306anuu OaHHO20 MEMoOd GbIYUCTIAIOM 3HAUEHUe (Pa3bl BOIHOB020 PPOHMA, PESUCTIPUDYEMO-
20 yugposoi mampuyeti kamepvi. Paza cooepaicum uH@opmayuro o deopmayuu, a s ee 8bIYUCIEHUS UCNOTIb3YEMCs
Memoo NPOCMPAHCMEEHHO20 Pa3068020 COBU2A.

OO0HOUL U3 UBMEPUMETILHBIX CUCEM, OCHOBAHHLIX HA OAHHOM Memode, A6Aemcs usmepumenvuas cucmema Puls-
ESPI (npoussodcmeo Carl Zeiss Optotechnik GmbH, I'epmanus). Ona obradaem 6biCOKOU 4y8CMEUMENbHOCIbIO, KO-
mopas cocmaensiem nopaoka 50 um. OOHaKO OAHHAS USMEPUMENbHAL CUCEMA NPEeOHAHAYEHA 05l bINOHEeHUs. eOu-
HUYHBIX UsMepeHull. B cesazu ¢ smum paspaboman 0ononHumenbHolil RPOSPAMMHBIL MOOYIb O/ 00PAOOMKU U GU3YATU-
3ayuu cepuul U3 HeCKOAbKUX COMEH U3MEPEHUIL.

s uccnedosanus memponocuveckux xapakmepucmux cucmemvl PulsESPI, npumenumensHo K usmepenuo mepmo-
depopmayuil (MHO2OKpamHble UMEPEHUsL), pa3paboman IKCREPUMEHMATbHBIU CIMEeHO ¢ MeCmOoB8bIM 00bEeKMoM pasme-
pom 1,5 m. C pasneix cmopon obvexkma pasmewanucey cucmema PulsESPI u unmepgepomemp Renishaw XL-80,
eHecennvlll 6 I'ocpeecmp cpeocme usmepenuti P®. B kauecmee pe3yismamos cpasHUBAIUCy CMEueHue nogepxXHOCm,
usmepennoe unmepgepomempom Renishaw XL-80, u coomeemcmeyrowas eii mouxka ¢ kapmeoi oepopmayuii cucmembol
PulsESPI. Ha paspabomannom cmende nposedeno mpu suoa ucnoimaruii. Cpeonexsaopamuyeckoe OmrIOHeHUue eou-
HUYHBIX UsMepeHuti cocmaguno e bonee + 0,2 mxm. Ilpu nposedenuu cepuu usmepenuil, 8 KOMOpsiX NOIYYEHA CYMMAP-
nas deopmayus 200 mxm, owubka cocmasuna ne obonee + 1 mxm. Ilonyuennvie pe3yibmamol NO360AIOM 2060PUND
0 BO3MOICHOCIU NPUMEHEHUsL OAHHOU cUCmeMbl OJisl 6bICOKOMOYHO20 KOHMPOIsL mepmodepopmayuti Kpynuozabapum-

HBIX 00BEKmMOos.

Knrwouesvie crosa: snekmponnas cnexki-unmepgepomempus, Menoo HpOCMPAHCMEEHHO20 (Paz08020 cdsued, cuc-
mema usmepeHusi mepmooegpopmayuti, usmeperue mepmooepopmayuil.

Introduction. To determine the temperature effect on
the geometrical parameters of spacecraft elements under
conditions of simulation influence of space factors, high-
precision and reliable inspection of thermal deformations
of objects about 1.5 m in size is necessary. Special atten-
tion is paid to reflectors and mirror systems, which ther-
mal deformations should be measured with an accuracy of
1 micrometers. The maximum deformation for the entire
test period is about 200 pum, and the error of its measure-
ment should be no more than 1 pm.

The objects to be used in tests to determine thermal
deformations of surfaces are carbon fiber reflectors, the
surface of which is usually rough (Ra » Aqpic). The diame-
ter of the objects does not exceed 1.5 m, and the depth of
its central part relative to the edges is no more than 0.5 m.
At the same time, the distance between the object and the
measurement system is in the range from 1 to 6 m. Hori-
zontal vacuum installation unit with the capacity size of
600 m’ will be used to simulate the effects of space. Tests
are conducted under conditions of simulation influence of
space factors (p = 1.333 * 10-3 Pa; t+ 150 ° C).

The measurements of a test object made of aluminum
with dimensions of 1.5 x 1.5 m and having thickness
of 5 mm were made as part of this work. The surface of
the object was rough. Tests were conducted under normal
conditions.

Method of measurement. A review of contactless
methods for measuring large-sized objects with a rough
surface showed that the required metrological characteris-
tics of the inspection are provided by the speckle-
interferometry method [1-3]. In order to inspection the
thermal deformations of spacecraft elements, it is neces-
sary to use the modification of the method with the use of
electronic image registration devices — the method of
electronic speckle pattern interferometry (ESPI). This

211

method has been widely used for non-destructive testing
of deformations [4], displacements [5], vibrations [6] of
various kinds of the studied environments, and also,
unlike standard methods of interferometry, this method
makes it possible to inspection objects with an optically
rough surface (randomly heterogeneous), which most of
the elements of the apparatus in the aerospace industry
possess.

The method of speckle interferometry makes relative
measurements, at which changes in the surface shape be-
tween the initial and final states are recorded. Wherein,
the shape of the object can be arbitrary. The interference
pattern is obtained both on flat and on volumetric objects.
At the same time, the depth of the object should not ex-
ceed the value of half the coherence length of the laser
interferometer.

In the optical scheme of a speckle interferometer, the
coherent radiation of the laser 1 is guided by the mirror 3
and scattered by the lens 4 on the surface of the object 7
(fig. 1) [7].

The spatial separation of the reference and object arm
occurs on the beam splitter 2. Then, the addition of the
reference wave passing through the lens 5 and directed by
the beam splitter 8 is performed with the object scattered
by the object formed by the lens 6. The intensity of final
speckle pattern distribution depends on relative phase
shift of these waves formed as a result of the deformations
on the object 7.

Digital camera 9 registers the initial and deformed
state of the object in the form of speckle images, which
are described by formula (1) [8]. The difference of the

illumination vector k, and the observation vector k,

gives the sensitivity vector s of the whole system. De-
formations are recorded in the direction of this vector. As
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a result of performing a number of arithmetic operations,
computer 10 forms a picture of interference fringes (fig.
2), which is decoded and transformed into the field of
displacements of the test surface.

1

result

(1

Information about the change in the surface of the ob-
ject carries a change in the phase ¢ of the object wave. To

refer COS(Q@+AQ) .

=1+

refer

+2, 1l

calculate it from formula (1), it is also necessary to know
two other unknowns: the intensity of the reference /g
and the intensity of the subject /,,; waves.

Thus, to determine these three variables, it is neces-
sary to register two more images that will have a known
phase shift Ag . At the same time, during the acquisition

of all three images, the object must remain stationary and
not undergo any changes (fig. 3).

Fig. 1. Key diagram of the speckle interferometer

Puc. 1. [IpunrunuansHas cxeMa CeKI-HHTepdhepoMeTpa

Fig. 2. Interference fringes

Puc. 2. HTepdepeHunoHHbIe MOJI0CH

—

t, 2

"%

"3

Pixel 2

I,

Fig. 3. Temporal phase shift method

Puc. 3. Metoa BpeMeHHOTO cliBUTA
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Fig. 4. Spatial phase shift method

Puc 4. MeToz npocTpaHCTBEHHOT'O C/IBUTa

For the m/3 shift, we obtain a system of three equa-
tions 1. Solving it, we obtain formula (2) for determining
the phase. This is the time shift method. In practice, the
sequential acquisition of three images with a motionless
object is often impossible.

Ircsult 1 1

result 2

¢ = arctan NE] )

I result2 — 1

result 1 result 3

Another way to obtain a system of three equations for
calculating the phase is the spatial phase shift method [9].
Reference wave I.¢. is projected onto the matrix at a cer-
tain angle, thereby setting the known phase shift between
adjacent pixels. As a result, you can get one image and,
moving it pixel-by-pixel, get the values of Lt 15 Lresult 25
Liequrr 3. Substituting the obtained values of illumination in
expression 2, we obtain the phase o (fig. 4).

The composition of the measuring system. One of
the measuring systems based on this method is the system
for measuring thermal deformations of surfaces PulsESPI
(hereafter — PulsESPI), manufactured by Carl Zeiss Op-
totechnik GmbH, Germany (fig. 5). Its work is based on
the spatial phase shift method. The sensitivity of this sys-
tem is less than the value of the wavelength of optical
radiation and is about 50 nm. It shows good results in the
quantitative analysis of the correlation fringes of high
contrast obtained using a pulsed laser [10; 11]. Moreover,
for work in conditions of a thermal pressure chamber
simulating the climatic conditions of a spacecraft, it is not
always possible to create ideal conditions for the stability
of the base. In this case, the application of the double-
pulse laser mode [12-14] is also important. It is also
known that the PulsESPI system was used to measure the
deformations of the reflector in the thermal vacuum
chamber in the DLR in Berlin [15; 16].

The main components of the PulsESPI system are:
synchronization wunit 1, data analysis system 2
(FRAMESplus), HLS-R20 ruby pulsed laser 3 (wave-
length 694 nm, pulse energy 1 J, pulse duration 20 ns,
coherence length 1 m), optics 4, CCD camera 5 (resolu-
tion 1280 x 1024 pixels, pixel size 6.7 x 6.7 microns).

The data analysis system (FRAMESplus) is designed
to work with a single measurement of deformation. Cycle
processing from several single measurements is possible
using additional software packages. At the same time, this
processing takes a long time. Therefore, for processing
and analyzing a series of measurements, an additional
software module has been developed that allows one to

load source data into FRAMESplus automatically and
save the results in a separate file. With this software mod-
ule it is possible to process and visualize a series of sev-
eral hundred measurements with minimal operator in-
volvement.

System testing. To test the PulsESPI system in order
to determine its metrological characteristics, a bench has
been developed, the scheme of which is shown in fig. 6.

An aluminum sheet 2 with dimensions of 1.5 x 1.5 m
and a thickness of 5 mm is used as the test object. The
elements of the spacecraft, in turn, may have a reflectivity
different from aluminum. Therefore, in the process of
setting up the PulsESPI system, one of the stages of ad-
justment is to adjust the brightness of the object beam.
The reference beam in all experiments has a similar inten-
sity, and the object beam is adjusted to it. For this, the
possibility of changing the object beam diameter and the
diameter of the aperture diaphragm of the camera lens is
provided.

The PulsESPI 1 system is placed at a distance of no
more than 6 m on one side of the object, and on the other
side of the sheet a reflector 3 and the Renishaw XL-80 4
displacement interferometer are placed. The object is rig-
idly fixed to the inflexible columns 5, thereby providing
the necessary rigidity. The surface area measured by the
Renishaw XL-80 is deformed by the actuator 6. The
measurement results compare the displacement readings
recorded by the Renishaw XL-80 and the corresponding
point from the deformation map obtained by the PulsESPI
system. This is possible due to the fact that the sensitivity
vector § of the PulsESPI system and the direction of
measurement of the linear movement of the Renishaw
XL-80 coincide.

The Renishaw XL-80 interferometer and object col-
umns are mounted on a massive base 7, which ensures
their immobility relative to each other during the tests. To
ensure the accuracy of measurements, external sources of
vibrations and fluctuations of the measuring point were
eliminated, optical paths were isolated, the synchronicity
of reading registration and the PulsESPI system at the
level of not more than 0.01 s. was provided.

Three types of tests were carried out:

1. Determination of measurement error between adja-
cent frames. In the process of testing the object is station-
ary, it has no effect. One hundred and twenty frames are
recorded. Fig. 7 shows an example of a decoded interfer-
ence pattern and a color matching scale in the image of
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the deformation value. It can be seen that the right, left
and lower parts of the object are not deformed. These
areas correspond to the columns and the area measured by
the Renishaw XL-80 (indicated by a white mark), which
is stressed by the actuator. The upper and central parts of
the object are free and can oscillate, which can be ob-
served on the deformation map.

Fig. 8 shows a histogram of the measurement error
distribution frequencies: the difference in measurements
at a point obtained from the deformation map of the Puls-
ESPI system and measured by the Renishaw XL-80 inter-
ferometer. The standard deviation was 0.17 pm.

2. Determination of the measurement range between
two adjacent frames. The object is stationary, the area
measured by the Renishaw XL-80 is deformed (indicated
by a white mark). The magnitude of the deformation dur-
ing the test is constantly increasing. It starts with a value
of 0.5 um between adjacent frames and ends with a value
of 10 pum. It is necessary to determine at what amount of
deformations the interferograms will be correctly proc-
essed.

Fig. 9 shows an example of a decoded interference
pattern and a color matching scale in the image of the
deformation value.

It can be seen that the right and left parts of the object
corresponding to the columns, are not deformed. At the

same time, the area measured by the Renishaw XL-80 is
deformed by an actuator by a value of about 10 um. Be-
cause of this, there is a pass of the fringes in the lower
part of the object when decoding the deformation map
(areas are marked with white rectangles). When an object
is deformed by an actuator of about 5 um, no pass of the
friges is observed (fig. 10).

Fig. 11 shows the difference between the readings of
the Renishaw XL-80 interferometer and the PulsESPI
system. The difference is random up to a deformation
value of 6 um, and its value is similar to the error value of
test 1. However, with a deformation of 7 pm or more,
when a pass of the fringes occurs, the error increases and
begins to be systematic.

3. Determination of the total range of deformation
measurements at which the measurement error does not
exceed 1 um. The object is stationary, the area measured
by the Renishaw XL-80 is deformed (indicated by a white
mark). The value of the deformation during the test is
constant and equal to 5 um (fig. 10). Seventy frames are
registered and thus the total deformation obtained for the
entire test is of about 350 microns.

Fig. 12 shows the difference between the accumulated
readings of the Renishaw XL-80 interferometer and the
PulsESPI system. It can be seen that the difference in
readings is less than 1 um up to a value of 230 microns.

Fig. 5. General view of the PulsESPI System

Puc. 5. O6muii Bux cucreMsl PulsESPI

Fig. 6. Test bench layout of the PulsESPI

Puc. 6. Cxema cTena ajis ucnbitanuii cucremsl PulsESPI
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-9.46 um
Fig. 7. Object deformation map. Test 1 (deformation at point 0 microns)

Puc. 7. Kapra nedopmarnuii oobexra (redopmarius B Touke 0 MKM)

Fig. 9. Object deformation map. Test 2 (deformation at point 10 microns)

Puc. 9. Kapra nedopmaruii oobexra (nedopmarius B Touxe 10 Mxm)
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Fig. 10. Object deformation map. Test 3 (deformation at point 5 microns)

Puc. 10. Kapra nedopmanuii oobexra (aepopmanust B TOUKE 5 MKM)
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Fig. 11. The difference between the measurements of the Renishaw XL-80
interferometer and the PulsESPI System. Test 2

Puc. 11. Pasnuna nokasanuii naTephepomerpa Renishaw XL-80 u cuctemsr PulsESPI
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Fig. 12. Difference of total measurements of the Renishaw XL-80
interferometer and the PulsESPI System. Test 2

Puc. 12. Pa3unna cymmapHbIX rokasanuii narepdepomerpa Renishaw XL-80
u cuctemsl PulsESPI
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A possible reason for the appearance of an accumulat-
ing error is the instability of the temperature of the room
in which the tests were conducted.

When tested in conditions simulating the impact fac-
tors of outer space two changes will occur in the optical
measurement scheme: a window will be added, by means
of which optical radiation will be brought inside the vac-
uum unit and the refractive index of the medium will
change.

The presence of a vacuum has a positive effect on the
measurements, since there will be no air flow, and the
change in the temperature of the medium will not affect it.
Due to the relativity of measurements, the window will
not introduce an error in the measurement results. Error
will occur only if there is a temperature gradient on the
window [17].

Conclusion. As part of this work, the study of the
PulsESPI measuring system was carried out, based on the
method of electronic speckle pattern interferometry. This
method performs the inspection of changes of the object
surface relative to the initial state. To test the PulsESPI
system for the purpose of studying the metrological char-
acteristics, a test bench has been developed. As a result of
testing, the following data were obtained: the maximum
deformation between two consecutive measurements
(frames) is of no more than 5 pum (with a larger step, the
fringes gap occurs and, accordingly, the deformation
value is calculated incorrectly); the maximum total de-
formation for the entire test period, at which the error
does not exceed + 1 pm, is no more than 200 pm. The
results obtained and the chosen measurement method al-
low us to speak about the possibility of using this system
for high-precision inspection of thermal deformations of
large-sized objects, such as reflectors and elements of
mirror systems of spacecraft under conditions of simula-
tion of space impact factors.
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THE METHOD OF THE DISK FRICTION DETERMINING
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Low mass flow centrifugal pumps are currently widely used in the energy supply system of liquid rocket engines, the
engines of correction, docks, consisting of on-Board power sources on-Board sources power supply system of fuel com-
ponents in the in gas generator systems for inflating fuel tanks, and in temperature control systems of aircraft and
spacecraft.

When designing low mass flow centrifugal pumps for aerospace purposes, methods for calculating and optimizing
the flow rate are often used corresponding to the design methods of full-size centrifugal pumps, which limits the mode
and design potential of pumps and affects their energy characteristics and reliability. Reliability requirements often
lead to the need to reserve units and fuel-supply systems.

Despite the large amount of research works, the issues of reliable design of low mass flow centrifugal pumps with
high energy and operational parameters for spacecraft and aircraft remains an urgent task.

The article analyses the operational parameters of low mass flow centrifugal pumps used in aircraft and spacecraft
power systems. Taking into account working fluid used and the temperature range, it was found that a laminar rota-

tional flow with Reynolds number characteristic Re =10 +3-10° is realized in the lateral cavity between the impeller
and the pump housing.

The determination of power losses on disk friction of the impeller technique is developed taking into account design
features and the applied schemes. Equations for determining the disk friction coefficients are consistent with the de-
pendencies obtained by other authors. The obtained equations for the laminar rotational flow made it possible to de-
termine the dependences for the resistance moment and the disk friction power of the impeller determining of a low
mass flow centrifugal pump.

Keywords: disk friction, power balance, low mass flow centrifugal pump, dynamic spatial boundary layer.

METO/JUKA OIIPEJEJEHUA JUMCKOBOI'O TPEHUSA MAJIOPACXOIHBIX
HOEHTPOBEXHBIX HACOCOB

A. A.3yes', B. II. Hazapos', A. A. Apuronsa’, M. M. Ierpos®
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Maflopacxodeze LfeHmp06€9fCHbl€ HACOCbl 6 HAcmosuee 6pems Haxoosm WUpoKoe npumereHue 6 cucmemax mon-
JUBONOOAUU HCUOKOCHIHBIX paxkemHvix osueamenetl Manotl mszcu, osueamensix Koppekyuu u opueHmayut KOCMuUu4eCcKux
annapamose, 6 cocmaee 60pm06blx UCMOYHUKOB MOUWHOCMU, 2A302€HEPAMOPHbIX CUcCmemax Hadyea monJjiu6HsblX 6(1](’08,
cucmemax mepmopecyauposanus i1emameilbHblX U KOCMUYEeCKUxX annapamaoe.
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Ilpu npoexmuposanuy ManopacxooHvIX YeHmpoOes CHbIX HACOCO8 AIPOKOCMUHECKO20 HAZHAYUEHUS 3a4acmylo Uc-
NOAbL3YIONM Memoobl paciema U ONMUMUZAYUU NPOMOYHOU Yacmu 6 DObulell CIMeneHu Coomseemcmeayouue pacien-
HbIM MeMmOOUKAM NOTHOPA3MEPHBIX YEHMPOOENUCHBIX HACOCO8, YMO OZPAHUYUBAEN PENCUMHBLI U KOHCMPYKMUGHbIU
NOMEHYUAT HACOCO8 U GIUSAEN HA UX IHep2emudecKue napamempsl u Hadexcnocmo. Tpebosanus obecneuenus: Hadeic-
HOCMU 3a4acmyio npueoodsim K HeoOX00UMOCMU Pe3epEUPOSAHUS A2pe2amo8 U CUCHeM MONIUGONO0aYU.

Hosmomy, necmompsi na 601bUOT 0OBEM NPOBEOEHHBIX HAYUHO-UCCIE008AMENbCKUX pabom, pa3pabomka Memoou-
KU BPOEKMUPOBAHUSL MALOPACXOOHBIX YEHMPOOENHCHBIX HACOCOS C BLICOKUMU IHEPLEMUUECKUMU U IKCIILYAMAYUOHHBIMU
napamempamuy annapamos 0Cmaemcst akmyaibHol 3a0ayell paKemto2o 08U2amenecmpoeHus.

B cmamwve nposeden ananus pejcumuvlx napamempos MaiopacxoOHbiX YeHMpPOoOEeNCHbIX HACOCO8, UCHONb3YEMbIX
8 SHEP2eMU4ecKUx CUCeMax 1emamenbHbix u Kocmuyeckux annapamos. C yuemom ucnonv3yemvix paboyux mei u oua-
NA30Ha MEMNEPAMYPHO20 PENCUMA BbIABNIEHO, YMO 68 NOTOCHU MEJCOY PADOUUM KOECOM U KOPHYCOM HACOCA Peanu3y-

emcs TAMUHAPHOe 8pauiamenbHoe mederue ¢ xapakmepuvimu yuciamu Petinonvoca 6 ouanasone Re = 10° +3-10°.

C yuemom KOHCMPYKMUBHbIX 0COOEHHOCMEN U NPUMEHAEMbIX CXeM pa3padbomana Memoouxa onpeoeieHus nomeps
MowHOCMU HA OUCK080€e mpeHue pabouezo Konecd. Buipasicenus 01 onpedeneHus Kodagh@uyuenmos Oucko8o2o mpeHus
CO2NACYIOMCA C Pe3yIbmamamu, NOAYUeHHbIMU Opyeumu agmopamu. Tlonyyennsie guipadcenus 0N TAMUHAPHOL0 6pPa-
WamenvbHo20 Mmevenuss NO360UNU ONpedeums MamemMamuyeckue 3asUcUMocmu OJia OnpeoeseHus MOMeHma conpo-

muejlenHusa u MouwjHocmu OUCK0B020 mpenus pa6oqeeo KoJjieca Maﬂopacxodnoeo ueHmp06€9iCH020 Hacoca.

Kniouegvie cnosa: ouckosoe mpenue, bananc MowHOCMU, MALOPACXOOHBII YEHMPOOEICHBII HACOC, OUHAMUYECKUU

NpOCMPAHCMEEeHHbLL NOSPAHUUHBLU CIIOLL.

Introduction. A lot of research works [1-9], includ-
ing low-flow centrifugal pumps [10-20], are devoted to
methods of calculating, modelling, and designing cen-
trifugal pumps for liquid rocket engines (LRE). In [1], an
experimental characteristic of the rotational speed effect
on the impeller speed is considered. In [4—7], the effect of
the blade channel on the centrifugal pump performance is
researched. The article [9] is devoted to design methods,
as well as to the influence of geometrical and operational
parameters on the velocity fields and performance distri-
bution of low mass flow centrifugal pumps.

In research works by A. V. Bobkov [10-14], an analy-
sis of the miniaturization of centrifugal-type supercharg-
ers on the kinematic parameters of the working fluid,
which allow taking into account the factors of small size
of the structure, has been carried out; the possibilities of
increasing the efficiency of small-sized centrifugal elec-
tric pump units by reducing the rotor friction losses and
the possibility of the pressure characteristics increasing
were considered. In the works of V. V. Dvirny [15; 16]
methods for improving supply units and the need to en-
sure a long life of low-flow blowers are considered. In the
studies of M. V. Kraev and E. M. Kraeva [17-19], meth-
ods for calculating the energy parameters of low mass
flow pumps units are given, the main operational factors
are identified, areas of semi-open rational use and open-
type impellers that provide high values of energy parame-
ters low flow systems are defined.

However, despite the large amount of research, the
method development for designing low mass flow cen-
trifugal pumps with high energy and operational parame-
ters for spacecraft and aircraft remains an urgent task in
the field of rocket engine building.

Design and operating parameters characteristics.
Low mass flow centrifugal pumps are currently widely
used in the energy supply system of liquid rocket engines,
the engines of correction, docks, consisting of on-Board
power sources on-Board sources power supply system of
fuel components in the in gas generator systems for inflat-
ing fuel tanks, and in temperature control systems of air-
craft and spacecraft.
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Low mass flow centrifugal pumps are characterized by
the following parameters:

— working fluid consumption does
V'=300-10""m'/c;

— low discharge coefficient (the absolute velocity ra-
tio of the meridional component to the circumferential
component at the exit of the impeller)

not exceed

Sm <0.1;
U

— rotor speed of the pump from 3000 to 10000 rpm;

— impeller diameter does not exceed 0.05 m;

— speed ratio is in the range n, =40+80 [20].

As a rule, an electric drive is used as a drive for low
mass flow centrifugal pumps (including thermal control
systems (TCS)). The electric drive uses brushless DC
motors. The frequency of the drive shaft rotation is char-
acterized by the rotation speed ®=314+1047 ¢, The
required resource of low-flow pumps with ball-bearing is
40000-155000 hours of operation (from 4.5 to 18 years).
To ensure the required resource, the design schemes of
low-flow electric pump units (EPU) with supply elements
redundancy are being developed [16].

The working fluids of EPU are various technical flu-
ids: water-glycerine solvents, RM distillate oils, LZ-TK-2
coolant, etc. [19]. The temperature range of thermal con-
trol systems operability with LZ-TK-2 coolant is from -90
to +60 °C, and for immersed pumps which supply RM
distillate oil is from +2 to 220 °C. Due to the wide range
of working fluids used and operating temperatures, the
kinematic viscosity of the fluids varies within
v=1107+0.7-10"° ms.

Setting a research problem. Known methods of de-
signing centrifugal pumps do not provide conditions for
the similarity of the processes implemented in the flow
parts of the EPU and full-size turbopump units (TPU) of
liquid-propellant rocket engines (LRE). In order to in-
crease the reliability of the energy characteristics calcula-
tion, a refinement of the used calculation dependencies
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and the development of EPU design methods for the con-
sidered standard sizes are required.

Further, the EPU power balance will be considered.
The output power of a low mass flow centrifugal pump is
defined as

No=N,., - N,

mech

_ND_Nleak_Nhydr’

where N, —required power, N

necn — Mechanical power

loss, N, —impeller disk friction power, N, — leakage
power of the working fluid through the seals and N, —

hydrodynamic power loss.

It is important to note that disk losses for low mass
flow centrifugal pumps can reach 10% and depend on the
type of working fluid and operating temperatures signifi-
cantly.

Further, in the article, the methodology for determin-
ing the ratio of disk loss and power loss to disk friction
and the EPU disk resistance moment will be considered.

Disk friction coefficient determination. The turbu-
lent flow regime between the rotating impeller disk and

the pump housing meets Reynolds criterion Re =5-10,

for laminar mode Re<10°. The Reynolds criterion for
the lateral cavity between the impeller and the pump
housing is defined as
Re = coD22 ’
4v

Taking into account the geometrical and regime pa-
rameters and working fluid physicomechanical character-
istics for thermal control systems, the range for the Rey-
nolds criterion will be defined as Re =10 +3-10°, which
corresponds to the laminar flow regime.

u/U
1

0.9

-=-=-=-m=1

0.8

—m=2
0.7

== =m=3

—-—m=4

0,6

— — m=5

0,5

04

In the implementing laminar flow process the velocity
distribution in the dynamic boundary layer is determined
u_

as
( y )m
U o ’

for laminar flow, the profile degree is m=2+5.

Fig. 1 shows the distribution of laminar flow velocity
profiles.

Fig. 2 shows a photograph of the laminar boundary
layer. From fig. 1 and 2 it can be concluded that the pre-
sented velocity distribution function in the laminar
boundary layer agrees well with experiment.

Depending on the degree of the velocity profile m
there is a need to redefine the dependence of the friction
induced shear stress near the wall surface in the boundary
conditions of the laminar boundary layer 1, . The equation

for the law of friction of the gradient profile of the distri-
bution of the velocity component in the boundary layer
for laminar flow is written as
0.5
To
pU? ] '

When considering the pulse thickness loss equation
for the gradient velocity distribution profile

B mod
C(m+D)C2m+1)°

the friction induced shear stress for a rectilinear uni-
form flow is defined as
j—O.S

US**
A%

= 0.293[

kk

t,=0203p02 | Lm0
v (m+1)(2m+1)

/o

06 07 08 09 1

Fig. 1. Distribution of laminar flow velocity profiles

Puc. 1. Pactipenenenue npoguiieil CKOpOCTH
JJAMHUHApHOTO TE€UEHUS MOTOKa
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w
-
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Fig. 2. The velocity distribution profile
of the laminar boundary layer

Puc. 2. Ilpodunp pactpeneneHuss CKOPOCTH
JIAMHHAPHOTO IOTPAaHUIHOTO CIIOS

When considering the case of the working fluid flow
in the channel between the rotating disk and the fixed
wall, it is necessary to take into account the stream core
angular velocity and the disk. If the circumferential com-
ponent of the absolute flow velocity on the wall is

U,=o.R,

then the circumferential friction stress on the wall is de-
fined as
-0.
(DCR ok >
8(1]4’ *
%

If the circumferential component of the flow velocity
on the disk is

= 0.293p(mCR)2(

UD = ((DD - (OC)R >
then the circumferential friction stress on the disk will be
equal to
]05

The considered case refers to the flow at which the
distribution of the circumferential velocity component

ok

oD

<, =029%[(0, -0 P (272085

.U
corresponds to the equation i =®=const .

The thickness of the pulse loss in the circumferential
direction with an arbitrary profile degree for the laminar
flow wall can be defined as

0.4 02

After transforming this equation, the thickness of the
loss of momentum in the circumferential direction on the
wall for laminar flow is obtained

AM?*-7L
1+ H

v

i

o)

2 1
+

8. =0.04535 i
J L

222

4

1 Rg,

1

8. =Dl
Re3

c

where

8m(47m” +12m +1)

(3m+1)* (5m+1)
Vam (m +1)(7032m* +2602m° + 413m” +32m +1)
(Bm+1)(4m+1)(5m+1)(6m+1)(7m+1)(8m+1) 5

(2m+1j
+1

D1=0.04535

m

2(3m+1)(4m+1)(Sm+1) o

(m +1)(47m +1)
(3m +1)(4m +1)(5m +1)(6m +1)(7m +1)(8m +1)
2m(m+1)(7032m* +2602m’ +413m” +32m +1)

+

The thickness of the momentum loss in the circumfer-
ential direction with an arbitrary degree of profile for a
disk with a laminar flow is

0.8

|l

2 1
_+_
J L

0.01256
(1+H)J
3LJ+4L(K-2J)

0.2
53| e
(&)
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Further, the thickness of the momentum loss in the
circumferential direction on the disk is obtained as
4
1 —
5
1 L

5
ReD—c

8. =D2

where

2(3m+1)(4m+1)(5m+1)
(m+1)(47m+1)
(3m+1)(4m+1)(5m+1)(6m+1)(Tm+1)(8m+1)
2m(m+1)(7032m* +2602m> +413m* +32m+1

0.0185

D2=

(m+1) {M+ lj (4Tm+1)
m

8m(m+1) (m+l)(47m+l)_2m(47m2 +12m+1 o
@Bm+1)(5m+1) (4m+1) @Bm+1)

><(7032m4 +2602m° +413m> +32m + 1)
(6m+1)(Tm+1)Sm+1)

6m(m+1)*(47m +1)(7032m* +2602m> + 413m* +32m +1
@Gm+1)(4m+1)(5m+1)(6m+1)(Tm+1)8m +1)

The velocity distribution profile m for practically im-
portant cases (which are realized with laminar flow in the
cavity between the impeller and the pump) is summarized
in tab. 1.

Taking into account the obtained equations for the im-
pulse loss thickness in the circumferential direction, the
tangential friction stresses on the wall for laminar flow

are defined as
8

. 0293pv?Re’
Yo =" 1 >
(D1)2 R?
and the laminar disk is defined as

8

b _0293pv’Rej ,

The velocity profile distribution m for practically im-
portant cases is summarized in tab. 2 for the frictional
stresses of the laminar flow.

The friction coefficient equation for the wall and disk
of the impeller with a laminar flow is expressed as

R?
Cp = . 22"
pRe” v

Then the friction coefficient for the wall in the circum-
ferential direction with a laminar flow is defined as

0.293

1
(DI)E Re
and the friction coefficient for a disk in the circumferen-
tial direction with a laminar flow is

0.293

1 2
(DZ)E Re3, .

Tab. 3 is for coefficient determining of the disk fric-
tion and the wall in the circumferential direction with a
laminar flow depending on the degree of the velocity dis-
tribution profile. This table can be used for engineering
calculations convenience m .

The loss coefficient of disk friction during laminar
flow is defined as

Cho =

RS

c

D
Cfra =

Ch=Cly+Cpy-

For the working fluid flow case in the lateral cavity
between the working disk and the centrifugal pump hous-
ing, the angular core velocity is determined as
o, =0,50, . Then the loss of disk friction coefficient
laminar flow with laminar flow is defined as

1 0.293  0.293
2 1 +

C, = 5 T T
(o.sReD)S (D)2 (D2)?

Tab. 4 is for determining the laminar flow disk friction
loss rate and it demonstrates the analysis of the obtained
dependence and comparison with obtained results by
other authors.

0o T Fig. 3 presents the disk friction coefficient dependence
(D2)2R for the laminar flow of the working fluid at Re < 10°.
Table 1
Thickness of impulse loss on the wall and disk in the circumferential direction,
for practically important cases in laminar flow
NQ " Saw 8txD
1 2 4 4
0.136112Rg 0.271349 RS
Re?. Re%_c
2 3 4
0,206109 RS 0,441887 RS
Re?. Regﬂ,
3 4 4 4
0.27?8 RS 0.6?82 RS
Re§ Reéﬂ.
4 5 4
0.33121R§ 0.831828Rg
Re? ReéfC
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Table 2
Tangential friction stresses on the wall and disk in the circumferential direction,
for practically important cases in laminar flow
Ne m Tga T(?a
1 2 8 3
0.794158pv” Re? 0.560269pv” Re3,
S R’
2 3 8 8
0.645415pv” Re’ 0.437328pv” Re3, ,
R’ R’
3 4 8 3
0.563045pv” Re} 0.366766pv* Re3, .
S R’
4 5 8 8
0.508432pv” Re3 0.320017pv* Re}) .
R’ R’
Table 3
Friction coefficient on the wall and disk in the circumferential direction,
for practically important cases with laminar flow
Ne " C}iu CfDrtx
1 2 0.794158 0.560269
2 2
Re? Re)_.
2 3 0.645415 0.437328
2 2
Re? Rej)_.
3 4 0.563045 0.366766
2 2
Re} Rej_,
4 5 0.508432 0.320017
2 2
Re? Rej_.
Table 4
Disk friction coefficient, for practically important cases with laminar flow
Ne m G. Shlikhting Cimbus, F. SHul’tc-Grunov C
K. Smiden M
1 2 1.787844
2
Re’
2 3 1.429221
3.87 3.14R 2.67 —F
1 Re z ’ 1 R 5
Re? R Re? ¢
3 —=0.02 (radius to gap ratio) 1.227351
z 2
Re’
4 5 1.093553
2
Re’

If m=2 and the gradient function of laminar flow
agrees well with the dependence of G. Shlikhting [21],
then the maximum deviation of the disk friction parameter
does not exceed 7 %. If Re = 10° the difference is 5 %,
and if Re = 10° the difference is 7 %. In general, all de-
pendencies are in the region of the confidence span

224

defined by various authors and are in the parameter do-
main for disk friction coefficients from 0.113 to 0.027,
depending on the Re criterion (fig. 3). It is important to
note that when designing flow parts it is necessary to
choose the turbulence transition which depends on the
boundary conditions of the flows.
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Fig. 4 shows the dependence on the disk friction
coefficients, the friction coefficient for the wall in the
circumferential direction and the friction coefficient for
the disk in the circumferential direction of the laminar
flow required for the flow parts design and for the
power balance of low mass flow centrifugal pumps
determining.

The radial element of the tangential friction stress is
formed by the circumferential and consumable compo-
nents taking into account the bottom lines slope and leaks
through the sealing elements.

Radial stress of friction on the wall is

TgR = TBVRp + TBVRG
and radial friction stress on the disk is

D _ D D
Tor = Torp TR -

Cypro16 ., ~

0.1
0,08
0.06
0,04

0,02

1000

10000

Radial stress of friction from the circumferential com-

ponent is
Tora = &0 5
where & — tangent of the bottom slope angle.

The radial friction stress will be determined depending
on the flow rate associated with the amount of leakage
through the sealing elements, and the dependence on the
structure is similar to straight linear flow

v md

—0.25
1, =0.01256pV? | L —nx | |
v (m+1)(m+2)

where Vp — flow rate.

The one side resistance moment of the low mass flow
centrifugal pump working disk is defined as

R2
_ 2. 5.2
M, —275.[ Too ! dr = C pR;00}, .
Rl
— — G.shlikhting

------- Cimbus, K. Smiden

100000

Fig. 3. Coefticient of disk friction laminar flow

Puc. 3. KoaddumuenTt 11uckoBoro TpeHus JIJAaMIHAPHOTO TCUCHUS
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Fig. 4. Coefficient of disk friction

Puc. 4. KoahdunmeHT AHCKOBOTO TPEHUSI
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Then the impeller disk friction power on one side of
the low mass flow centrifugal pump is defined as

Nyp =Mpoy, .

Conclusion. The analysis of low mass flow centrifu-
gal pump operating parameters used in aircraft and space-
craft power systems was carried out. After analysing the
working fluid characteristics and the temperature range, it
was revealed that a laminar rotational flow with Reynolds

numbers Re =10 +3-10° is conducted in the cavity be-
tween the impeller and the pump.

The method for determining the power losses due to
disk friction of the impeller with design features and the
applied schemes was developed. The equations for disk
friction coefficient determining are consistent with the
results of other authors. The obtained equations for the
laminar rotational flow established mathematical depend-
encies to determine the resistance moment and power of
the impeller disk friction of a low mass flow centrifugal

pump.
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DEVELOPMENT OF INTERFACE MODULE EMULATOR ARCHITECTURE
FOR SPACECRAFT LIFE SUPPORT SYSTEMS

V. A. Komarov, P. V. Semkin

JSC “Academician M. F. Reshetnev “Information Satellite Systems”
52, Lenin St., Zheleznogorsk, Krasnoyarsk region, 662972, Russian Federation
E-mail: VKomarov(@iss-reshetnev.ru

The article gives an analysis of special characteristics of ground-based experimental evaluation of on-board radio-
electronic equipment, taking the control unit of up-to date spacecraft on-board control complex as the test objective.
The focus is the problem of providing testing procedures of the specific software employed in design and manufacture
process. A solution of the problem is worked out on the basis of performance of a hardware-software complex which
emulates interface modules for the computing module of control unit. According to the general operation algorithm of
the control unit, the developed complex is regarded as a multi-user system. The main functional requirements for
hardware-software emulator, regarded as the corresponding queuing system, are also defined. The results of the
experiments with the computer module operation prompted the requirements for the emulator response time from the
point of view of its operation stability in real strict-time mode. In order to ensure the required efficiency of operation,
the emulated functions of the interface modules are classified according to the severity level of their execution
determinacy. The results of experimental evaluation of the service channel hardware design variants when applying
multi-functional reconfigurable input-output digital devices allowed to develop a hardware-software emulator
structural circuit based on operation parallelism of programmable integrated logic circuits and flexibility of software
reconfiguration. The realization of emulated functions of selected classes within the available architecture was carried
out using the corresponding hardware blocks and software module. The presented analysis of the emulator response
limits was performed with the application of National Instruments technologies. The results of the developed hardware-
software emulator evaluation and practical application, as well as other possible ways of applying the proposed
approach for tests of spacecraft on-board radio-electronic equipment and space system components were also
analyzed.

Keywords: practical evaluation, spacecraft electronic equipment, multi-user system, software- hardware modeling.

PA3PABOTKA APXUTEKTYPBI SMYJISTOPA UHTEP®EHCHBIX MOAYJIEM CONPSAXKEHUS
CHUCTEM ) KXN3HEOBECIIEYEHUSA KOCMUNYECKHUX AIIITAPATOB

B. A. Komapos, I1. B. Cemxun

AO «MHpopMaIMOHHBIE CITyTHUKOBBIE CUCTEMbI» MMeHH akanemuka M. @. PemeTneBa»
Poccuiickas ®enepamms, 660041, r. XKenesnoropck Kpacrosipckoro kpasi, yi. Jlenunna, 52
E-mail: VKomarov(@iss-reshetnev.ru

Paccmompena cneyugpuxa nazemnoil 9KCnepumMeHmanbHou ompabomxu 60pmoeoll paduoIIeKMPOHHOLU annapamy-
bl Ha npumepe O0Ka YNPaeieHuss 60pPmogo20 KOMNILEKCA YNPAasNeHUs COBPeMeHHbIX Kocmuueckux annapamos. Cghop-
MYIUPOBAHA npobiiema 06ecneyeHuss NPOYecca Mecmupo8anus e20 NPOSPAMMHO20 0DeCnedeHls 6 npoyecce NPOeKmu-
posanus u uzeomosnenus. Ilpednodceno pewenue 0603HaA4EHHOU NPOOIEMbI HA OCHO8E ANNAPAMHO-NPOSPAMMHOSO
KOMNAEKCA, IMYaupyroujeco pabomy uHmep@eucHblx MoOYael CONPAXCeHUs O 8bIYUCTUMENbHO20 MOOYIs OI0KA
ynpaenenus. B coomeememeuu ¢ 0600WeHHLIM ANOPUMMOM PYHKYUOHUPOBAHUs OIIOKA YNpasieHus pazpabamvléde-
MBI KOMILEKC PACCMOMPEH 8 6U0e MHO2ONONb306AMenbCKoll cucmemvl. Onpedenenvt 0CHOHBIE (DYHKYUOHANbHbBLE
mpebosanUs K annapamHio-nPOSPAMMHOMY IMYIAMOPY KAK K COOMEEMCMEYIOWeli CUCmeme MAcCo8020 00CYIHCUBAHUSL.
Ha ocnose npogedeHHbix IKCHepUMEHMANbHBIX UCCIe008AHUT NPOYECCa (DYHKYUOHUPOBAHUS GbIUUCIUNETbHO20 MOOYIISL
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cpopmynuposanvl mpebo6anusi K GpeMeHU peakyuu IMYIamopa ¢ MoKy 3penus obecnedeHus: e2co pabomul 8 pexcume
JHCECMKO020 PeanbHo20 epeMeHu. B yensx obecneuenus mpebyemoii onepamugnocmu QyHKYUOHUPOBAHUSL NPOBEOeHA
Kaaccupurayus smMyaupyemolx yHKyull uHmepgelcrvlx Mooynell CONPs*CeHUs 8 COOMBEMCMEUU CO CIMeNneHbl0 Kpu-
MUYHOCMU 0eMEePMUHUPOSAHHOCU UX @binoaHeHus. [1o pesyromamam KCHepUMEHMANbHOU anpobayuy 6apuarmos
MEXHUYECKOU peanu3ayuu KaHaia 00Ciyicu8anus Ha 0CHO8e MHO2ODYHKYUOHANbHBIX YCIPOUCME PEKOHDUYPUPYeMO-
20 Yupposo2o 8600a/6v1800a paspabomana CMpyKmMypHdas cxema annapamHio-npocPAMMHO20 IMYIAMOPA, OCHOBAHHAS
HA 803MOJICHOCHAX NAPANNENUIMA GbINOJIHEHUS ONepayull 8 NpocpamMmMupyemvlx N02UHeCKUX UHMEZPANTbHbIX CXeMax
U 2ubKoCmuU NPOSPAMMHO20 peKoH@uzypuposanus. Pearuzayus umumupyemvix yyHkyuil 6bi0eIeHHbIX KIACCO8 8 PAM-
Kax npeosiodHCeHHOU apXumeKmypbl 8bINOIHEHA HA OCHO8E COOMBEMCMBYIOWUX annapamuslx 010K08 U NpoSPAMMHO20
mooyas. Ilposeden ananus npedeibHbIX 3HAYEHUL 8peMeHU PeaKyul SIMYIAMopa Ha npumepe e20 pediusayuil ¢ UCHOJb-
306anuem mexnonozutl National Instruments. Paccmompenst pe3ynvmamel anpobayuu u 6Heoperusi paspadomantozo
annapamHo-npocpaMMHO20 IMYNAMOPA, A MakKxice OaibHeluue HanpasieHus NPUKIAOH020 NPUMEHEHUS NPEONoHCeH-
HO20 n00X00a 8 npoyecce UCHBIMAHUL ODOPMOBOL PAOUOINEKMPOHHOU ANNAPAMYPbL KOCMUYECKUX annapamos u Kom-
NOHEHMO8 KOCMUUECKUX CUCIEM.

Knioueswvie cnosa: ucnvlmaHu, 6opm06aﬂ paduoaﬂekmpomtaﬂ annapamypa, MHO2cONnO0J1b306amMelbCKAsl cucmema,

NPOSPAMMHO-ANNAPAmMHoe MOOETUPOSaHuUe.

Introduction. Hardware-software complex for life
support systems control of up-to date long-life spacecraft
(SC) are subject to strict requirements concerning their
trouble-free operation under destabilizing effects of the
open space. One of the units of spacecraft (SC) on-board
control complex designed at JSC “Academician
M. F. Reshetnev “Information Satellite Systems” features
a control unit (CU) comprising a processor module (PM)
with a set of interface modules (IM) controlling the corre-
sponding SC systems, components and/or assemblies
(reaction-control  system, thermal control system,
electrical power system, pyro control units, actuators,
etc.).

Problem description. Complexity of the PM software
operation algorithm and several operating mode options
(regular mode, on-board attitude control, etc.) required
development of a specialized test complex applicable for
ground testing and evaluation [1]. As a rule, the CU PM is
a unified module, and the interface modules are made
with regard for specific configuration of the correspond-
ing SC service systems; that accounts for significant di-
vergence of the software versions. Data exchange of the
SC onboard central computer complex and CU PM is
possible, for example, via a multiplex exchange channel,
and the exchange of PM and IM is supported by a special
internal data exchange interface (IDEI) [1; 2]. This ex-
change attachment operates special microcircuits or IP-
cores, installed in field-programmable gate arrays (FPGA)
of IM and performing the functions of the corresponding
internal data exchange interface controllers (IDEIC). Fig.
1 presents general block diagram of the control unit.

The PM software testing procedure provides for
the possibility of issuing external commands for the PM
and the need to ensure two-way data communication of
the PM and the corresponding IMs (fig. 1). This dictates
the need for ready-made IM units connected to PM, usu-
ally featuring many hardware design and operation algo-
rithm variants aimed for different SC. Meeting these re-
quirements in PM software evaluation at the design stage
is sometimes impossible, and cost-ineffective anyway, as
it induces high expenses for supplying additional IMs [1].

Problem solving description. The problem of provid-
ing PM software advanced testing without IM can be
solved by applying a special hardware-software complex
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emulating their performance within the CU. Here are the
requirements for the emulator under development.

When the control unit installed in the spacecraft on-
board control complex operates at time intervals and in
sequence determined by the online leg of PM software
algorithm, and by external command sources (OCCC, test
instrument system, etc.), processor module of the control
unit supports data exchange with corresponding interface
modules through internal data exchange interface. Data
exchange is performed by calling the corresponding soft-
ware modules which in their turn call the IMs. Normally,
calling each IM involves data recording in control regis-
ters — control data words, followed by reading the content
of IM status register — status data words, displaying the
issued control inputs execution and current SC systems
and components status. Analysis of the state data words is
followed by the execution of the corresponding leg of PM
software algorithm. Let the control data words generated
by the PM software be denoted by the set:

Kpw ={Ki[i=11}, M
where [ — the number of IM installed in CU; K; — control
data words subset, generated by the respective software
module for i IM.

IM-generated status data words are presented in the
form of the set:

Zny ={Z]i=11}, )
where Z; — status data words subset, generated by i IM.
Thus, conversion of IM control data words subset K;

into status data words subset Z; can be generally ex-
pressed as follows:

Zi=fi(K), (3)
where f; — ratio function, generally describing the corre-
sponding conversion ( f; : K, — Z;). The type of f; func-
tion and the form of its presentation is determined by the
functional purpose, hardware design and logic of the cor-

responding IM.
The collection of ratio functions f; forms the set:

Fow ={f|i=11}, @
where Fpw — set of control data words conversions, real-

ized by the corresponding interface modules installed in
the control unit.
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In accordance with the introduced designations
(expressions (1)—(4)), the developed interface module
emulator must ensure the realization of Fpyw conversion
functions set for control data words set Kpw generated by
the corresponding software modules of the PM software
and entering through the internal data exchange interface
at random times (fig. 1). In this case, according to the PM
software general logic, new control data words are not
transferred to the corresponding IM until the status data
words generated on the results of the execution of the
previous ones are read, or their generation waiting time is
not exceeded [2].

In view of the above, the developed IM hardware-
software emulator can be regarded as a multi-user system
operating in an interactive dialogue mode [3-5]. In this
system:

— user terminals (sources of requests) are PM software
modules that generate and exchange data with the corre-
sponding interface modules;

— requests are control data words recorded in the cor-
responding registers;

— request processing means performing the conversion
of control data words into status data words;

— response means status data words generated in the
corresponding registers.

General block diagram of the developed interface
module emulator as a corresponding closed queuing sys-
tem is shown in fig. 2 [3; 4].

The main objectives of the queuing system design the
article deals with (fig. 2) is the development of its struc-
ture and analysis of the main approaches to realization
of a service channel aimed at ensuring the required

response time t:. The emulator response time t, is the
sum of the in-coming control data words queuing time

(Kpw set) — fq and the generation time of status data

words (Zpw set) — t, in correlation with conversion func-
tions set Fpy (fig. 2).

The results of experiments with operation of the con-
trol unit processor module carried out on the basis of the
ground-based debugging complex of onboard electronic
equipment [1] helped to determine the following charac-
teristic features of the queuing system shown in fig. 2.

1. The presence of several types of control data
words K; (see expression (1)), generated by the corre-
sponding software modules, and the related time con-
straints imposed on the generation efficiency of the state
data words Z;

2. Large-scale change of the time intervals between re-
transmitted calls to IM (for example, from 10 us to 200
ms), the probable values of which depend on: the online
leg of the PM software algorithm; hardware design and
current configuration of the corresponding IM; the current
status of SC systems, components, assemblies; CU opera-
tion mode [1; 2].
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Control unit of the
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Fig. 1. General block diagram of the control unit of the on-board control complex:
PM — processor module; IDEI — internal data exchange interface; IDEIC — internal data exchange
interface controller, 7 — number of control unit interface modules; OCCC — onboard central
computer complex; MEC — multiplex exchange channel

Puc. 1. O606uieHHas cTpyKTypHast cxema 0JIoKa yrpaBiieHHs: 00PTOBOrO KOMILIEKCA YIPABICHUSL:
BM — BbruncnurensHslit Moayib; BIIM — BHyTpunpu6opHsiit uaTepdeiic oomMena nanusimu; KBITH —
KOHTpOJLIEp BHYTpUNpuOopHOro HHTepdeiica oOMeHa; / — uncno naTepheiicHBIX MOAyIel COnpsoKeHHs
6toka ynpasnenus; BLIBK — 60pToBoii 1ieHTpaibHbIi BerauCIuTENbHbIN KoMILTeKe; MKO — MynbTHIiekc-
HbII KaHaJ1 oOMeHa
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I module / =1 .t

Source of request

IM emulation tools

Fig. 2. General block diagram of the interface module emulator as a queuing system

Puc. 2. O600meHHas CTpyKTypHas cXeMa 3MYJITOpa HHTEPPEHCHBIX MOAYICH
CONPSDKEHUS KaK CUCTEMBI MACCOBOTO OOCITY KHBAHUS

The analysis of the initial data for IM design, and also
for PM software design, helped to determine the follow-
ing integrated classes of control data words Kpyw:

— Class Ne 1. The time required by the emulator for
generating status data words in the corresponding regis-

ters is not more than 12 us (ffl <12us);

— Class Ne 2. The time required by the emulator for
generating status data words in the corresponding
registers exceeds 12 us, but is not more than 150 ms

(12us < Tr < 150 ms).

Thus, in accordance with the determined special char-
acteristics, hardware-software emulator of interface mod-
ules as a closed queuing system must ensure the
in-coming request processing determinacy specified by

~K1 ~K2 . . L
tr and t; wvalues, i. e. realization of real strict-time

mode related to PM internal processes in the situation
of incomplete empirical data on the incoming traffic pa-
rameters [6].

Preliminary evaluation of the service channel based on
the programmable integrated logic circuit of the recon-
figurable digital input-output device in the form of func-
tional hardware registers linked to the IP- core of the in-
ternal interface controller revealed its low processing
speed of class No.1 control data words. The correspond-
ing time the control computer requires for reading Kpw,
program conversion Fpy, : Kpy = Zpy , and recording

Zpy values into respective FPGA registers, designed with
account for breaks formed with entry of new Kpy values,

made 10—15 ms (i. e. ts=10-15 ms) regardless of control
data words queuing time.

To ensure the required performance efficiency, a
combined emulator architecture based on the features of
FPGA operational parallelism and program reconfigura-
tion flexibility was worked out [2; 7]. With the account
for the revealed discontinuity of control data words gen-
erated by PM and the given classification of speed re-
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quirements for status data words generation, Kpy and Zpw
sets can be presented as follows:

Kpw = Kg\lv U Kg\z)v > Zpw = Zg\l)v U Zg\%v )
where Kgy, and K&y — IM-emulated control data words
sets, belonging to the selected classes No 1 and Ne 2;
Z5 and ZX% — IM-emulated status data words sets,

belonging to the selected classes Nel and Ne2. Respec-
tively:

I I
Kl _ K1 Kl _ Kl
Kpw _UKi . Zpw _UZi
i=1 i=1
I I

K2 K2 K2 K2
Kpw :UKi s Zpw :UZi
i=1 =1
where K, K[ and Z[', Z* - control data words sub-

sets and generated on their basis state data words subsets,
belonging to the selected classes Ne 1 and Ne 2 for each i
IM. At that KX K% c K;;
sions (1), (2)).

In a similar way, functional separation of conversion
functions set Fpyw of the selected classes of the processed
control data words is performed:

Fow = F1§<\}V U F1§<\§/ >

Kl K2
Z;,Z; " < Z; (see expres-

I
Kl Kl /Kl
Fow :Ufz i < s

i=1

I
Faw =UM %< . )
i=1

The developed block diagram of the interface modules
hardware-software emulator, taking into account the ex-
perimentally revealed discontinuity of the processed con-
trol data words, is shown in fig. 3; it comprises a multi-
functional unit for reconfigurable digital input-output
from FPGA, controlled by the respective industrial com-

puter [8].
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Fig. 3. General block diagram of the interface modules hardware-software emulator
of SC life support system

Puc. 3. OGo01menHas cTpyKTypHas cXxeMa armnapaTHO-IpOrpaMMHOTO AMYJIATOpa HHTEPPEHCHBIX
MOJLyJIeH CONPSKEHHSI CUCTEM XKU3HEoOecIeYeHNsI KOCMUYECKOTro ariapara

General representation of the developed hardware-
software interface modules emulator as queuing systems
used in processing the corresponding requests (control
data words) of Ne 1 and 2 classes is shown in fig. 4 and 5
respectively [3; 4].

In accordance with the chosen approach, individual

service channels realizing ratio functions £X' for class

No. 1 control data words (see expression (5)) come in the
form of hardware conversion units making use of FPGA
resources (see fig. 3). This approach ensures determinacy

of Z,-Klgeneration delays and possibility of setting up
parallel individual service channels for several emulated
interface modules within a single FPGA of the applied
reconfigurable digital input-output device.

Ratio functions conversions specified by the Fpw set

(see expression (5)) are realized by the application of the
top-level program module S4*?, installed in an industrial

computer (see fig. 3). When new Ki'<2 values enter the

control registers, a single interrupt queue is formed for all
emulated IMs; in the order of their generation, interrupts
are processed in the general software module SA** by way

of reading K, their conversion and recording Z**in

the corresponding hardware registers of FPGA linked
with SWUI IP-cores.

The analysis of the probabilistic and temporal charac-
teristics of queuing systems presented in fig.4 and 5 can
be performed on the basis of standard approaches [3-5; 9;
10]. Taking into account the necessity of ensuring the
developed emulator performance in real strict-time mode

(ffl <12us, 12 us < EFZ < 150 ms) we analyze the worst
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situation of delays in status data words ZS\, and Zg,

generation through the example of the developed emula-
tor approbation in IROBO-4000 industrial computer and
PCI-7813R device [2; 8].

Class Ne 1  requests

Kl . oKl K1 PN .
Fow : Kpw > Zpyw conversion) is carried out by means

service  (performing

of already developed parallel service devices, the number
of which equals the IM number (see fig. 4).

Here the service device is thought of as SWUI IP -
core with the corresponding hardware conversion unit
making use of FPGA resources. The number of service

devices for Ky, equals the number of IMs in the control

unit; that excepts the accumulation of entering requests in
the queue; thus, the emulator response time is determined
by their service time. For the queuing system presented in
fig. 4, the service time of requests is determined only by
the time of the corresponding data words generation in
status registers, and for the given hardware-software emu-
lator implementation variant based on the results of the
corresponding FPGA project development the time equals
2 clock-cycles [11-13]:

1

~KI
tr

~KI 9
=t =2- =50-10""s,

fo  40-10°
where f.; — operational clock speed of FPGA project.
When new control data word values K of No. 2 re-

quest class enter the corresponding hardware registers, a
unified queue of hardware interrupts is formed for all
emulated IMs. The interrupts data are processed in the
S4"* software module in the order of their generation

(conversion Fix : KES 5 Z5%). Maximum delay of
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state data words Z,.I<2 generation when / = 8, caused by

control data words Kl.I<2 accumulation due to queuing in

interrupt processing (see fig. 5) may be determined on
account of the above evaluation results of the service
channel implementation; the resulting expression is [3-5]:

~K2 ~K2 ~K2
max(tr ):rnax(tq )+max('[S ):

=(1—1)-max(f§2)+max(f§2)=8-15-1o—3 =120-107s.

Thus, the maximum values of response time in status
data words generation for Ki, and K55, obtained in use
of the specified hardware-software IM emulator architec-
ture meet the requirements formulated according to the
experimental evaluation of PM CU performance. The
suggested emulator architecture allows for modification
of the implemented in SA** program module ratio sets
ngzv avoiding the FPGA project recompilation, thus pro-

viding its flexibility and unification for further industrial
application.

-

K1 Software

Zl i module 1
X KKI

K1, Software

Zf module 2

K|, ' Software

Zf ! module /

Source of request

Kl . K1 Kl
Fow i Kpe b ¥ &

Fig. 4. Representation of the hardware-software interface modules emulator
as a queuing system for processing of class No. 1 control data words

Puc. 4. [lpencTaBneHue anmmapaTHO-IMPOrPaMMHOTO IMYJIATOPA HHTEPHEHCHBIX MOy ICH
CONPSDKEHUS B BUJIE CHCTEMBI MacCOBOTO
o0ciy)KuBaHuUsI IpH 00pabOTKe CJIOB TaHHBIX yIpaBieHus kinacca Ne 1

K2 Software
Zl i module |
K2 IE Software
Zl | module 2
K2 IE Software
Z ; module /

Source of request

DW

Fig. 5. Representation of the hardware-software interface modules emulator as a queuing
system for processing of class No. 2 control data words

Puc. 5. IlpeacraBnenue anmmapaTHO-IPOTPAMMHOTO IMYJIATOPa HHTEPHEHCHBIX MOy IIeH
CONPSUKEHUS B BHIE CHCTEMBI MacCOBOTO O0CITY KMBAaHUS IIPH 00pabOTKe CIIOB JaHHBIX
ynpasiieHus kiacca Ne 2
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Conclusion. The proposed know-how (fig. 3) has
been evaluated and successfully put into operation at the
department of astrionics design and test operations
of spacecraft control systems in SC “Academician
M. F. Reshetnev “Information Satellite Systems” within
the ground-based debugging complex of onboard elec-
tronic equipment [1; 2; 14; 15]. The debugging complex
facilities emulating control unit interface modules of the
SC onboard control complex with application of the pro-
posed approach feature a set of unified devices (hardware
modules) and the corresponding “FPGA firmware” (de-
veloped IMs) that can be independently modified and then
compiled in arbitrary order within the corresponding de-
vice [11-13].

Application of the PCI-7813R reconfigurable digital
input-output board allowed emulation of eight interface
modules of the control unit; that reduced the cost of PM
software evaluation by several times and shortened its
testing time. Further operation of the developed hardware-
software emulator proved that the used approaches and
developed techniques were correct and efficient [11-15].
The developed hardware-software emulator provides for
practical evaluation of regular PM software in the envi-
ronment simulating real operating conditions of SC; that
was achieved by applying certain methods simulating
inflight contingency situations for onboard radio-
electronic equipment and spacecraft: a number of faults,
such as internal interface exchange errors, one of the IMs
partial malfunction or failure, SC unit/component/ assem-
bly malfunction, etc. [14; 15].

In general, the evaluated approaches to the method of
software and hardware modeling with FPGA application
can also be valid for analysis of space systems operation
when using special units (components) of ground-based
and / or onboard electronic equipment for simulating the
changing conditions of transmitting signals via communi-
cation channels that depend on the propagation medium,
payload characteristics, SC path, etc. [16—18].
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88, Peshe-Streletskaya St., Voronezh, 394038, Russian Federation
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The aim of this work is to consider solving complex of tasks focused on fulfilling the complicated tactical and tech-
nical requirements for regulation and monitoring equipment (RME) of electric power supply system (EPS) for a pro-
spective spacecraft. These requirements are imposed due to the need to ensure high reliability of the equipment during
operation under the influence of external factors (vacuum, vibro-impact loads, radiation, absence of convective cool-
ing), as well as to achieve high mass-dimensional parameters of the equipment and its high functionality

The complexity of problem solving lies in the need to ensure conflicting requirements — high levels of energy density,
weight and size characteristics, reliability and durability.

These problems fully apply to the RME of the EPS for a prospective piloted transport system (PPTS) which design
example shows ways of solving abovementioned problems.

The most rational way of solving these contradictions is to increase the specific energy indicators of the main com-
ponents of the RME devices — power converters, which can be achieved by using modern power electronic elements,
using new materials and semi-finished products, for example, printed circuit boards with a metal heat sink, as well as
increasing the layout density design.

Determining solution is to select an optimal structure of the power converter, which provides the best efficiency.

An additional way to reduce the mass-dimensional indicators of the RME is the use of a digital control method, the
collection of telemetric information, and the receiving and processing of commands.

At the same time, on the contrary, to ensure the specified reliability of the equipment, it is necessary to use excess
reservation at the element level — for power components, and the principles of majority reservation at the functional
block level — for control and telemetry schemes.

Using the example of RME, developed by CJSC “Orbita”, the main EPS parameters of a new generation spacecraft
are shown and most important power supply subsystems are considered in the article: the solar energy control subsys-
tem and the power storage subsystem, ways to build them for meeting specified requirements, taking into account the
proposed solutions.

As a result of this work, the optimal structures of power converters — the current regulator of the solar battery and
the current regulator of the battery — were selected, the basic principles of power components reservation ensuring the
operability of the equipment in case of a single failure of any component without loss of performance and deterioration
of RME parameters as a whole are shown.

Block-modular construction method is used for optimal layout and high reliability of the RME, it ensures uniform
heat removal from electronic components, which is especially important in vacuum conditions, minimum dimensions
and mass optimization of the RME, as well as high mechanical strength of the structure.

The implemented principles of building the RME for PPTS using this approach will allow to increase the active life-
time (ALT) and reliability of the spacecraft with a simultaneous decrease in mass and dimension parameters.

Keywords: prospective transport spacecraft, regulation and control equipment, power supply system.
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AIIITAPATYPA PEI'YJIMPOBAHUS 1 KOHTPOJISI CACTEMBI QJIEKTPOIIMTAHUSA
MNEPCIIEKTUBHOI'O IMJIOTUPYEMOTI'O TPAHCIIOPTHOI'O KOPABJISA

B. B. Capenkos, A. K. Tumenko, B. H. Bomokurun

3A0 «Opburta»
Poccuiickas ®eneparms, 394038, r. Boponex, yi. [lemre-Ctpenerkas, 88
E-mail: info@orbitaenvo.ru

Lenvio pabomvl sensiemcst peuieHue KOMMWIEKCA 3A0a4, HANPAGIEHHbIX HA GbINOJIHEHUE CILOJCHbIX MAKMUKO-
MEXHUYECKUX mpebosanuil, npedvasseMblX K annapamype pe2yiuposanus u konmpons (APK) cucmem snexkmponuma-
nua (COII) nepcnekmugHvIX KOCMUYECKUX annapamos, 006yCcio81eHHbIX He0OX00UMOCbIO 0bechedeHUs 8bICOKUX NOKaA-
3ameneil HA0eIHCHOCMU annapamypvl npu IKCHIYAMayu 6 YCI08UsIX 8030elCmEUst HEUHUX 8030€UCMBYIOWUX (DaKmopos
(8axkyym, subpoyoapmvie HASPY3KU, pacuayus, omcymcmesue KOHBEeKMUBHO20 OXAAHNCOEHUs), d MAaKice OOCHMUNCEHUS
BbICOKUX MACCO2AOAPUMHBIX NOKA3AMeell annapamypbl U ee blCOKOU (QYHKYUOHATbHOCHIU.

Cnooicnocms peuienus 3a0ay 00yCl067eHa HeOOX0OUMOCMbIO 0DeCneyeHUs NPOMUBOPEUUBLIX N0 PUUYECKOU Cymu
mpebo8anHull — GbICOKUX NOKA3amenell IHepeemudeckol nI0OMHOCMU, MACCO2abapUmMHbIX XapakmepucmuK, HaoelcHo-
cmu U 001208€4HOCMU.

B nonnoti mepe ykazannvie npobnemvl OMHOCAMCA U K annapamype pe2yiupo8anus U KOHMpPOIs CUCMEMbl deK-
MPORUMAHUSL NEPCREKMUBHO20 NUIOMUPYemo2o mpancnopmnozo kopaoas (APK IIIITK) nosozo nokonenus, Ha npume-
Pe NPOEeKMUpPOBAHUst KOMOPO20 NOKA3AH 6APUAHTIN PEUEHUs] YKAZAHHBIX 3A0aY.

Haubonee payuonanshoim cnocobom yCmpanenust YKA3aHHbIX HPOMUGOPEYULl MOJICHO HA36AMb NOBIUEHUE VYOCTIbHBIX
9HepeemudecKux nokazameiel OCHOSHbIX cocmasisiouux yempoiicme APK — cunosvix npeobpasosamerneil, Komopo2o
603MOICHO OOCMUYL NYMEM UCTIONb308AHUSL COBPEMEHHOU CUNOBOL INEKMPOHHOU KOMNOHEHMHOU 6a3bl, NpUMeHeHUs
HOBbIX MAMepuaios u norypabpuxamos, Hanpumep, NeYamHslX Niam ¢ Memaiiudyeckum menioomeo0om, d maKice
NOBbLUEHUST NIOMHOCHU KOMROHOBKU NPU NPOEKMUPOBAHUL.

B c6010 ouepeow, onpedensiiowgum pewienuem s6asemcs 6bl00p ONMUMATLHOU CIPYKMYPbL CUT08020 NPeobpa306a-
meJis, 00ecneyusaueco HauIyyulyio SHePLemudecKyio dQpexmuenocme.

Jlononnumenvuvim nymem ymenvuienusi maccozabapumuuix nokazameneti APK sensemces npumenenue yugpogozo
cnocoba ynpasnenus, coopa menemempuyecKkol uHgopmayuu, npuema u 06padomKu KOMaHo.

B mo oice spems, nanpomus, ons obecneyenus 3a0anHbIX ROKA3ameletl HA0eJICHOCMU annapamypvl HeoOX00UMo Uc-
noAb306aMb U3DLIMOYHOE PE3EPEUPOBAHUE HA YPOBHE dNEMEHMO8 (0151 CUNOBbIX KOMHOHEHMOB) U NPUHYUNBL MAIHCOPU-
MAPHO20 Pe3epeUPOBanUsl Ha YPOSHE (PYHKYUOHATLHBIX OA0K08 (0151 CXeM YNPAGNEHUsl U meaeMempui).

Ha npumepe paspabomannoii npeonpusmuem 340 «Opoumay» APK npedcmaenenvt ocrosHbie napamempuot COIT
KOCMUYECKO20 KOpablish HO8020 NOKONEHUS, PACCMOMPENbL 8ANCHEiuUe NOOCUCMEMbL JIEeKMPONUMAHUsL: HOOCUCTmeMd
Pe2YIUPOBaAHUsL COTHEUHOU dHEP2UL U NOOCUCHIEMA XPAHEHUsL DIEKMPOIHEPSUU, CROCOOBL UX NOCMPOEHUsL OISl Peanu3d-
Yuu 3a0aHHBIX MPEbOBAHULL C YUemOM NPEON0HCEHHBIX peldeHUll.

B pesynomame nposedennoii pabomol 6bl6panvl onmumaibhble CMPYKMypbl CUIO8bIX Hpeodpasosamenei — pezyis-
mopa moKa COnHeyHol bamapeu u pe2yisamopa moKa akKymyasmopHou bamapeu, npedcmasiieHvl OCHOBHblE NPUHYUNBL
Pe3epeupoBanUsl CULOBbIX KOMNOHEHMOS, 00eCneyusanyux pabomocnocobHoCmy annapamypel 6 ciyide eOUHUYHO20
omkasa 11006020 Komnonenma 6e3 nomepu pabomocnocobrocmu u yxyoutenus napamempos APK 6 yenom.

s onmumansHoUl KOMROHOBKU U blcoKOU Hadedwcnocmu APK ucnonv3osansl 0104HO-MOOYIbHYLIL CNOCOO nOCmMpoe-
HUsL, 0becneuusarowuti paeHOMEpPHbILL OMEOO MENd OM SNEKMPOHHBIX KOMHOHEHMO8, YMO 0COOEHHO 8AJICHO 8 YCI0BUAX
sakyyma, MuHumuzayusi 2abapumos u maccol APK, a maxoice 6bilcokasi Mexanuyeckas npo4HOCHb KOHCIPYKYUU.

Peanuzosannvie npunyunst nocmpoenus APK ons IIIITK ¢ ucnonv3o8anuem yKa3aHHO20 ROOX00d NO3BOIAM Y8eu-
yume cpox akmusro2o cyuecmeosanusi (CAC), nosvicums Hadedcnocmv KA ¢ 00HO8peMeHHbIM CHUIICEHUEM MACCO2aA-
bapummuwix noxkazameneu.

Kniouegvie cnosa: nepcnekmusHwiti mpaHcnopmuulii Kopadib, annapamypa pe2yiupoeanus U KOHMpOoJs, cucmema
INEKMPONUMAHUSL.

Introduction. The development of the RME for a As a rule, the RME of the piloted SC provides with
spacecraft (SC) is a multicriteria task, the successful solu-  electric power EPS of the SC with a low voltage of 28.5 V
tion of which depends on many factors. At the same time, or 32.5 V, which is due to the high safety requirements
at this stage of development of the converter and digital of the crew during the flight, maintenance and repair
circuitry, it is almost impossible to build a single univer-  work, and scheduled tasks carried out with the RME in
sal design of the RME, which would be easily integrated  full-scale space flight. On the other hand, the ARK of the
into the EPS of the SC for various purposes, due to the piloted spacecraft is subjected to strict requirements for
fact that the EPS of the SC has different voltage levels mass and size, which forms the problem of improving the
(EPS with low voltage — up to 50 V, EPS with high volt-  energy performance of RME power converters, first of all,
age — over 100 V) and power levels of the payload (from increasing their efficiency.

hundreds of watts to tens of kW). The RME is the main link in the electrical power sup-
These factors largely determine the structure, man- ply system of a prospective reusable piloted transport
agement methods and design features of the RME. spacecraft [1], which should replace the piloted space-
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ships of the Soyuz series and automatic cargo ships of the
Progress series.

Big active lifetime (SAS) (up to 1.5 years), high re-
quirements for reliability (probability of trouble-free op-
eration of the RME is not less than 0.998), multifunction-
ality, determined the need to choose the optimal structure
of the RME for the PPTS and implement unique design
solutions in it.

Application of the RME. Together with rechargeable
batteries (AB), solar batteries (SB), and onboard cable
network the system must provide [2]:

— joint work of SB and AB on the total load;

— power supply of onboard equipment of the PPTS
with a constant voltage of 32.5 V of the required quality;

— autonomous charge of each battery with a charging
current of a value corresponding to the levels of charge
current settings generated by the commands of on-board
computer systems (OCS);

— alignment of discharge currents to the total load of
parallel operating ABs, with limited discharge current
levels;

— the exchange of information with the OCS in terms
of receiving and processing commands and transmitting
telemetric information via the serial interface bus (SIB)
GOST R 52070;

— information exchange via the CAN interface with
the AB control module in terms of receiving commands
for switching on / off the charge of the battery and transmit-
ting telemetry information from the battery to the RME.

The structure and basic parameters of the RME.
The period of active existence of a PPTS is within the
limits of 1-1.5 years, while the resource of PPTS must
provide its operation both in near-earth orbit and as a part
of the near-moon infrastructure.

In this regard, the peculiarities of the operation of
PPTS determine rather strict technical requirements for
PPTS subsystems, including the RME for:

— weight and size indicators;

— reliability;

— radiation resistance;

— effectiveness;

— energy density.

As a rule, to implement high technical requirements
for the RME, the developer of the equipment has to solve
many contradictory tasks. For example, increasing of reli-
ability of the RME by reducing the load factor of elec-
tronic components (ERI) and redundancy of nodes lead to
increase in mass, and increase in efficiency and radiation
resistance reduce the energy density and, consequently,
worsens mass and dimension parameters of the RME [2—4].

The electrical power supply of the onboard equipment
in the PPTS should be provided by a low-voltage EPS
with a voltage in the range from 28 V to 32.5 V and with
a total power of up to 4000 W.

The implementation of the requirements of the techni-
cal specifications in terms of ensuring high reliability and
energy density of the RME for the PPTS is performed by
applying a block-modular method of building, backup of
power elements and nodes, microcontrollers, digital logic.
At the same time, the national radiation-resistant element
base is used in the construction of the RME for the PPTS
[2; 5].
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The block diagram of the RME for the PPTS and its
connection with the EPS of the PPTS is shown in fig. 1.

The block diagram of the ARK for the PPTS contains:
4 current regulators RT1 ... RT4, 4 charge-discharge de-
vices ZRU1 ... ZRU4 (AB current regulators), a voltage
regulator SN 32.5 V, 2 filters (one for each independent
power bus), a controller.

Subsystem for regulating solar energy. To ensure
high energy efficiency requirements, a gallium-arsenide
solar battery was used as the primary source of energy
with the following main characteristics: the power of one
SB at the beginning of a flight is 1800 W, the open-circuit
voltage is 100 V, and the short-circuit current is 37 A.

To regulate the current of the solar battery, a parallel
type regulator is used, and since a special feature of the
chosen type of solar battery compared to silicon-based
batteries is an increased electrical capacitance (up
to 1 pF), current-limiting circuits are used in the power
switch to ensure a smooth current rise trajectory.

The block diagram of the SB current regulator is
shown in fig. 2

The current regulator contains: a sensitive element, a
feedback signal adder (OS), a PWM signal comparator,
a 25 kHz sawtooth voltage generator, a current limiting
throttle, a current shunt for measuring the current teleme-
try signal of the SB, PWM signal drivers (PWM signal
amplifiers), the power elements of the regulator presented
by field-effect transistors (with series-parallel redun-
dancy) and Schottky diodes.

The regulators are structurally combined by 2 items
in 2 power modules with a capacity of 1800 W each, with
each current controller having a series-parallel redun-
dancy of the most critical power and control elements.
The specific power of each module is 703 W/kg. Each
module contains a regulator capable of switching the en-
ergy of the SB to two independent power supply buses
with the help of switching elements SE (see fig. 1).

The power delivered to the load by each SB current
regulator is 900 W.

Energy storage subsystem. The lithium-ion re-
chargeable battery with the following parameters was
used in the energy storage subsystem: operating voltage
range — (16.2... 29.5) V; maximum discharge current —
45 A; charging current is steppable, reduced during charg-
ing, having six setting levels (20.0; 10.0; 5.0; 2.5; 1.0; 0 A).

The AB current regulator is a charge-discharge device
based on direct converters of the raising and lowering
types with PWM regulation [6-12].

The block diagram of the AB current regulator is
shown in fig. 3

The AB current regulator is a charge-discharge device
that contains: a sensitive element, a feedback (OS) adder,
a current regulator with current limit, a voltage and cur-
rent feedback (OS) signals adder, a PWM “CHARGE”
comparator, a PWM “DISCHARGE” comparator, a
sawtooth voltage generator for PWM — “CHARGE” and
PWM — “DISCHARGE” comparators, an electronic fuse
on the power field-effect transistor, PWM-signal drivers
(PWM-signal amplifiers), power elements of the regulator
— field-effect transistors (with parallel redundancy) and
Schottky diodes, a current shunt for measuring the current
of the AB.
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Fig. 1. Block diagram of the RME for the PPTS and its connection with the EPS of the PPTS:
AB1...AB4 rechargeable batteries; SB1, SB2 — solar batteries; G1...G4 — solar generators, SUBK —onboard
complex control system of PPTS; MKU LIAB - lithium-ion battery monitoring and control module; SH1,
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The design contains 4 pieces of charge-discharge
power module, by 2 pcs. of charge-discharge devices
each. The module provides 700 W of power, while one
device is redundant in each module. The specific power of
each charge-discharge module is 284 W/kg.

Control of current power converters of SB and AB is
carried out automatically depending on the energy bal-
ance on board in accordance with the description given in
[13-17].

Constructive and functional features of the RME,
ensuring high reliability of the EPS. To increase the
reliability of the EPS for the PPTS two independent
power supply buses are provided in the RME. In case of
failure of any device connected to one bus (for example,
as a result of a short circuit), the second bus remains op-
erational, providing power to onboard critical loads up to
2800 W, while part of the solar battery powering the
failed bus is switched by one of the current regulators
using the SE for a working bus.

The high reliability of the RME for the PPTS is also
provided by the use of high-speed electronic short-circuit
protection (SC), which may occur in power supply buses
described in [12]. In case of a short circuit in the bus, the
protection acts in less than 10 ps. In this case, the protec-
tion remains active until the cause of the short-circuit
fault is completely eliminated.

The use of a digital information transmission channel
based on CAN and MPI protocols for transmitting tele-
metric and control information has significantly reduced
the number of electrical connections between the RME
and the OCS, on the one hand, and the RME and the AB
control module, on the other.

To increase the energy density in the RME, the opti-
mal configuration of power ERI was implemented on the
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basis of printed circuit boards with a metal base and ERIs
were applied, including power, surface mounted ones.

The applied modern electronic component base, the
developed constructive and circuit solutions have pro-
vided the optimal operational, energy and mass-
dimensional characteristics of the RME. The mass of the
RME is 25 kg.

Fig. 4 shows a general view of the ARP for the PPTS.

Conclusion. When constructing the RME for the
PPTS of a new generation, the main criteria were consid-
ered, allowing to realize the specified characteristics of
the EPS for the PPTS. It has been demonstrated that the
main points in ensuring the specified technical require-
ments of the Customer in the development of the RME
are: the choice of the optimal structure and circuit design
of the RME power converters, the use of modern radia-
tion-resistant components, excessive redundancy of indi-
vidual elements and majorization of the main functions,
active protection from dangerous states (for example, a
short circuit in power circuits), a block-modular method
of construction of the RME.

As a result, to meet the needs of the development re-
quirements specification, based on many years of experi-
ence in creating equipment for regulation and control of
EPS systems of spacecraft for various purposes, the de-
sign of the ARP for the PPTS was developed, featuring
unique circuit design and construction solutions that sig-
nificantly improved mass and dimensional characteristics
of the equipment and increased energy density and effi-
ciency of power converters, ensure good heat dissipation
at the same time ensuring high reliability.

The development and application of innovative solu-
tions in building the structure of the ARP for the PPTS
allowed to ensure the specified requirements in full measure.
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MODELING OF THE STRESS-STRAIN STATE OF ROCKET-SPACE TECHNOLOGY STRUCTURAL
ELEMENTS MANUFACTURED BY USING ADDITIVE TECHNOLOGIES

E. S. Ushakova

Bauman Moscow State Technical University
5, 2-ya Baumanskaya St., Moscow, 105005, Russian Federation
E-mail: ellizaweta@gmail.com

One of the promising areas for improving the methods of manufacturing structural elements of rocket and space
technology is the use of selective laser melting technology which represents a unique opportunity to manufacture metal
products by melting powder and producing a one-piece solid phase structure. However, pores and other structural de-
fects can appear in the formed element during laser sintering which causes a decrease in the strength characteristics of
the parts produced. An important step in the additive technologies introduction is the development of methodology for
the preliminary prediction of the strength characteristics of manufactured structural elements under the influence of
mechanical loads with the help of mathematical modeling. The methodology for estimating the material strength reduc-
tion of a rocket-space technology element obtained using additive technologies by simulating a porous structure and
calculating the characteristics of the stress-strain state is presented.

The proposed mathematical model and the methodology for calculating the specimen loading on the basis of the dis-
tortion energy theory allow calculating the stress-strain state in the process of numerical simulation for different values
of the pore diameter. The reduction in yield strength due to the material porosity of the part is estimated using a coeffi-
cient equal to the ratio of equivalent stresses arising when a load is applied to a specimen manufactured using tradi-
tional and additive technologies. The value of the introduced coefficient characterizes the structure of the grown prod-
uct and is considered as a function of the random arrangement of pores in the specimen under study. The appearance of
pores is the result of a combination of factors: the composition and dispersion of the original metal powder, feed rate,
removal distance and laser power during sintering, part orientation and sintering direction, the height of the level of
powder deposited on a special base before sintering, etc.

The paper evaluates the reduction in strength for the working part of a series of tensile test specimens grown from
metal powder of different dispersity. The non-linear nature of the dependence of the yield strength on the particle di-
ameter of the original metal powder is established. The maximum value of the yield strength corresponds to the speci-
men with the minimum value of the total surface area of the pores.

Keywords: additive technologies, liquid rocket engine, combustion chamber, porosity, stress-strain state, yield
strength.

MOJEJIUPOBAHUE HAIIPAKEHHO-JE®@OPMUPOBAHHOI'O COCTOSAHUA
KOHCTPYKIIU PAKETHO-KOCMHUYECKOI TEXHUKH, N3IOTOBJIEHHBIX
C HCITOJIB30BAHHUEM A/JJIMTUBHBIX TEXHOJIOT'MU

E. C. YmakoBa

MockoBcKkuil rocy1apcTBEHHBIN TeXxHUYecKui yHuBepcuteT umenu H. O. baymana
Poccuiickas ®@enepanus, 105005, r. Mocksa, 2-1 baymanckas yi., 5
E-mail: ellizaweta@gmail.com

OOHUM U3 NepCneKmuBHbIX HANpPAagIeHUll COBEPUIEHCMBOBAHUS MeMOO08 U320MOGAeHUSL KOHCHPYKMUBHBIX J/1eMeH-
M08 paKemHO-KOCMUYECKOU MEeXHUKU ABNAEeMC s NPUMeHeHUe MeXHOL02UU CeNeKMUBHO20 IA3ePHO20 NAAGLeHUs, KOMO-
pas 0aem YHUKATIbHYIO B03MOMCHOCNb U320MABIUBAMb U30ENU U3 MEMAId NOCPeOCm8oM PACHIAIeHUs NOPOWKA U
nonydenus: CRAOWHOU meepoodasnoii cmpykmypbsl. OOHAKO NPU TAZEPHOM CREKAHUU 8 (DOPMUPYEMOM ITNEMEHME MO2YM
00pa306b16aMbCSL NOPLL U NPOHUE OeheKmbl CIPYKMYPbl, YMO Gbl3blEAC CHUNICEHUE NPOYHOCIMHBIX XAPAKMEPUCTUK
uzeomasnueaemvix demanei. Bajcnvim smanom npu 6HeopeHuu a0OUMuEHbIX MeXHOA02Ull AGIAEMCs pa3spabomKka me-
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mMo008 NpedsapumenbHo20 NPOSHO3UPOSAHUS NPOUHOCHHBIX XAPAKMEPUCIUK U320MABNIUBAEMbIX INEMEHMO8 KOHCM-
DYKYUU 6 YCIIOGUAX 8030€UCBUA MEXAHUYECKUX HASPY30K C NOMOUbL MameMamuiecko2o mooenuposaus. Ilpeocmas-
JIeHA MemOOUKA OYEHKU CHUNCEHUS NPOYHOCIU MAMEPUANA STIEMEHMA KOHCMPYKYUU PAKeMHO-KOCMUYECKOU eXHUKU,
NONYYEHHO20 € UCNOb30BAHUEM AOOUMUBHBIX MEXHOL02UU ¢ NOMOWBIO MOOETUPOBAHU NOPUCMOL CMPYKMYPLL U PAC-
uema XapaKmepucmuK HanPAXCeHHo-0ehoOpMUPOSAHHOLO COCIOAHUSL.

Ilpeodnoocennvle Mamemamuueckas MoOelb U MEMoOUuKa paciema HazpysxceHus oopasyd, OCHOBAHHAA HA MeopuU
IHepaul hopMouUIMeHeHUsA, NO3BOTAIOM NPOBECU PACHEM HANPAHCEHHO-0ePOPMUPOSAHHOL0 COCTNOAHUA 6 npoyecce
YUCTIEHHO20 MOOETUPOSAHUA 0I5l PASHBIX 3HAYeHuti ouamempa nop. CHudceHue npedena mekyyecmu 6 C8a3u ¢ Nopuc-
MOCMbl0 Mamepuana 0emaiu OYeHUusaemes: ¢ NOMOWbIo Kodguyuenma, pagHo2o OMHOWEHUIO IKEUBATEHMHBIX HA-
npANCEHUll, 8O3HUKAIOWUX NPU NPUTOHCEHUU HASPY3KU K 00pasyy, U3e0moOeIeHHOMy NOCPeOCmEOM MpadUyUOHHbIX
U a0OUMuUGHLIX MmexnHono2uil. 3navenue 86e0eHH020 KOdpPuyuenma xapakmepusyem CmMpyKmypy 6blpaujeHHo2o usoe-
U U paccMampueaemcs Kak QYHKYus cIydaino20 pacnoiodicenus nop 6 ucciedyemom obpasye, nosgienue Komopuix
ABNACMCA pe3YIbMAMOM GIUAHUA COBOKYNHOCIU (DAKMOPO8: cOCMA8 U OUCNEPCHOCMb UCXOOH020 MEMANIUYecKo20
NOPOUIKA, CKOPOCMb NOOAYU, PACCMOAHUE GbI6EOEHUs U MOWHOCMb 1A3epa NP CNeKaHUuY, OpueHmayus 0emanu u Ha-
npagneHue CNeKaHus, 8blcOMa YPosHs NOPOUKA, HAHECEHHO20 HA CNeYUATbHOe OCHOBAHUe neped CNeKanuem u op.

B pabome nposedena oyenxa crudicenus npouHocmu 015 pabouel yacmu cepuu o6pasyo8 Ois UCNbIMAHUL HA pac-
MAHCEHUe, GbIPAUWEHHBIX U3 MEMALIULECKO20 NOPOWKA PA3TUYHOU OUCNEPCHOCIU. YCmAaHo8IeH HeluHel bl Xapak-
mep 3a8UCUMOCU npedend meKy4ecmu om ouamempa Yacmuy UCXOOH020 MEMAIIUYecKko2o nopowxa. Maxcumanvroe
3HAUeHUe npedena meKyuecmu coomeemcmsyem oopasyy ¢ MUHUMATLHIM 3HAYEHUEeM CYMMAPHOU NAOWAOU NOBEPXHO-

cmiu nop.

Kniouegvie cnosa: adoumuenvle mexmono2uu, HCUOKOCMHOU PAKEeMHbLL 08Ucamelb, Kamepa Cc2opanus, Nopuc-
MOCMb, HANPANCEHHO-0eDOPMUPOBAHHOE COCMOSIHUE, NPeOel MeKyHecmu

Introduction. Currently, improving manufacturability
and reducing the cost of manufacturing rocket-space
technology (RST) structural elements are important scien-
tific and technical challenges. The disadvantage of tradi-
tional methods of manufacturing the most heavily loaded
units of a liquid-propellant rocket engine (LRE) — com-
bustion chambers (CCs) — is the problem of ensuring the
reliability of structures and controlling their quality due
to the use of a large number of soldered joints in manu-
facturing as well as the need to manufacture expensive
tooling. For example, only the process of electroerosive
deposition of the “artificial” roughness creating turbu-
lence in the coolant flow on the bottom of the cooling
tract channels of the CC inner shell lasts 900 n/ h [1].

One of the promising directions of improving the
methods of manufacturing the rocket-space technology
structural elements is the use of additive technologies
(AT) [2]. Their main advantages include: manufacturing
objects of complex shape with high accuracy, optimizing
time spent on manufacturing, using a combination of
metal powders (for example, BrHO8 + stainless steel) in
order to obtain strength characteristics corresponding to
the operating conditions of the grown product [3].

The development of additive technologies, in particu-
lar, the technology of selective laser melting (SLM),
represents a unique opportunity to manufacture metal
products by melting powder and obtaining a one-piece
solid phase structure [4]. The use of SLM technology
allows increasing the material utilization rate to almost
99 % and, thereby, reducing the cost of production [5].
However, during SLM pores and other structural defects
(non-melts, cracks, inclusions, etc.) may appear in the
formed element, which causes a decrease in the strength
characteristics of the parts produced. One of the objects of
RST where the introduction of AT seems to be promising
is the LRE chamber.

Since the working process in the LRE is characterized
by relatively large values of pressure and temperature in
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the CC [6], an important step in the introduction of AT is
the development of methods for preliminary prediction of
the strength characteristics of manufactured structural
elements under the influence of mechanical loads using
mathematical modeling.

The purpose of this work is to develop a methodology
for evaluating the strength reduction of the material ob-
tained using additive technologies by modeling the porous
structure and calculating the characteristics of the stress-
strain state (SSS).

Mathematical model. The methodology for assessing
the strength reduction of parts manufactured using addi-
tive technologies on the basis of the SSS determination in
the process of numerical simulation using the distortion
energy theory (Mises-Huber-Genki theory) [7] has been
developed. According to this methodology it is assumed
that the specimen begins to break (or to become unac-
ceptably deformed) under the condition 6., > G,;.,s, Where
G, 18 von Mises equivalent stress arising in the part under
the action of a given load, 6,4 is the yield strength of the
material of the part.

A safety factor — the ratio of yield strength to equiva-
lent stress ;s determined, for example, according to
Mises [7] — can be used as a characteristic of the strength
reliability of a RST product:

K = S yield
=
Gy
The reduction of the yield strength 6,;0.44s of the RST
structural element material grown from metal powder

is taken into account using the coefficient n (<1):
Syicld.add = " O yield -

Then the safety factor for parts made using additive
technology will be determined by the formula:

G, n-oc.
vield .add vield
Ks.add == = . (1)

Geq Geq
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In this formulation, the value of the coefficient n char-
acterizes the structure of the grown product and is consid-
ered as a function of the random arrangement of pores in
the specimen under study. The appearance of pores is the
result of the influence of a combination of factors: the
composition and dispersion of the original metal powder,
feed rate, removal distance and laser power during sinter-
ing, part orientation and sintering direction, the height of
the level of the powder deposited on a special base before
sintering, etc. [8—12].

Pores (as well as cracks, non-melts, etc.) in the struc-
ture of any material are local sharp changes in the uni-
formity of shape and rigidity of the product structure and
lead to local increase in the value of internal stresses.
Consequently, the value of the equivalent stress Geqpore
caused by a given load for a part with pores will be higher
than the value for a monolithic part 6., made of material
with the same physical and mechanical properties. The
safety factors for the cases considered are determined by
the formulas:

O..
_ _ T yield
Ks.So[id - Ks - >
O,y

_ o yield 2
s.pore > ( )
eq.pore

>K

s.pore*

K

s.solid

By presenting a part grown from metal powder
as a monolithic one with the presence of local inhomoge-
neities in the material structure it is possible to consider
the values of safety factors from formulas (1) and (2):
Ksada = K pore to be equal. Then, in accordance with the
idea of the physical meaning of the coefficient #, its value
will be equal to the ratio of equivalent voltages:

n'cyield _ Gyield .

>

cqu Geq, pore

Geq

n=

S eq.pore

Consequently, the decrease in the tensile strength of a
metal part made by the method of SLM is due to increase
in the value of equivalent stresses as compared to a metal
part made using traditional methods.

The porosity of the part material is determined by the
formula:

where: k= 1—% is the packing factor, V' is part
volume, V), is the pore volume in the part material.

Calculation model of the specimen loading. Struc-
tural cryogenic steel AISI 316L the mechanical properties
[13] of which are listed in Table 1 is considered as a ma-
terial of the structural RST element.

The porous structure of the specimen created by the
method of selective laser sintering from ASIS 316L steel
was studied in [14]. The relationship between the struc-
ture of the grown material and the sintering and the dis-
persion modes of the original metal powder was experi-
mentally established in this work. A complex configura-
tion of pores can be approximated by a set of spherical
surfaces on the basis of a number of images obtained on
the surface of thin sections of material specimens. In the
first approximation we will consider the diameter and
distance between pores commensurate with the diameter
of a metal particle d, (fig. 1):

dppe =2+d,,

pore

pore ~2- dpore'

In this paper it is expedient to evaluate the reduction
in strength for a specimen of a material and not for the
design of a LRE chamber as a whole. For this purpose a
series of specimens for tensile test were modeled accord-
ing to GOST 1497-84 [15]. The dimensions the speci-
mens correspond to type 3, number 9 (fig. 2).

The results of the stress-strain state calculations.
Assuming that the applied load is evenly distributed over
the cross section the strength calculation was carried out
directly for a cylindrical fragment of the specimen work-
ing part (2 = 0.5 mm, ¥ = 3.534 mm’, fig. 2) grown from
AISI 316L powder of the following series of diameters:
dy; = 60; 90; 120; 150; 180; 210; 240; 270; 300 microns
(fig. 3). The calculated values of the packing factors &,
for each element are presented in tab. 2 A fragment of the
working part was fixed on the surface of the rear end; a
tensile load was applied along the normal to the surface of
the front end. An example of a finite-element model of a
calculation object with d, = 60 um in the form of a com-
putational grid using tetrahedral elements with a total
number of ~ 6 - 10* is shown in fig. 4. Verification of the
calculated diagram of porous specimens tension (fig. 5)
was carried out using an experimental diagram for steel
[15]. Comparison of dependences shows satisfactory co-
incidence of the qualitative nature of the calculated and
experimental diagrams for elastic and the beginning of

€pore =1~ higy» plastic deformations.
Table 1
Steel AISI 316L. mechanical properties at T = 20 °C
Density Yield strength Tensile strength Young’s modulus Poisson’s ratio

k
p, = S iea» MPa [Gens |- MPa E,GPa m

m
7860 300 570 200 0,26
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) _

- bfm "

Fig. 1. Scheme of distribution (a) and geometrical characteristics (b)
of pores in the object under study

Puc. 1. Cxema pacnpenencHus (@) ¥ FreOMETPUICCKUE XapaKTEPUCTHKH mop (b)
B 00BEKTE UCCIICIOBAHHS

25

Fig. 2. 3D-model of the object under study

Puc. 2. 3D-mMoaenb 00bEKTa HCCIIENOBAHUS
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1 2 3 4
5 6 7 8

Fig. 3. 3-D models of porous specimens grown from metal powder with d,;:
60 pum (7), 90 um (2), 150 um (3), 180 um (4), 210 pm (35), 240 um (6), 270 um (7), 300 pum (8)

Puc. 3. 3-D mMozenu nopucThiX 06pasoB BEIPAILEHHBIX U3 METATMYECKOTO MOPOLIKA C d;:
60 MxM (7), 90 MxMm (2), 150 mxm (3), 180 mxm (4), 210 MM (5), 240 MxM (6), 270 mxMm (7), 300 mxMm (8)

Fig. 4. A finite-element model in the form of a structured grid
of the calculation object at d, = 60 pm

Puc. 4. Koneuno-aneMeHTHast MOJIEIb B BUJIE CTPYKTYpPHPOBaHHOI
CeTKH 00beKTa pacieTa pu dy, = 60 MKkM
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The value of the equivalent stress Gegpoi (tab. 2)
arising from the application of tensile load equal to
F =2000 N is obtained as a result of a series of calcula-
tions for each specimen. The values of the coefficient n;
and the yield strength Gy pore; are presented in tab. 2.
The dependence of the value of the yield strength on the
particle diameter (hence, on the pore diameter) is non-
linear (fig. 6). The existence of an extremum can be ex-
plained by the opposite influence of geometrical parame-
ters on the value of the surface area of the pores in the
entire volume of the specimen. The total area of spherical
surfaces is proportional to the number of pores in the

400

specimen and at the same time to the diameter of each
pore dp,.;. The smaller the specified diameter of the initial
metal powder particle is, the smaller the diameter and
surface area of the pore formed in the SLM are, but the
smaller the distance between the pores (fpore = 2:dpore) 18,
the greater their number is, and, therefore, the larger the
total surface area of pores is.

The maximum value of the yield strength (Gyjeidp.max =
=291.9 MPa) corresponds to the specimen with the high-
est value of the packing coefficient (ki max = 0.956), that
is, the specimen with the minimum total surface area of
pores.

300

200

o, MPa

100

0
0.01 0.01 0.02 0.02 0.02
g, mm
Fig. 5. The calculated diagram of the specimen stress-strain state with:
1-d,=0pum;2—-d,=180 pm; 3 —d, =300 pm
Puc. 5. Pacuetnas quarpaMma HanpshKEHHO-1€(OPMUPOBAHHOTO COCTOSIHHS 00pasia mpu:
1 -d,=0mkwm; 2 —d, = 180 MKM; 3 — d, = 300 MkM
Table 2
The results of the yield strength calculation for porous specimens
Ne d pi Geq. porei n; ) yield . porei klayi
mkm MPa - MPa -
1 60 254.4 0917 275.0 0.929
2 90 251.3 0.928 278.4 0.929
3 150 240.8 0.968 290.4 0.955
4 180 239.6 0.973 291.9 0.956
5 210 240.7 0.969 290.7 0.944
6 240 244.5 0.954 286.2 0.939
7 270 249.1 0.936 280.9 0.929
8 300 255.1 0914 274.2 0.914
0 (monolithic) 233.2 1 300.0 1
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qweld,porei 5 MPa
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0 50 100 150
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200 250 300 350
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Fig. 6. The dependence of the specimen yield strength value
on the metal powder particle diameter

Puc. 6. 3aBHCHMOCTB 3HAYCHHUS MPEIeNa TeKy4eCTH 00pasia
OT IMaMeTpa YacTHI METAJUIMYECKOT0 MOPOLIKa

Conclusion. The paper considers the methodology of
evaluating the reduction of the strength of the RST struc-
tural element material obtained by the SLM method by
modeling the porous structure and calculating the charac-
teristics of the stress-strain state. During the calculation it
was found that the value of the total surface area of the
pores in the material due to the size of the original metal
powder particles is directly proportional to the value of
the equivalent stress Ge,por; arising in the object under
study when tensile load is applied.

The dispersion value of the metal powder d, is deter-
mined using tensile testing of a series of metal specimens.
The value determined provides the minimum total surface
area of pores in the material structure resulting from laser
beam sintering, thereby causing greater value of the yield
strength Gy,eiapore Of the part. The optimum value of the
powder dispersion for steel AISI 316L in the preparation
of specimens for tensile is d), o = 150...200 microns.
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SOLAR THERMAL PROPULSION SYSTEMS WITH VARIOUS
HIGH-TEMPERATURE POWER SOURCES

S. L. Finogenov *, A. 1. Kolomentsev

Moscow Aviation Institute (National Research University)
4, Volokolamskoe shosse, A-80, GSP-3, Moscow 125993 Russian Federation
*E-mail: sfmai2015@mail.ru

The paper provides an overview of space thermal propulsion (STP) systems using concentrated solar energy as the
main source of power. The paper considers solar thermal rocket engines of various configurations including those with
afterburning of hydrogen heated in the “concentrator — absorber” system (CAS) with various oxidizers. Together with
hydrogen the oxidizers form high-energy fuel compositions with a high value of ratio of components mass flow-rates
which allows reducing the dimension of the CAS. The extreme dependences of the engine thrust on the specific impulse
are shown for various values of the hydrogen heating temperature and the oxidizer-to-fuel ratio. The coefficients of the
regression dependencies for the efficiency of a two-stage absorber and an absorber with the maximum non-isothermal
heating having the highest possible energy efficiency are presented. The algorithms for calculating the main design
parameters of the STP system as a part of a spacecraft (SC) are given, taking into account the ballistic parameters of
the multi-turn transfer trajectory with multiple active segments applied to the STP systems having an energy-efficient
non-isothermal CAS. The engine configurations with thermal heat accumulation and possible afterburning of heated
hydrogen are also considered. Thermal accumulation allows accumulating energy in the solar-absorber during passive
movement in the illuminated portions of the transfer orbits regardless of the lighting conditions of the apsidal orbit
portions where the engine is turned on. Suitable heat-accumulating phase transition materials (HAM) such as the
eutectic alloy of boron and silicon as well as refractory beryllium oxide are selected for different phases of the
interorbital transfer to the geostationary Earth orbit (GEO). The main characteristics of different configurations of the
STP systems in the problem of placing a spacecraft (SC) into high-energy GEO orbits are shown. A model of the SC-
STP system operation is given taking into account ballistic parameters and the possibility of accumulating thermal
energy. It is shown that the oxidizer-to-fuel ratio in STP systems with thermal energy storage (TES) increases with the
decrease of the interorbital transfer time. The STP configurations with a two-stage TES showing a large energy-mass
efficiency at moderate values of the solar concentrator accuracy parameter are considered.

Keywords: solar thermal propulsion, solar high-temperature heat source, concentrator-absorber system, thermal
energy storage, hydrogen afterburning, ballistic efficiency.
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menua, cucmema «KOHYyeHmpamop — NpuemmHuxy, menuosoil AKKYMYJisimop, odooicucanue 6000])0()61, bannucmuyeckas

aghpexmusHocms.

Introduction. Modern cosmonautics is characterized
by the requirements to reduce the cost of placing SC into
high working orbits by developing new energy-efficient
interorbital transportation vehicles (ITV). Currently there
is a steady global trend of increasing the mass and
dimensional resources of a geostationary SC associated
with the payback period of equipment. Therefore the
development of highly efficient engines for ITV using
alternative energy sources including solar energy is a
highly topical problem.

Nowadays the levels of energy-mass perfection of
traditional chemical rocket engines (liquid-propellant
rocket engine (LPRE), solid-propellant rocket engine
(SPRE)) are close to the limit in many respects, and
engines with high specific impulses (nuclear rocket
engine (NRE), electric jet engine EJE) have restrictions
on the conditions of their use. One of the ways to increase
the efficiency of thermal rocket engines is to increase the
enthalpy of the fuel due to solar radiation as the most
accessible source of energy in near-Earth space. STP
systems can have a fairly simple configuration and better
energy characteristics compared to chemical rocket
engines.

Taking into account the high energy efficiency of
direct conversion of solar radiation into the enthalpy of
the working fluid it seems appropriate to study the energy
possibilities of using STP systems with a high-
temperature “concentrator-absorber” system (CAS).

The construction of a STP system requires the solution
of complex scientific and technical problems, such as the
development of an efficient high-temperature solar heat
source (CAS and thermal accumulation capability) with
the required energy-mass characteristics, optimal
matching of its characteristics with SC parameters and
ballistic parameters, ensuring engine orientation
conditions including CAS tracking for the Sun, and a
number of other tasks.
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On the basis of the analysis of Russian and foreign
works it has been shown that STP systems are considered
primarily as systems including an isothermal CAS [1-6].
Particular solutions and approximation formulas that do
not fully reflect the appropriate parameters of the CAS
when matching engine characteristics with the main SC
design parameters and ballistic parameters are given for
non-isothermal solar absorbers [7]. Only oxygen is
considered as an oxidizer for STP with afterburning.
Graphite [5] is primarily considered as a heat-
accumulating material (HAM) for a STP system TES; the
expedient characteristics of such an engine when it is
integrated into the SC are not shown and the
configurations with hydrogen afterburning with various
oxidizers are not considered in the works with the
proposed phase transition batteries [4; 8].

Simple hydrogen STP system. Let us consider the
issues of creating a single-component hydrogen STP
system with a CAS as a source of power. An STP system
is considered as an engine for ITV from a low orbit to a
high-energy one using the example of a geostationary
Earth orbit (GEO). The mathematical formulation of the
problem of placing a SC with a STP system to high
working orbits is presented. The main relevant parameters
of the STP system having the greatest impact on the
efficiency criterion, that is, on the maximum mass of the
payload (PL) M, on the GEO are selected. It is shown

that the relevant parameters include the tolerance
of the Aa mirror concentrator (accuracy according to
O. I. Kudrin [7]) and the heating temperature of the high-
temperature part of the absorber 7, assumed to be equal

to the hydrogen heating temperature 7, . It is shown that

they significantly depend on the interorbital transfer time,
while the optimum temperature 7, Hy decreases with a

decrease in the interorbital maneuver time, and the
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optimal parameter Aa. increases. The optimal ratios of
these parameters are revealed.

The CAS of three main configurations is
considered: an isothermal one-stage system (OSS); a
system with two stages of heating hydrogen in the
absorber (TSS); a multistage system with non-uniform
heating of hydrogen (MSS). Formally the problem
statement is as follows:

T; = fix
v =arg max | My, (y)|x = fix |, (1)
yeV¥,Z
x, = fix

where y =<7 ;Aa > is the vector of the STP relevant

parameters belonging to the set of alternative values W
and Z and subject to optimization to ensure the maximum
M, at fixed values of the interorbital transfer time 75

and phase coordinates of the initial and final orbits x,,x, .

The algorithm for selecting the relevant parameters for
maximizing the mass of PL is considered in detail in [9].
The model takes into account the masses of SC and the
engine according to known regression dependencies [10].
The accuracy of determining the PL mass is sufficient to
make a decision on the choice of the preferred alternative
among competing ITVs. The results of calculations on the
example of various solar absorbers are shown in fig. 1-6

[11] as applied to the “Soyuz-2-1b” launch vehicle (LV).
Here the conventional diameter of a mirror means its
full dimensions (mid-mirror) collecting solar radiation
into a focal light spot falling on a radial-type solar
absorber.

If the efficiency of the isothermal (one-stage) absorber
is determined simply by using the well-known formulas
given in [7; 12], then for engineering calculations of the
two-stage absorber efficiency the regression dependencies
are proposed which are determined by the power series
coefficients a; = f{ T, ):

N =2Xar-Ad’, i=0..k )

The values of the coefficients of the series depending
on the heating temperature of hydrogen are presented in
tab. 1.

STP systems with a non-isothermal CAS. The
uneven heating of hydrogen in a non-isothermal absorber
corresponds to a Gaussian diagram of the solar energy
distribution in the focal light spot. For extremely uneven
heating of the coolant in the absorber in the absence
of radial heat transfer an assumption was made about
the axisymmetric exponential distribution of the radiant
flux in the focal light spot, which corresponds to the
experimental aberrograms of real parabolic mirrors
[7; 12-14].

Fig. 1. The dependence of PL mass on the GEO
on the concentrator tolerance for an isothermal absorber

Puc. 1. 3aBucumocts maccel ITH na I'CO
OT MmapameTpa TOYHOCTH KOHILIEHTPaTopa
VTS PAaBHOTEMITEPATYPHOTO IPUEMHHUKA

Table 1
Cocefficients for determining the two-stage absorber efficiency

T K 2000 2200 2500 2800 3000 3200

ag 0.9160 0.8269 0.7877 0.7369 0.6891 0.6432

a —0.3210 —0.9587 —0.0803 —0.3021 —0.4621 —0.2234

a 0.6896 —0.2633 —0.4654 0.0623 0.7874 1.1895

a —0.0013 0.0362 0.2233 —0.0955 —0.7816 —2.7105
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Fig. 2. The dependence of the mirror conventional diameter
on the concentrator tolerance for an isothermal absorber

Puc. 2. 3aBucuMocTh YCIOBHOTO UAMETpa 3epKaia

OT IIapaMeTpa TOYHOCTH JUIsl pABHOTEMIIEPATyPHOT'O
[PHEMHHKA

253



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 20, Ne 2

2600
4

2500 —
2 00 A < \1\ \7\
; Y
o
w2300 —
9 2200 Ay o] \ ¥
& ] \ \_[[-o-T=2400
g 2100 L~ —%-T=2600K
S 2000
E ——T=2800K
8 1900 —e—T=3000K
> 1800 r -=-T=3200K
2 1700 l 1

1600

0,3 04 05 06 07 08 09 1 11 12 13 14 15
Solar Concentrator Tolerance, Degrees

50
G 45 F
gg 40 F
©
Sy 35 £ /! -0-T=2400K
1 : / / ¢ T=2600K
Sc F =
.g § 30 | +T_2800K
g s L1 —e—T=3000K
8° 2t -=—T=3200K

20 b

03040506070809 1 1112131415
Solar Concentrator Tolerance, Degrees

Fig. 3. The dependence of PL mass on the GEO
on the concentrator tolerance for a two-stage absorber

Puc. 3. 3aBucumocts maccel ITH va I'CO
OT MapameTpa TOYHOCTH KOHLIEHTpaTopa
JUTSL IBYXCTYIIEHYATOr0 MPUEMHHKA

Fig. 4. The dependence of the mirror conventional diameter
on the concentrator tolerance for a two-stage absorber

Puc. 4. 3aBucHUMOCTb yCIOBHOTO AMaMETpa 3epKana
OT IapaMeTpa TOUHOCTH AJIs JBYXCTYIIEHUaTOr0 MPUEMHHUKA
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Fig. 5. The dependence of a two-stage absorber efficiency
on exit temperature for different values of Aa. (denoted as Da)

Puc. 5. 3aBucumocts KII/I nByxcTyneHuaToro npueMHUKa
OT TEMIIEpaTypbl Ha BBIXOZE JUIS PA3JIMYHBIX 3HAUCHUH Ad.
(06o03HaueH kak Da)

The temperature distribution over the radius of such
an absorber can be described by a differential equation
according to O. 1. Kudrin [7]:

-1.21°
cos’® )’

AL = 28T, 1T (r) -

where T is the temperature of the absorber (assumed to be
equal to the heating temperature of hydrogen); r is the
relative radius of the absorber; ag is the effective
absorption coefficient of solar radiation; B is a complex
that takes into account the reciprocal self-radiation of the
absorber, the optical parameters of the concentrator and
the characteristics of solar radiation:

3)

T,
- 2.4—32530*8 rexp
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Fig. 6. The dependence of the absorber first stage
temperature on final hydrogen temperature

Puc. 6. 3aBucuMocTh TEMIIEpaTyphl IEPBOI CTYNICHH
IIpUEMHHKA OT KOHEYHOH TeMIIepaTypsl BOIOPOIa

€40, sin’ (a, +Aa)

3,m, sin”(20)

Here e is the effective emissivity of the absorber;
o, = 32’ is the apparent angular size of the Sun at the
level of the Earth’s orbit; o, is the Stefan-Boltzmann
constant; Q is the opening angle (aperture) of the mirror;
I, = 1360 Br/M® is the surface power of solar radiation
(solar constant) at the level of the Earth's orbit; n, is the
reflection coefficient of the mirror surface of the
concentrator.

The boundary conditions are written as 7(r = 1) =
= Tgare = 20 K, that is, the temperature at the periphery of
the absorber is equal to the temperature of the hydrogen
evaporated in the tank. Then T(r = 0) = T,y is the exit

B= “)
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(final) temperature of heated hydrogen achieved in the
central part of the absorber.

In equation (3) there is a “conventional temperature”
Teona characterizing the ratio of the increase in the
hydrogen temperature provided that all the concentrated
solar energy is used to heat it. The ratio of the actual
temperature of hydrogen at the outlet (minus the
temperature of the hydrogen coming from the tank) to the
conventional temperature determines the efficiency of the
heating process. Conventional temperature depends on the
area of the mirror concentrator and the mass flow rate of
gas. The area of the mirror is determined, in its turn, by
the efficiency of the CAS, which depends on temperature
and its optical-geometric parameters including the
parameter Ao. Therefore, the determination of the
absorber efficiency and the final gas temperature is an
iterative process requiring the specification of the initial
conventional diameter of the concentrator and the flow
characteristics of the engine.

Differential equation (3) in the general case has no
analytical solution. In his work O. I. Kudrin [7] shows
only two particular solutions restricted by a narrow
application scope. In the present work equation (3) is
solved numerically by Runge — Kutta — Fellberg method
of order 4 and 5.

Comparing the approximate formulas for the
efficiency of a non-isothermal CAS mentioned in the
works of O. I. Kudrin [7] with the results of numerical
integration one can note that the approximate formulas
give a good result only for sufficiently accurate mirrors
and not too high absorber temperatures. However, such
values are not optimal from the standpoint of maximum
PL mass when using stepped absorbers and they depend
on the flight time. To determine the efficiency of the non-
isothermal absorber one can propose more accurate
dependences based on the results of the numerical
integration of equation (3). Approximation formulas that
allow simple determining the efficiency of a non-
isothermal absorber depending on the tolerance at
different hydrogen heating temperatures Ty, are

determined by the coefficients a; = (T}, ) of the power

series (2) (tab. 2).

Fig. 7 presents the results of numerical simulation of
the process of heating hydrogen to 3000 K. The
dependences of the conventional temperature on the
tolerance Ao are shown in fig. 8. It can be seen that the
allowable value of the parameter Ao decreases with
increasing the final hydrogen heating temperature. The
excess of this parameter leads to a substantially non-linear
increase in the conventional temperature and, as a result,

to sharp decrease in the efficiency of the CAS
accompanied by the increase in the size of the
concentrator and its mass.

Fig. 9 presents the absorber efficiency values
depending on the initially specified temperature refined
during the iterative recalculation when integrating
equation (3) for different values of the parameter Aa.
The nature of these curves depends, among other
things, on the conventional temperature indirectly
determined by the parameter Ao. Under the condition
of the STP system thrust constancy the increase in Aa
leads to decrease in the hydrogen temperature at the
outlet (fig. 10).

In tab. 3-5 [11] it is shown that the optimal hydrogen
temperature and the optimal accuracy of the solar
concentrator decrease, and the size of the solar
concentrator increases with decrease in the time of the
interorbital transfer.

At the same time, the requirements for the angular
accuracy 3 of the dynamic tracking of the Sun position by
the CAS which can be provided with modern technical
means are reduced.

Fig. 11 shows a flowchart of the algorithm for optimal
matching the STP characteristics with a non-isothermal
absorber with the main design SC parameters (upper
stage) and trajectory parameters that provide the
maximum PL mass at a given interorbital transfer
time [13].

STP systems with afterburning of heated
hydrogen. Let us consider a STP system where hydrogen
heated in the considered CAS is afterburnt by oxidizers
which together with hydrogen form high-energy fuel
compositions with a large stoichiometric mass flow rate
of the components, which makes it possible to reduce the
consumption of heated hydrogen for a given thrust and
thereby reduce the required mirror size [15]. In addition to
oxygen, fluorine (stoichiometric ratio with hydrogen
K., = 18.86) and hydrogen peroxide (K, = 12.09) are
considered as oxidizers.

Such a STP system with afterburning can be
considered as a liquid rocket engine with increased
enthalpy of fuel. In contrast to a purely chemical engine
in a STP system the thermal energy of heated hydrogen
accounts for a significant proportion in the total enthalpy
of fuel, therefore the heating value of the fuel affects the
specific impulse to a lesser extent, and the choice of
oxidizer can be carried out with better reason taking into
account the value of the ratio of the components mass
flow rates. In addition, the increased density of the fuel
H,+ F, or H,+ H,0, facilitates placing the spacecraft into
the original reference orbit.

Table 2
Coefficients for definition of non-isothermal absorber efficiency
Ty K 2500 2800 3000 3200 3500 3800
ay 0.8304 0.8189 0.8149 0.8108 0.8047 0.7935
a —0.0233 —0.0209 —0.0487 —-0.0919 -0.1978 —0.3459
a —0.0723 —0.1549 —0.1988 —0.2426 —0.2875 —0.3045
as 0.0024 0.0207 0.0311 0.0435 0.0573 0.0624
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Fig. 7. The dependence of hydrogen heating temperature
on the absorber relative radius

Puc. 7. 3aBucuMocTh TeMIepaTypsl HarpeBa BOIOPOAA
OT OTHOCUTEJIBHOIO pajnyca IPUEMHHIKA

Fig. 8. The dependence of conventional temperature
on concentrator tolerance

Puc. 8. 3aBucuMOCTb yCIIOBHOM TeMIIEpaTyphl
OT IIapaMeTpa TOYHOCTH KOHLIEHTpaTopa
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Fig. 9. The dependence of extremely non-isothermal
absorber efficiency on the specified outlet temperature

Puc. 9. 3aBucumocts KI1/I npenensHo-
HEPaBHOTEMIICPATYPHOIO MPUEMHHKA OT 3aIaHHO
TeMIIepaTyphl Ha BBIXOJE

Fig. 10. The dependence of hydrogen temperature
on concentrator tolerance for different specified initial
heating temperature

Puc. 10. 3aBucuMOCTb TEMIepaTypsl BOAOPOAa
OT TapamMeTpa TOYHOCTH JUISl Pa3HBIX 3a/IaHHBIX
HavyaJbHBIX TEMIIEpaTyp HarpeBa

Table 3
Characteristics of spacecraft with a STP system for an isothermal absorber
Mission Absorber Concentrator Conventional Payload Mass Angular
Time, Temperature, Tolerance Mirror on GEO, accuracy f3,
days K Aa, deg. Diameter, kg degrees
meter
60 2200 0.64° 20.8 1640 1.25°
40 2100 0.7° 23.7 1510 1.3°
20 1900 1.0° 33.0 1270 1.6°
Table 4
Characteristics of spacecraft with a STP system for a two-stage absorber
Mission Absorber Concentrator Conventional Payload Mass Angular
Time, Temperature, Tolerance Mirror on GEO, accuracy f3,
days K Aa, deg. Diameter, meter kg degrees
60 3000 0.77° 24.0 2180 1.39°
40 2800 0.9° 27.6 2050 1.53°
20 2600 1.1° 37.9 1810 1.74°
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Table 5
Characteristics of spacecraft with a STP system for non-isothermal absorber
Mission Absorber Concentrator Conventional Payload Mass Angular
Time, Temperature, Tolerance Mirror on GEO, accuracy f3,
days K Aa, deg. Diameter, kg degrees
meter
60 3800 0.86° 25.4 2600 1.48°
40 3600 1.0° 30.4 2480 1.64°
20 3200 1.4° 41.9 2230 2.0°
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Fig. 11. The algorithm of optimal agreement of STP characteristics with SC

Puc. 11. Anroputm ontumansHOro cornacoBanus xapakrepuctuk CTPJL ¢ KA

Opportunities of using oxygen and fluorine as
oxidizers for a STP system as applied to the “Proton-M”
launch vehicle are compared. As it can be seen from
fig. 12, the mass efficiency of the space stage with the
fluorine-hydrogen STP provides a gain in PL mass
of more than 25 % with an oxidizer-to-fuel ratio o = 0.1
(K,, = 0.19) in the case of an isothermal absorber, when
appropriate values of a < 0.15 compared with the use of
an oxygen-hydrogen booster with an oxygen-hydrogen
liquid-propellant rocket engine KVD-1 when using light
inflatable film mirrors. The use of an extremely non-
isothermal absorber allows increasing the mass efficiency
of the engine and significant expanding the range of o

values at which a steady gain in the PL mass is
maintained.

The graphs in fig. 13 show noticeably smaller
paraboloid concentrator sizes in the case of a fluoride-
hydrogen STP compared to an oxygen-hydrogen one. The
difference may be over 25 %.

The calculations show a lower mass efficiency of the
STP use with H, + H,O, fuel in comparison with the use
of fluorine or oxygen. The area a where the gain of STP
with hydrogen peroxide over LPRE remains depends on
the type of a CAS. The choice of the appropriate value of
the oxidizer-to-fuel ratio at which the concentrator size is
significantly reduced with an acceptable decrease in mass
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efficiency is very important. This takes into account the
degree of temperature non-uniformity of the absorber and
the type of the concentrator.

STP optimal thrust. On the basis of M. S. Kons-
tantinov’s works [16; 17] it is shown that the values of the
characteristic velocity for each pair (j;/,) with optimized
3-segment many-revolution transfer can be used for
further calculations for reactive accelerations j from 2.5
to 12.5 mm/s* with I, from 600 to 900 s, which is typical
for SC with STP.

However, in the case of STP with afterburning the
same specific impulse can be provided by various
combinations of the hydrogen heating temperature and the
ratio of its mass flow rate to the flow rate of the oxidizer
[18]. The energy-mass efficiency of a SC with such an
engine can vary greatly. High-temperature heating (up
to 2600-2800 K) is more advantageous with components
mass flow-rate ratios in the range K,, = 3.2-4 in order
to achieve a moderate value of the specific impulse
I, = 600 s. The nominal mirror diameter can be
significantly (up to 40 %) reduced and the PL mass can be
increased by 35 % for a low-temperature CAS (heating is
not higher than 2000 K). In this case, the possible PL
mass equal to 1950 kg is more than 1.8 times greater than
that for the liquid-propellant booster of the “Fregat” type
(the SC mass on the GEO is 1060 kg). Refined mass
calculations of PL on the GEO were carried out for the
optimized trajectory (fig. 14).

Taking into account the minimized (each time) values
of the characteristic velocity it is possible to find the local
maximum of the PL mass for each specific impulse value.
For example, the specific impulse /, = 600 s corresponds
to the optimal thrust of 100 N, and for /, = 900 s the
optimal thrust is 70—80 N.

STP with TES. Let us consider a STP system with a
CAS including TES which accumulates heat energy in the
illuminated passive portions of each transfer orbit and
gives it to hydrogen when the engine is turned on in the
apsidal portions of the transfer orbits. This simplifies the
task of selecting powered portions regardless of the light
conditions and simplifies the desired guidance of the CAS
to the Sun. The analysis [8; 19] showed that the feasible
HAM should be searched between high-temperature
HAM such as beryllium oxide and less refractory
substances such as the eutectic 3BeO*2MgO. The eutectic
boron alloy with silicon B*Si [8] belongs to such
substances with an intermediate melting point and a high
energy intensity.

A mathematical model of SC with STP operation has
been developed to calculate and optimally match the
engine characteristics with the “CA-TES” system, the
main design SC parameters and orbital parameters [20]
taking into account the thermophysical properties and
transient processes in HAM [12; 21]. The mathematical
model is designed as a software package and consists of
five blocks (fig. 15).

The block (A) includes deterministic external factors.
The ballistic block (Bb) includes algorithms for solving the
ballistic problem of determining the total flight time and
the dynamic problem of determining the cost of the
characteristic speed of the maneuver. Block (B)
determines the main design SC parameters and
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calculation of the PL mass. Block (I') includes calculation
of energy-mass and geometric characteristics of STP with
the “CA-TES” system and the possibility of hydrogen
afterburning. Block (/I) includes coordination of the main
design parameters of the STP and the SC and their
optimization together with the parameters of motion
control for identifying the extremum of the objective
function of the operation (maximizing the PL mass) under
the restriction of flight time.

The analysis of the operation of a SC with STP
showed that the following parameters of the “CA-TES”
system can be chosen as relevant ones at the stage of
exploratory research: (a) the ratio of the energy intensity
TES Q, to the area (or mass) of the mirror F; (or the ratio
of the masses of the concentrator and TES M, /M, )
and (b) the accuracy parameter of the mirror Aa.

Formally the problem of choosing the optimal relevant
parameters of STP with TES in a SC is as follows:

T = fix
X, = fix
=arg max | M S 5
v g\ue‘l’,U r(¥) x, = fix ®)
T, = fix
where y=<Aoa,M,/M,> is the vector of optimized

is the
temperature of the absorber-accumulator taken to be equal
to the melting temperature of the HAM under
consideration, M, /My, is the ratio of masses of the

relevant parameters of STP with TES, T

concentrator and TES, x,,x, are the phase coordinates of
the SC, T is the interorbital transfer time, ¥, U is the

set of alternatives. The mathematical model of
optimization of the main design parameters of the “SC-
STP” technical system with the TES is shown in fig. 16.
The optimal mass ratios of the concentrator and TES
are different for different HAMs, and they increase as
their melting temperature increases. For example, for the
eutectic 3BeO*2MgO the optimum M, /M, is 0.2,

while for the B*Si alloy the optimum value M, /M, is

0.3-0.4, and for the refractory beryllium oxide
M,/ Mp= 09 (fig. 17). The effect the concentrator

tolerance on the PL mass is shown in fig. 18, whence it
follows that there exist ranges of the parameter Aa
optimal values depending on the melting point of
particular HAM [19]. As the melting temperature of
HAM increases, the optimum parameter Ao decreases
(the optimum concentration of solar radiation increases),
since greater accuracy dramatically augments the specific
mass of the mirror reducing the PL mass due to the
increase in engine mass, and the decrease in accuracy
diminishes the efficiency of the CAS which requires
larger area and mass of the mirror and also leads to a drop
in the PL.

Reducing the time of the mission trip leads to a sharp
decrease in the mass efficiency of the upper stage with the
STP which is explained by significant increase in the
mass of the CA and TES systems (fig. 19, 20).

STP with TES and hydrogen afterburning. Let us
consider the effectiveness of the use of STP with TES and
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afterburning of hydrogen heated in TES with oxygen and
fluorine. The problem has the following formalized

where y =<a,Aa,M,/M,,> is the vector of optimized

relevant parameters of STP with TES, Tjis the

formulation:
temperature of the absorber-accumulator taken to be equal
Iy = fix to the melting temperature of the HAM under
y=arg max | My, () Xy = fix ©) consideration, x,,x, are the phase coordinates of the SC,
yevue| x, = fix ’ T is the interorbital transfer time, W, U, = is the set of
Ty = fix alternatives.
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Fig. 12. The dependence of PL mass
on oxidizer-to-fuel ratio when using different oxidizers
for hydrogen afterburning
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OKMCIIUTENEH 71 0KUIaHKs BOZOPOAA
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Fig. 13. The dependence of the convention concentrator
diameter on oxidizer-to-fuel ratio when using different
oxidizers for hydrogen afterburning

Puc. 13. 3aBucumocTb auamerpa mapaboIouIHOTO
KOHIIEHTpaTopa oT K03 duIreHTa N30bITKa OKHCIUTEIS
MIPU UCIIOJIB30BAHUU PA3JIMYHBIX OKUCIUTENEH
JUTSL TO’)KUTaHHUsL BOJIOpOJia
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Fig. 14. The dependence of PL mass on the GEO on STP thrust:
hydrogen temperature is 2800K, concentrator tolerance is Aa. = 1°,
time of placing on the GEO is 30 days

Puc. 14. 3aBucumocts maccel [TH va I'CO ot tsiru CTP/1:

Temrieparypa Bogopoaa — 2800 K, mapamerp tounoctn — Ao = 1°,
Bpems BeiBeaeHust Ha ['CO — 30 cyTok
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Structure of Multi-Level Mathematical Model of “Spacecraft-STF” Operation

Model of “Spacecraft-STP” Operation

(A) Model of (B) Operation Ballistic (B) Spacecraft

(I Model of STPwith CAS
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" 4
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Fig. 15. The block-diagram of a mathematical model of a “SC-STP” technical system operation
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Fig. 16. The mathematical model of optimization of the main design parameters
of the “SC-STP” technical system with TES
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Fig.18. The dependence of the PL mass
on the concentrator surface tolerance
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Fig. 19. The dependence of the TES mass
on the time of placing into the GEO

Puc. 19. 3aBucumocts maccsl TA oT BpeMeHH
BeiBeieHus Ha ['CO

The results of calculations according to the presented
mathematical model (fig. 16) showed that when choosing
an eutectic alloy of boron and silicon as HAM the
appropriate value of the ratio O,/F, is about 3.2 MJ/m’
with the optimum value of the accuracy parameter
Ao = 0.5° and the selected rational value of the angular
aperture of the mirror paraboloid ® = 60° [20; 22]. This
corresponds to the ratio of the energy intensity Q, to the
mirror mass of about 2.8 Ml/kg which ensures the
maximum of the operation objective function — the PL
mass. The quantitative estimation of the allowable
reduction in the dimension of the “CA-TES” system is
clearly demonstrated in fig. 21, 22 in the coordinates
{Mp; ; Dx} (from right to left according to the indicated
points — the increase of o from 0 to 1 in increments
of 0.1).

It is shown that there are various ranges of reasonable
values of a for the considered oxidizers corresponding to
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Fig. 20. The dependence of the PL mass on the time
of placing into the GEO

Puc. 20. 3aBucumocts mMaccsl ITH oT Bpemenu BbiBejeHUS
Ha I'CO

the largest PL (fig. 23). The results of similar calculations
for the case of using beryllium oxide as HAM [2] are
given as a comparative example in fig. 24.

Here the ratio Q./Nus = 22-24 MI/KW (Q./Fx
= 7,5 MJ/m®) corresponds to the optimal interorbital
transfer with the choice of the concentrator tolerance
Ao = 0.25°. The results of the comparison show higher
efficiency of the boron-silicon alloy with the same values
of the oxidizer-to-fuel ratio over the entire considered
time interval of the interorbital transfer. Compared to the
promising combined ITVs that use high and low thrust
engines for “raising” a SC on the GEO the gain in PL
mass can be up to 450 kg with the same interorbital
transfer time of 60 days.

STP with two-stage TES. In order to reduce the TES
mass it may be advisable to use TES with two heating
stages [8]. The efficiency of such a system is greater than
that of an isothermal system; therefore in such a STP
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system it is possible to use, for example, refractory
beryllium oxide BeO in a high-temperature stage with a
significantly less accurate mirror having lower specific
mass. Combinations of phase transition HAM with high
latent heat of melting, for example, lithium hydride LiH
in the low-temperature stage (melting point is 961 K,
latent heat of melting is about 2540 kJ/kg* K) and BeO
(melting point is 2804 K, latent heat of melting is

2840 kJ/kg*K) [3] are selected for construction of such an
STP system. As it follows from the graphs in fig. 25-27,
the PL mass on the GEO does not have an extremum
within the ratio of the mirror mass to the TES mass
0.05-1 for the range K, = 0-1.6 and for the case
K,, = 0 it has a significant gain in PL mass on the GEO
over other types of STP when the time of interorbital
transfer is 60 days.
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Fig. 21. The PL mass and the concentrator conventional
diameter for different time of placing into the GEO while
afterburning hydrogen with fluorine
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IUTS Pa3IMYHOTO BpeMeHH BeiBeneHus Ha ['CO
IPH JO>KUTaHUH BOJOpOaa HTOPOM

Fig. 22. The PL mass and the conventional diameter
of the concentrator for different time of placing into
the GEO while afterburning hydrogen with oxygen
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Fig. 23. The dependence of the PL mass on the time
of placing into the GEO while afterburning hydrogen
with oxygen and fluorine. HAM is the alloy B*Si

Puc. 23. 3aBucumocts maccel [TH oT BpeMeHu BhIBeCHHS
Ha ['CO mpu T0’KUTaHUU BOJOPOJIA KHCIOPOIOM U (hTopoMm.
TAM — cruiaB B*Si

Fig. 24. The dependence of the PL mass on the time
of placing into the GEO when using beryllium oxide
as HAM and afterburning hydrogen with oxygen

Puc. 24. 3aBucumocts Maccsl I[TH oT BpemeHu BbIBeieHUS
Ha ['CO npu ucnosb3oBanuu B kauectse TAM okcuna
OCpHILINS U JIO)KUTAHHH BOJIOPO/Ia KUCIOPOIOM

262



ABMGMMOHHG}Z U paKkemHo-KoCmMu4ecKkas mexnuka

o 2800

5 2700 i S S o Km=0

0) 2600 ) —o— Km=0,79

§ 2500 <o —o— Km=1,6

2 2400 g ==

§ 200 =4 ., . 1 g Y

§ 2200 e

E 2100 : | : ;
0 0,2 0,4 0,6 0,8 1

Concentrator-to-TES Mass Ratio

Fig. 25. The dependence of PL mass on the GEO
on the ratio of the mirror mass to the TES mass
for the values of K, = 0-1.6
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Fig. 27. The dependence of the ratio of TES energy
intensity to the absorber thermal power on the ratio
of the mirror mass to the TES mass

Puc. 27. 3aBucuMOCTb OTHOIIEHHS YHEProeMKocTH TA
K TEIUIOBOH MOITHOCTH HPHEMHUKA OT OTHOIICHHS
Macchl 3epkana k Macce TA

Conclusion. Rocket engines of configurations using
solar energy in the CA system are considered. Numerical
solutions are obtained for the problem of temperature
distribution over the radius of the extremely non-
isothermal absorber which made it possible to compile
refined regression dependencies to determine its
efficiency. The authors also obtained regression
dependences for determining the efficiency of a two-stage
absorber convenient for engineering calculations. The
possibilities of improving the engine performance while
using such absorbers to improve the flight efficiency of
the SC are determined. Techniques for optimal matching
the STP characteristics with various types of CAS and the
main design SC parameters and ballistic parameters in the
problem of interorbital transfer to high working orbits
using the example of a GEO for different homing time
have been developed. The dependences of the optimal
temperature of hydrogen heating in the CAS on the time
of SC placing into the GEO are revealed. It is shown that
the optimal temperature of hydrogen and the optimal
accuracy of the solar concentrator decrease, and the size
of the solar concentrator increases with the reduction of
the multi-turn interorbital transfer time.

Besides oxygen, fluorine and hydrogen peroxide are
also proposed to be used as expedient oxidizers. Together
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Fig. 26. The dependence of the concentrator
conventional diameter on the ratio of the mirror mass
to the TES mass for the values of K, = 0-1.6

Puc. 26. 3aBUCUMOCTB YCIIOBHOIO JMaMeTpa KOHLIEHTpaTopa
OT OTHOIIEHHsSI Macchl 3epkaiia k macce TA
s 3HaueHuii K, = 0-1,6

with hydrogen they form high-energy fuel compositions
with a large stoichiometric ratio of components flow-rates
as applied to the STP configuration with afterburning. It is
shown that when afterburning with these oxidizers the
dimension of the CAS can be significantly reduced. The
authors present the analysis of the flight characteristics of
the SC with STP with hydrogen afterburning, including
those with heating in a stepped CAS. It is shown that
there are extremal dependences of the STP thrust on the
specific impulse.

The expedient combinations of the concentrator
accuracy parameter and the ratio of the solar concentrator
mass to the TES mass for the HAMs considered are
shown. It is shown that the ratio of the mirror mass to the
TES mass can be expressed by the ratios of the TES
energy intensity to the thermal power of the absorber or to
the concentrator diameter as determining the time of the
interorbital transfer. The optimal values of these
parameters providing the maximum possible PL mass are
given. The problems of optimal coordination of the
characteristics of the STP with TES and the main design
SC parameters and ballistic parameters in the transfer to
high working orbits are posed and solved using the
example of the GEO for different transfer time.

Mathematical models and software algorithms have
been developed for the operation of the “STP with TES —
SC” technical system and the optimization of its main
design parameters. The expedient values of the
concentrator tolerance and the ratio of the TES energy
intensity to the absorber thermal power or the
concentrator diameter when afterburning the heated in
TES hydrogen with oxygen or fluorine were selected as a
result of the calculation using the proposed model. The
problems of optimal coordination of the characteristics of
STP with TES and afterburning hydrogen with various
oxidizers together with the main design parameters of the
spacecraft and ballistic parameters in the transfer to high
working orbits have been posed and solved. It is shown
that the expedient values of the oxidizer-to-fuel ratio for
the considered variants of STP with TES increase with
decreasing time of the interorbital transfer.

Mass-geometric and energetic parameters of STP with
a two-stage system “CA-TES” are considered. They show
the possibility of using high-temperature TES such as
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beryllium oxide to provide a high specific impulse at
moderate values of the solar concentrator tolerance. In
this case the PL mass can be significantly increased
compared with other types of STP at acceptable solar
concentrator tolerance.
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THE PROCESS OF NANOMODIFYING CAST ALUMINUM ALLOY INGOTS
FOR COMPONENTS OF AEROSPACE VEHICLES
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Currently, increasing attention has been paid to such a class of materials as nanopowders (NP) of chemical com-
pounds, which are ultra-thin formations of not more than 100 nm in size. Such attitude to these materials is explained
by the fact that they have unique physical, chemical and mechanical properties significantly different from the proper-
ties of materials of the same chemical composition in a massive state, and these properties can be transferred to some
extent from them or with their participation to the products.

The existing methods of introducing NP into metal melts could not be used due to their special properties in com-
parison with coarse powders, and therefore a new method of their introduction into the melt was developed, excluding
direct contact of NP particles with oxygen and unhindered penetration of particles into the melt through the oxide
layer. The essence of the method was as follows. In the aluminum container filled up with aluminum particles or de-
formable aluminum alloys DI or D16 and various NP (nitrides, carbides, oxides, etc.), and this composition was
pressed into the rod, with its help NP was introduced into the melt during casting of aluminum ingots and deformable
aluminum alloys.

The results of the study showed that this excludes the appearance of cracks in the ingots, as well as improves their
technological and mechanical properties.

Keywords: aluminum alloys, ingots, nanopowders, improvement of technological and mechanical properties.

HAHOMOINP®UIINPOBAHUE AJIIOMUHUEBBIX CIIJIABOB ITPU JIMTBE CJINTKOB,
JE®OPMUPYEMBIX B ADPOKOCMUYECKHUE U3JEJINA
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B nocneonee spems 6ce 6onvuiee snHumanue yoensiemcs maxkomy Kiaccy mamepuanos, kak Hanonopowxu (HII)
XUMUYECKUX COeOUHEHUN, KOmopble NpeoCcmaegisiom coboll ceepxmonKue obpasosanus pazmepamu He 6onee 100 Hm.
Takoe omHoweHUe K 2MUM MAMEPUArIam 0ObIACHACMC MEM, Yo OHU 0OAAOAIOM YHUKALbHBIMU QUIUKO-XUMULECKUMU
U MEXAHUHECKUMU CEOUCMEAMU, CYUECBEHHO OMIUHAIOWUMUC OM CEOUCING MAMEPUALO8 0OHO20 U MO20 HCe XUMU-
4eCK020 COCMABA 8 MACCUBHOM COCMOSHUU, U IMU CEOUCMEA MO2YM ObiMb 8 ONPEOCIeHHOU CeneHu NEPedansl Om HUxX
WU € UXx yuacmuem npooyKmam.

Cywecmesyiowue cnocobwl eéedenus HII ¢ memaniuueckue pacniagol He mo2nu 6bims UCNOIb306AHbL BCACOCTNEUE
HAMUYUSL Y HUX 0COOBIX CEOLCME NO CPAGHEHUIO ¢ DOAee KPYNHbIMU NOPOWKAMU, 8 CESI3U C UeM Oblll paspaboman HOGblll
€nocob ux esedenust 6 pacniae, UCKIouarwul npamoi koumaxm yacmuy HII ¢ kuciopodom u becnpensimcemeenHoe ux
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Texnonozuueckue npoyeccost u mamepuaiiol

NpOHUKHOGEHUe 8 pacniag depes okuchyio nienky. Cyms cnocoba sakmouanace 8 ciedyiowem. B anomunuesviii kon-
metiHep 3achinanu Yacmuysbl ATIOMUHUS UTU ATIOMUHUESbIX Oeopmupyembix cniasos 1 umu [16 u pazmuunsvie HIT
(HuUmpuovl, Kapobuosvl, OKCUObL U Op.) U NOOBEP2aALU FMY KOMNOIUYUIO NPECCOBAHUIO 8 NPYMOK, C NOMOUBIO KOMOPO2O
HIT u 6600unu 6 pacniae npu 1umve CIUMKOS U3 ATHOMUHUSA U ATIOMUHUEBHIX 0ehOPMUPYEMbIX CHAABOE.

Pesyromamol uccredosanusn noxkazanu, 4mo npu 3Mom UCKIIOHUACMCA NOAGLEHUE 8 CIUMKAX MPEWuH, d maKice no-

BLLULATOMCS UX MEXHONO2UYECKUe U MEXAHUYECKUe CBOLICMEA.

Kniouesvie cnosa: anomunuesvie Cnjaaevl, ClumKu, HAaHONOPOUIKU, NOBbIULEHUE MEXHOIOCUYECKUX U MeXaAHUYEeCKUX

ceolCcms.

Introduction. In recent years, more attention has been
paid to such a class of materials as nanopowders (NP)
of chemical compounds, which are ultrafine crystalline
or amorphous formations with 100 nm in size (I nm =
= 10° m) [1]. Such an attitude to these materials is
explained by the fact that they have unique
physicochemical and mechanical properties that differ
significantly from the material properties of the same
chemical composition in a massive state, and these
properties can be transferred to the products obtained
from them or with their help [2].

History. There is various information regarding the
proposal of the term ‘“nanotechnology” [3]. Thus,
according to [4], the first who not only proposed (in 1950)
a new term — molecular engineering, but also predicted
the creation of nanomolecular devices, was an electrical
engineer at the Massachusetts Institute of Technology
A. R. von Hippel). In 1959, the Nobel Prize laureate,
physicist Richard Feynman, in his famous lecture
published in 1960 [5], pointed to the possible significant
prospects for designing at the scale of atoms and
molecules that can be achieved as a result of obtaining
materials and devices molecular scale (atomic-molecular
scale) and noted that to control the properties of these
small nanostructures (“nano” — structures), it will be
necessary to create a new class of miniature tools.

In the early 1980s, an engineer at the Massachusetts
Institute of Technology, K.E. Drexler proposed
approaches, physical principles for obtaining complex
nanoscale structures [6]. Later on this topic, he published
several monographs, including [7], in which he outlined
the prospects for the application of molecular technology
(molecular manufacturing technology) opportunities in a
number of industries. In this monograph, he used the term
“nanotechnology” (nanotechnology) to describe the vision
of the subject by R. Feynman and the technologies for
implementing his idea. It is believed [8] that N. Taniguchi
from the University of Tokyo, in a report made in 1974 at
a conference of the Japanese Society of Precise
Engineering on the coming transition to processing with
ultrahigh precision, defined the term “nanotechnology”
[9] as a technology that ensures “extra” high precision
and “ultra fine” sizes about 1 nm (1 nanometer = 10 ° m).
He defined the term “nanotechnology” the following way:
“nanotechnology mainly consists of the processing of
separation, consolidation, and deformation of materials
the size of one atom or one molecule” [10].

Today publications on the use of NPs in the creation
of products, both on a metal and an elastomer basis
appear [11-13]. The first author's certificate on the
invention on the use of NP for grinding the structure of
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aluminum alloys [14] was obtained in 1981 (priority from
10.17.79). According to the results of the technologies
developed on the use of NP for improving the quality of
metal products manufactured in various ways from
various metals and alloys, 25 USSR author certificates
and patents of the Russian Federation for inventions were
obtained. Most of the work was done to crush the
structure and, as a result, increase the level of mechanical
properties of products from aluminum cast alloys (shaped
casting and liquid stamping) and cast iron (shaped
casting), aluminum and deformable aluminum alloys
during casting of ingots in a semi-continuous manner. The
process of grinding the structural components of the
alloys at the macro and micro levels is called modifying.
The result of the modification of metal compositions is
the improvement of the technological properties at the
stage of obtaining products, as well as improvement of the
strength and plastic characteristics of the finished
products, especially in the case of using NP for this
purpose.

The method of introducing nanopowders into
metal melts. Existing methods of introducing powdered
additives into metal melts could not be taken using NP
due to their special properties as compared to coarse
powders, and therefore a fundamentally new method of
their introduction into the melt was developed [14], which
excluded direct contact of powder particles with oxygen
in the process of their introduction, penetration of
particles through the oxide layer, exclusion of aggregation
and controlled dosing by weight.

The essence of the method was as follows. In a thin-
walled aluminum container (diameter 165 mm, height
235 mm, wall thickness 2 mm) pellets of aluminum or
aluminum deformable alloys D1 or D16 with a diameter
of 1.5-3.0 mm, obtained by centrifugal spraying, were
poured. The same container was filled up to 3.0 wt. % NP
by weight of the granules. Nitrides, carbonitrides, oxides,
carbides, and other high-strength refractory chemical
compounds with particle sizes up to 100 nanometers were
used as NP.

The opening in the container was closed with a lid,
installed in an installation with an eccentric axis of
rotation, and it was rotated, as a result the surface of the
granules was clad with nanopowder particles.

Then this container was heated, placed in a container
of a hydraulic press and with a pressing force of
100-120 ton-force the rods were pressed with a speed
of 3.5 cm/sThe rods obtained in this way had a thin-
walled surface (tenths of mm), the quality of which
(roughness) was almost the same as the surface of profiles
pressed from compact aluminum billets made from ingots.
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And their volume consisted of densely pressed fibers (see
the figure). This is explained by the fact that, due to the
presence of NP particles on the granule surface during the
extrusion process, the granules were deformed separately
from each other, which is confirmed by the results of a
microscopic study of the surface of clad aluminum
particles and fibers. It turned out that the fibers are
completely covered with NP particles firmly embedded in
their surface. At the same time, the purity of the surface
of such a bar was the same with a rod extruded from a
compact aluminum billet obtained from an ingot. In rods
9.5 mm there were from 1100 to 1200 densely
compacted fibers with a cross section of 0.005-0.075 mm?,
the length of which, depending on the size of the
aluminum particles, is in the range of 400-3200 mm.

A typical type of modifying rod & 9.5 mm, pressed from
the composition of aluminum granules + NP

TUn4HEIN BU MOANDHIMPYIOIIETO NPYTKa
9,5 MM, OTHPECCOBAHHOT'O M3 KOMIO3HLIMU
aJtoMuHMeBble rpanysl + HIT

In the process of conducting experiments under
production conditions, it was found that regardless of the
chemical composition of the NP, their crystal system and
class, symmetry elements, space group, structural type,
lattice period, density, melting temperature and other
parameters considered, they all had a similar modifying
effect.

Modification of aluminum and aluminum alloys
with nanopowders during casting of ingots in a semi-
continuous manner. A rather common defect of ingots
cast in a semicontinuous method from aluminum and
wrought aluminum alloys is the occurrence of cracks in
the process of crystallization — crystallized or hot cracks,
and after complete solidification of the metal — cold
cracks. According to [15], on flat ingots, cracks are
located on the surface of both the bottom part and the
bottom part with a transition to wide faces, where their
direction coincides with the direction of the casting.
These cracks are formed as a result of violations of the
speed and temperature of the casting due to uneven
cooling around the perimeter of the ingot. On round
ingots, cracks are classified as follows: a) central (due to
rapid cooling of the peripheral layers with a sufficiently
strong core that resists shrinkage of the outer layers); b)
radial — located in the middle part of the ingot and
develop from the periphery to the center (they appear only
at the initial moment of cooling of the ingot with water,
when the bottom of the well is above the belt of direct
cooling of the ingot with water; upon subsequent cooling
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these cracks are tightly compressed); c) circular cracks —
occur in the zone of change in the character of the grain
structure and more often on ingots with a columnar
structure (the reason is a big difference in the cooling
rates of the crust near the wall of the mold and the metal
in the middle of the ingot from the direct effect of cooling
water). The occurrence of cracks is associated [16] with
the occurrence of internal stresses during solidification of
the ingot, due to the presence of a temperature gradient in
the cross section and height of the ingot, which leads to
non-simultaneous crystallization of the outer and inner
volumes of the metal and as a result of difficult shrinkage
of the first peripheral and then the inner layers. It is
believed that hot cracks appear due to the low ductility of
the alloy in the solid-liquid state, and cold — due to low
elongation in the hardened state. It has been noted that hot
cracks do not occur if the elongation in the solid-liquid
state is more than 0.3 %, and cold — if its value is more
than 1.5 %. The magnitude of the stresses in this case is
determined by the elastic and plastic deformations that
occur in the considered volume of the metal under the
influence of adjacent layers, which are cooled with a
different speed. This phenomenon is aggravated by a
significant heterogeneity of the structure over the section
of the ingot, characterized by three zones: a thin
peripheral layer of the ingot that forms at the surface of
the water-cooled crystallizer, has the smallest structure,
then comes a layer of large columnar crystals directed to
the center of the ingot, and the central zone consisting of
coarse disoriented crystals. Such a structure is a
characteristic of large-sized ingots, during casting of
which cracks often occur. Most of the defect in the
continuous casting of steel ingots also refers to cracks
[17]. To a greater degree, the occurance of cracking
increases [18] when aluminum liquid charge, delivered to
the mixtures of casting section directly from the
electrolyzers, is used for casting ingots (economically
more advantageous technological scheme due to the
exclusion of the operation of preparing alloys by melting
solid charge). The reason for this is the formation of a
coarse-crystalline structure of ingots, which is associated
with the deactivation of nucleating agents at high
temperature (1173-1223 K) of electrolysis aluminum
supplied directly to the mixer It has been established that
with an increase in the grade (purity) of aluminum, the
ingot rejects for cracks increase, which is associated with
the formation of a coarse-crystalline structure.

In order to identify the causes of cracks and establish
optimal casting conditions that reduce the risk of this
defect by the method of multidimensional correlation
analysis [19], the ingot defects were calculated for cracks
cast from A6 aluminum [20]. For active control of the
technological process, a mathematical model of the
connection of the number of ingots (optimization
parameter, U, %) of two standard sizes was investigated:
I1-347 x 1325 mm and II — 347 x 1630 rejected on cracks
along a wider face, with controlled molding parameters
(X, — casting speed, mm / min and X, — casting
temperature), with the ratio of impurities of Fe: Si (X3)
and including the element-modifier (Xs, %). Digital
expressions of all factors were fixed in 264 heats. As
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a result of the calculations, linear regression equations
were obtained, which relate the number of ingot defects
for cracks to the factors influencing its appearance.

For an ingot of type I, an equation was obtained:

U=-791.4+0.376X; +1.152 X, — 0.11.X; — 130X;. (1).
For ingot type II:
U=-961.0+238X;+1.25 X, - 0.09X; — 1390X;. (2).

The coefficient of multiple correlation for equation (1)
was 0.71 and 0.869 for equation (2), which indicates a
significant proportion of the studied factors in the volume
of active factors. The close dependence of the level of
defect on cracks on the studied factors turned out to be
much more than its dependence on each of them
separately and on the close connection of factors with
each other. The magnitudes of the coefficients in the
equations and the sign in front of them indicates the
relative magnitude and direction of the influence of the
effect of the corresponding factor on the optimization
parameter (reduction or increase in the defect). The values
of the pair correlation coefficients between Y and X;, X,
and X, are close, which indicates that these factors have
approximately the same effect on the ingot defect on
cracks. So, for an ingot, the cross section of 347 x 1325
mm, the bond between Y and X; is weak (ryx; = —0,027),
which is explained by the compliance with the required

value (> 1) of the ratio Fe: Si — average 1.24, and for an
ingot with a cross section of 347 X 1630 mm, this
relationship was much closer (ryx; = —0.0476) which,
when casting such ingots, requires a stricter respect for
the ratio Fe:Si. Using the obtained equations, nomograms
were calculated and constructed, which allow us to
predict the expected level of defect on cracks during the
smelting process and adjust the casting technological
parameters (casting speed and temperature, Fe: Si ratio,
titanium content), respectively, to reduce the ingot defect
for cracks [20]. Experimental verification gives a very
satisfactory convergence of the estimated number of
defects with the actual. Good convergence is also
observed in the case of introducing into the calculation
the water pressure in the cooling system of ingots with
dimensions of 295 x 1230 x 2400 mm made from A7
aluminum. Analysis of the initial information showed that
when casting ingots of type I, the content of titanium in
different heats varies in the range of 0.01-0.028 %, for
type II — in the range of 0.014-0.027 %. The calculation
of defects for cracks using the regression equations found
for the lower and upper titanium contents with the
stability of the other factors showed a significant
influence of this factor. So, for ingot I, at the lower level
of titanium, a defect for cracks is predicted to 24.9 %,
at the top — it decreases to 1.45 %, for II, respectively,
21.16 and 3.09 %.

When working with commonly used ligatures,
obtained in the form of relatively massive ingots
containing titanium modifying element, or with a titanium
sponge, which dissolve for quite a long time,
incommensurable with the casting speed of the ingot, it is
not possible to change this factor (X; — titanium, %) affect
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the reduction of defects for cracks. In the case of the use
of rod modifying ligatures that can be made with any
desired diameter, their dissolution occurs at a rate
commensurate with any of the ingot casting speed
adopted by the technology (from 60 to 90 mm/min), while
ensuring stable and equal content of modifying element in
any volume of metal in the ingot.

The negative consequences of the use of the liquid
charge are prevented by the introduction of modifiers into
the melt, in particular, titanium, less often in its pure
form, more often in the volume of aluminum-titanium
master alloys. When titanium interacts with liquid
aluminum in the melt, nucleating particles of TiAl;
compound appear, which leads to a refinement of the
structure, and, consequently, to an increase in the
plasticity of the hardened and hardening metal, and as a
result — to a decrease in the ingot defect due to cracks.
Analysis of 9857 ingots cast at Krasnoyarsk Aluminum
Smelter 347 x 1325 mm and 347 x 1630 mm and
weighing up to five tons showed that the smallest number
of defects on cracks (2.04.5 %) provides a titanium
content in the range of 0.030-0.035 %. Moreover, it is
also known that the occurrence of cracks in ingots is also
influenced by the ratio of Fe and Si impurities present in
aluminum. Without going into a hypothesis explaining
this phenomenon, it can be noted that in order to reduce
defects on cracks, it is recommended that the iron content
be higher than the silicon content by 0.02-0.05 %. On the
same number of ingots, we found that the smallest
number of them is with cracks (1.1-1.3 %) with the same
titanium content is characterized by the ratio Fe: Si in the
range 1.0 : 1.2. Due to the fact that cutting of large-sized
ingots at the plant for studying their structure was not
possible, it was studied on sample tests simultaneously
cast with ingots with an estimate of the size of the macro
grain detected on thin sections according to a developed
scale. So, for the smallest grain (area of about 0.5 mm?)
I point was taken, and for grain with an area of about
100 mm?, V point was taken. Comparison of the obtained
data showed that the number of ingots with cracks
correlates with the grain size on samples: with an increase
in the grain size, the number of ingots with cracks
increases. So, if with a structure characterized by Il point,
the defect does not exceed 2.2 %, then with V point, the
defect reaches 21.0 %. It should be noted that not all
ingots are finally rejected for this type of defect, some
types of cracks, especially shallow ones, are cut down and
the cutting site is cleaned. Nevertheless, there is a danger
of production of ingots with cracks undetected on the
surface for further processing by pressure, where this
defect at the technological stages is not always detected
and can get into the finished product, and lead to negative
consequences in operation.

Despite the relatively high efficiency of titanium for
grinding the structure and reducing the likelihood of
cracks in the ingots, this method has a significant
disadvantage, that titanium is introduced either as a
titanium sponge or as a pig ligature into a liquid metal in a
mixer-forehearth or in the distributing mixer, where these
components, firstly, dissolve for quite a long time (hours),
secondly, despite the mixing of the melt, titanium is
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unevenly distributed over the volume of the bath, which is
reflected in its distribution over the height of the ingot,
and, consequently, on the degree of grinding of the grain
and further — on the technological properties of the ingot
and on the mechanical and operational characteristics
obtained from these products (sheet, profile, forgings).
Modifying technology. We applied a technology
implemented under production conditions, firstly,
eliminating the long standing of the melt in the mixer,
and, secondly, ensuring the same content of the modifying
agent throughout the entire ingot. As mentioned earlier,
from the composition consisting of aluminum and NP
particles, rods were pressed, which were wound onto a
bobbin, and their continuous dosed introduction,
coordinated with the volumetric flow rate of the poured
metal, was carried out either into the chute or into the
junction box in automatic mode using designed
installation, consisting of: reel, which serves for winding
the rod, electric motor, gearbox, feeding unit of rod and
guide tube. The feed speed of the rod into the melt was
consistent with the volume flow rate of the metal and was
adjusted by changing the number of revolutions of the
drive shaft on which the reel was mounted, using an
autotransformer. At the same time, the number of NP
injected did not exceed 0.05 mass. %, and the
consumption of the rod was 20-25 kg per ton of metal. In
order to determine the algorithm for automatic control of
the rate of introduction of a modifying rod into the melt
during ingot casting, which provides the required amount
of modifier (NP) in the alloy, such factors as casting
temperature (X;) and Fe: Si ratio (X3), which are usually
not subject to significant fluctuations ingot casting
process, taken as stable. Building on the coordinate plane
a system of points M; (X;, ¥;, where X; is the mass flow
rate of aluminum when casting an ingot, O, kg; Y; —
titanium content, Ti, kg) showed that the points are
located on a line very close to a straight line. Therefore,
we can assume that between X;, (7}, kg) and U,, (O, kg)
there is a linear relationship like Y = a + bX, where a and
b are constant. Based on this assumption, a calculation
was made by which an empirical relationship was
obtained: Y = -0.2304 + 0.00055X, the value of the
correlation coefficient for which (» = 0.9996) confirms the
existence of a close, straightforward relationship of the
required titanium content in aluminum with volume flow
of the latter. The coefficient of determination in this case
was d = * x 100 % = 99.92 %. As an example, the
established linear dependence of the melt flow rate and
the titanium content in it was transformed into the
operating parameters of the casting process of an ingot
with a cross section of 400 x 1560 mm, respectively, into
the casting speed and the feed speed of the rod alloy. This
largest ingot produced by the company was chosen as the
object of testing the technology of introducing bar
ligatures due to the largest amount of defect on cracks in
its bottom part and reaching a wide edge, which is
associated with a relatively slow crystallization rate of the
metal, contributing to the formation of a large cristal
structure. In order to test the installation's ability to
provide a high bar feed rate, a ligature with a low content
of — Al — 1.95 % Ti modifier was used, commensurate
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with the content of NP in rods. At the adopted ingot
casting speed (70 mm/min), the volume flow rate of
aluminum was 135 kg / min, which required, in order to
ensure the content of titanium in aluminum A7 provided
for by technical documentation, to introduce a rod with a
diameter of 8 mm (the weight of the one running meter is
0.144 kg) at a speed of 4 m/min (4.27 kg per 1 ton of
aluminum). Such a rod feed rate ensured introduction of
about 0.008 % Ti into the melt in addition to the titanium
sponge previously injected into the mixer (about 0.018 %
Ti), which in total turned out to be close to the required
titanium content, which was determined by chemical
analysis — 0.027 % Ti. It is easy to obtain a similar
empirical dependence of the feed speed of a rod with
different content of the modifying agent on the volume
flow rate of aluminum. On thin chargesof the bottom part
of the samples with a diameter of 75 mm and a height of
40 mm, cast simultaneously with the casting of the ingot,
it was found that the average area of the macrograin of the
original aluminum A7 containing 0.018 % Ti is 1.24 mm?,
and the additional introduction is 0.008 % Ti rod ligature
reduces it to 0.082 mm? (15.1 times). The fact that such
an effect of grinding grain was obtained precisely due to
the additionally introduced modifier -titanium is
evidenced by the fact that when introduced into the same
melt when casting the same ingot, a 10 mm diameter rod
made of aluminum of the ADO brand with the same
volume feed with a titanium-containing rod, the area grain
decreases only 2.4 times (to 0.051 mm?®). At the same
time, the depth of the peripheral zone of the columnar
crystals of the sample of the original aluminum is 3.5 mm
(9.3 % of the sample diameter); when introducing the
aluminum rod ADO, it decreases to 2.0 mm (1.75 times)
and when modifying with a titanium rod, it is completely
absent.

The influence of the type of modifier on the
grinding of grain and the mechanical properties
of aluminum alloys. Preliminary experiments were
carried out under production conditions when pouring
from 973 K into metal form samples with a diameter
of 60 mm and a height of 300 mm of an aluminum
wrought alloy D16 prepared in a liquid charge and taken
from a pre-chamber 20-ton mixer from a temperature of
1003 K to a filling bucket with a capacity of 4 kg the
subsequent introduction into the melt of various NP in the
volume of modifying rods with a diameter of 8§ mm,
pressed from the granules of the alloy D16 and various
NP. The study of charges prepared on the cross-sections
of the cast samples showed the effect of grinding grain
when using all types of modifying substances, but to a
greater degree this effect is observed when modifying the
NP. So, if, when a sample rod is brought into the melt,
pressed only from granules, the grain is crushed 1.3 times,
and the rod pressed out of REM — 1.7 times, then all used
NP grind the grain 2-3 times. The effect of the modifying
additive on the size of the macrograin in the cross section
of a chill sample with a diameter of 60 mm, 300 mm high,
cast in a chill mold of alloy D16: 1 — without
modification; modifying rod pressed from granules: 2 —
alloy D16; 3 — rare-earth metals (Al + 11,0 % La; Al +
11,0 % Ce); modifying bar is pressed out of granules
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of alloy D16 and nanopowder: 4 — SizNg; 5 — SiC;
6 — Vi75sNgas (with an impurityV,0s5); 7 — SiC (with
an impurity Si0,);8 — B4C (with an impurity BN);
9 — CI'3C1’6N0’4 (Wlth an lmpurlty CI'203 + C), 10 — B4C,
11 — TaN; 12 — SiC (with an impurity SiO, + Si). The
effectiveness of the modifying impact of the NP was
confirmed under production conditions when casting
ingots on a continuous casting installation when they were
introduced into the melt in the automatic mode in the
amount of modifying rods.

Thus, when casting ingots with a diameter of 420 mm
from AMg6 alloy at a speed of 60 mm / min at 968 K
with the adding of a rod into the mold under a metal
stream, it was found that if the standard modifying
additive (Al-Ti ingot) the average grain size makes up
0,322 mm”, then when modifying the NP BN it decreases
to 0.146 mm’ (2.2 times), NP SiC — to 0.123 mm’
(2.6 times), and NP TaN — to 0.078 mm® (4.1 times).

When casting ingots with a diameter of 190 mm from
alloy D16, a modifying rod with a diameter of 6 mm was
pressed from the granules of the alloy D16 and NP SiC.
Rods with a diameter of 12 mm were pressed from
homogenized ingots (holding for 6 hours at 753-773 K,
air cooling), and after quenching (holding for 15 minutes
at 763...773 K, cooling in water), standard cylindrical
specimens were carved from them. Analysis of the test
results showed that the SiC NP crushes the macrograin
over the ingot cross section on average 1.7 times (from
0.35 for the alloy modified by the factory technology to
0.20 mm?), and by c of the ingot radius — 2.3 times (from
0.35 to 0.15 mm?). The temporal resistance o, in the
samples of the modified NP SiC alloy increased by 2.3 %,
the yield strength o, — by 11.0 %, and the relative
elongation 6 by 31.6 %. The microstructure did not show
significant differences from the usual alloy. During
casting of ingots with a diameter of 480 mm from D1
alloy, the effect of introducing into the melt NP SiC, B,C
and V,CN, was investigated. Modifying rods with a
diameter of 10 mm were pressed from both D1 alloy
granules and from these granules and NP on a rod-shaped
horizontal hydraulic press P8743B with a force of 2000 tf
at a speed of 2 mm/min. The ingots were cast at 983 K at
a speed of 32.36 mm / min, homogenized (the mode is
indicated above) and cut into blanks 800 mm long, which
were then heated in an IN600 furnace to 653-673 K and
on a P4757 press with a force of 700 tf, they were pressed
into an intermediate product with a diameter of 100 mm.
Of the three sections of this product (loose, medium and
tightening blanks with a length of 250 mm were cut,
heated them to 633...653 K and on the press P8739 with a
force of 800 tf extruded profile 100-59 (corner with a
shelf width of 20 mm). Mechanical properties were tested
on three corners cut from the above-mentioned hardened
corners (as indicated above) in the VZP-1 vertical
tempering furnace. Comparison of the results of testing
the mechanical properties of different parts of the profile
(output, medium and tightening), pressed from similar
parts of the intermediate product, showed that modifying
with all the above mentioned NPs in all cases gives
mechanical properties higher than conventional
technology provides. The study of the structure of the
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transverse templates of ingots showed that the highest
degree of grinding grain provides NP V,C N.. At the same
time, there were no significant differences in the
microstructure of the alloy modified by various NPs.

Due to the fact that the filtering used at the enterprise
to remove non-metallic inclusions from the melt leads to
the enlargement of the macrograin ingots, work was
carried out to eliminate this undesirable phenomenon
using NP. At the same time, ingots of 280 mm in diameter
were cast from the AMg6 alloy at 983-993 K at a speed
of 6 mm/min with the filtration of the melt in an upward
flow, ingots with a diameter of 280 mm were cast through
successively installed meshes from glass fabric SSF-4 and
SFF-0.06. Modifying bar with a diameter of 10 mm,
containing NP SiC or B,C, or V,C)N,, injected into the
mold under a stream of metal coming from the transfer
case. For comparison, ingots were cast with the
introduction of a rod pressed only from pellets into the
mold. The cast ingots were homogenized (holding for
6 hours at 753-773 K; cooling in air), after which they
were cut into blanks 700 mm long, heated to 673—-683 K
and pressed on a horizontal press into profile PC13820-2.
Of the three sections of the profile (output, medium and
tightening) cut samples for testing mechanical properties.
The macrostructure was studied on the ingot transverse
templates. The results of tests of mechanical properties
showed that, in general, NPs lead to an increase in the
relative elongation. So, if & for ingots cast from filtered
metal by factory technology is 19.1 %, then NP B,C
increases it to the greatest extent no 29.4 % (by 24,6 %),
NP V.C,N, —to 22.6 % (by 23.4 %) and NP SiC — to
21.8 % (by 14.1 %), then a rod of granules — to 21.6 %
(13.2 %). There is also an increase in yield strength o .
So, if for an ingot cast with filtration according to factory
technology, its value is 230 MPa, then NP SiC increases
c; to 247 MPa (by 5.2 %), NP V,C)N, — for 250 MPa
(by 8.5 %), granulated rod is up to 233 MPa (by 1.3 %),
and NP B4C does not change this characteristic.
Temporary resistance o, does not change in all types of
NP and with the introduction of the rod of granules. The
study of the structure of the ingots showed that the
filtration of the alloy enlarges the macrograin, whereas
the introduction of the NPs studied into the melt after
filtration leads to its sharp grinding and to the formation
of a homogeneous structure over the section.

Modification of the structure of ingots for forgings.
The obtained positive results with the introduction of NP
into the melt during the casting of ingots, from which
further extrusion methods were used to extrude a profile
of different cross sections, served as the basis for testing
this technology during the casting of ingots intended for
the manufacture of forgings from them. For this purpose,
when casting ingots of 420 mm from AMg6 alloy, the
melt was modified with a rod of 10 mm containing one
of NP — SiC, BN or TaN. The ingots were cast at 973 K at
a speed of 60 mm / min with the introduction of the rod
into the transfer case. Cast ingots were homogenized
(holding for 6 hours at 753-773 K; air cooling), then
they were cut into workpieces 750 mm long, turned
to @380 mm and, after preheating to 703 K, forgings were
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obtained with a force of 1250 tf deformation & = 62 %
according to the scheme: upsetting the workpiece in a disc
coil — forging disc coil on a rod — secondary
sedimentation of a rod in a disc coil KP-10-27. The
structure was studied on templates cut from an ingot and
from a disc coil. Metal contamination by nonmetallic
inclusions was estimated from fractures of technological
samples (40 x 40 x 120 mm) cut from transverse
templates, as a result of which it was found that the
least contamination is characteristic of serial ingots —
YFi= 10 mm?® whereas with the introduction of rods
containing NP BN, SiC, TaN, this characteristic
significantly increases — to 23.5; 24.0 and up to 38 mm’,
which exceeds the requirements of technical
documentation. When analyzing the macro-structure of
cross-section templates, it was found that ingots cast by
serial technology with the introduction of a rod of
granules are characterized by a heterogeneous structure:
fine grain around the periphery, then a columnar structure
(width 50-90 mm) follows, and behind it — fine-grained
structure. The introduction of any of the NPs prevents the
formation of a columnar structure, and according to the
degree of impact, the most effective of them was NP TaN
grain refinement 4.1 times as compared to serial ingots
(from 0.322 to 0.073 mm?), then NP SiC — 2.6 times (up
to 0.123 mm?) and NP BN — 2.2 times (up to 0.146 mm?).
Analysis of the microstructure did not reveal any special
differences in the internal structure of the grain of serial
ingots and ingots of a metal modified by NP. At the same
time, in all ingots, close microporosity is observed. The
study of macrosections and kinks of templates of forgings
made of modified NP alloy showed the presence of non-

metallic inclusions (total area XFj, mmz) and stroke
bundles associated with the presence of oxide layers in
the metal (total length, mm), respectively, on charges —
from 4 up to 9 mm” and from 10 to 24 mm, at fractures —
from 5 to 6.5 mm® and from 18 to 28 mm, which meets
the requirements of technical documentation, but at the
same time exceeds the number of defects for a serial
forging, on the macrosections of which no defects were
found, there is a part of fan structure with an area
of 25 mm?; at fractures, the area of nonmetallic inclusions

YFi,. is only 2 mm® The mechanical properties of
specimens cut from forgings according to the required
documentation of the scheme in the fractional, transverse
and altitudinal directions turned out to be quite close to
the properties of serial forgings, and in some cases even
exceeded them, especially the relative elongation.
Macrograin forgings made from ingots modified by NPs
turned out to be smaller than forgings made from serial
ingots and from ingots cast from an alloy into which a bar
of granules was introduced. Thus, as a result of the
research described above, it was found that as a result of
the introduction of various refractory materials into the
liquid alloy AMg6, the grain size of the nonmetallic
inclusions increases, as well as the number of laminations
(in forgings). A possible reason for their existence can be
considered the use of modifying rods of granules as a
basis, which contribute to the volume of this product a
large amount of aluminum oxide A1203, which is present
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on their surface, and gases, present (hydrogen) on the
surface. It should be noted that in all our studies, non-
metallic inclusions and delaminations were not observed
on the products pressed from ingots cast from alloys
modified by various NPs. By the way, this fact does not at
all indicate in favor of the absence of non-metallic
inclusions (aluminum oxide particles Al,O3;) in the
volume of compacts — their number, both in the original
ingots modified by NP, and in the compacts or forgings
obtained from them, remains almost the same but in the
process of obtaining products from ingots, these oxides
are crushed and evenly distributed over the volume of the
deformed metal.

Conclusion. As a result of the use of a new type of
modifiers — nanopowders of refractory chemical
compounds, and the developed method of their
introduction into metal melts in the volume of rods
pressed from the composition “aluminum particles +
nanopowders”, the mechanical properties of the products
obtained by the pressure treatment of ingots cast with the
semicontinuous method from aluminum and aluminum
alloys were improved.
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The most important resource for improving the performance of parts is the reduction of the surface roughness. One
of the promising ways to reduce the surface roughness is the abrasive extrusion processing. When developing the AEP
technology, it is necessary to know the flow rate (pressure) of the WE, which depends on the viscosity of the latter. In
turn, the viscosity of the WE is determined by its temperature. The temperature of the working environment at AEP can
be calculated if the coefficients of thermal conductivity and thermal diffusivity of the WE are known. The working envi-
ronment for AEP consists of two components, therefore, the coefficient of thermal conductivity can be calculated by
known formulas. However, the calculation error is significant, therefore, the experimental determination of the above-
mentioned coefficients is required. The installations for the coefficients research have been presented, the methods of
conducting experiments have been developed. After mathematical processing of the experiments results by means of the
AdvanceGrapher v. 2.11, the dependences of the thermal conductivity and thermal diffusivity on the abrasive concen-
tration have been obtained. The studies of the thermophysical properties of the working environment have shown that
the values of thermal conductivity and thermal diffusivity of the WE are mainly determined by the concentration of
abrasive grains in the working environment. The direct dependence of these coefficients on the degree of filling the
working environment with abrasive grains has been established.

Keywords: abrasive extrusion processing, working environment, thermal conductivity and thermal diffusivity
coefficients.

HNCCIIEJOBAHHUE TEINVIO®PU3NYECKHUX CBOIZICTB PABOYEM CPE]IbI
JJI5s1 ABPABUBHO-KCTPY3UOHHOU OBPABOTKH

E.b. HH.ICHKOI*, n. s. ]_HCCTaKOBl, n. A. PeMI/I30B.2, T. A. BepeTHOBa3

1C1/161/1p01<1/1171 rOCYAAapCTBEHHBI YHUBEPCUTET HAYKU U TEXHOJIOTUU UMEHU akaneMuka M. @. PemerneBa
Poccuiickas ®enepamms, 660037, KpacHospck, mpocn. uM. ra3. «KpacHospckuit padbounii», 31
*KpacHOspCKHii rocy1apCTBEHHbII MeIMIMHCKHI YHIUBEpCHTET HMenn npodeccopa B. @. Boitno-Scenemxoro
Poccuiickas ®@enepanus, 660022, Kpacnosipek, yi. [lapruzana XKenesnsika, 1
3Cubupckuii (penepanbHbIil YHHUBEPCHTET
Poccuiickas ®enepanms, 660041, r. KpacHospck, npocn. CBoOOAHEIH, 79
"E-mail: pshenko-64@mail.ru

Baoicnetiwum pecypcom nogvluienusi IKCHIYAMAyUOHHbIX XAPAKMEPUCIUK Oemdell S8NSEmcst YMeHbULeHUE UepOo-
xoeamocmu nogepxrnocmu. OOHUM U3 NEPCHEKMUBHBIX CNOCOD0E8 CHUNICEHUSL UEPOXOBATNOCMU NOBEPXHOCU AGIAEMCSL
abpazusno-skcmpysuonnasn obpabomra (A30). Ilpu paspabomxe mexuonrocuu A0 Heobxooumo 3Hams pacxood (0as-
nerue) paboueii cpeost (PC), komoputii 3asucum om ea3xocmu nociedueu. B ceoro ouepedw eazkocmv PC onpedensiem-
ca eé memnepamypoul. Temnepamypy PC npu AOD mooicHo paccuumams, 3Has KO3GOuyuenmsl menionpo8ooHoOCmu
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u memnepamyponpogoornocmu PC. PC npu A20 cocmoum u3 08yX KOMHOHEHMO8, NOIMOMY paccuumams K03 uyu-
eHm MenaonpoBOOHOCIU MONICHO NO U38eCmubIM hopmynam. OOHAKO NOSPEWHOCIb PACYEMO8 3HAYUMENbHA, NOINOMY
mpebyemcst IKCHepUMEHMAIbHOe ONPedeleHUe BbIUEYNOMIHYMbIX Kodpduyuenmos. [Ipedcmasienvt ycmanosku 07is
uccne008anus Koagpuyuenmos, pazpabomansvl Memoouxku nposederus onvimos. Ilocie mamemamuueckoii 06pabomxu
Pe3yIbmamos SKCNepuUMenmog ¢ nomowvio npoepammel AdvanceGrapher v. 2.11 nonyuenvt 3agucumocmu ko3¢p@puyu-
€HMO8 MENIONPOBOOHOCTIL U MEMNePAmyponpo8oOHOCMYU om KoHyenmpayuu adpazusa. Ilposedennvie ucciedosanus
menioQuueckux ceolcms paboueli cpedvl NOKA3AAU, YMO GETULUHbI KOIPDUYUEHMO8 MEeNTONPOSOOHOCMU U Memne-
pamyponposoonocmu PC, 6 ocnosnom, onpedensiomcesi KOHyeHmpayueu aopazushvlx 3epeH 6 pabouell cpeoe.
Yemanoenena npsimas 3asucumocms smux Kodpuyuenmos om cmenenu HanoIHeHus. paboyeil cpedvbl AdPA3USHLIMU

3EePpHAMU.

Kniouesvie crosa: abpasusno-skempysuontas obpabomka, pabouas cpeoa, Koapouyuenmsl menionposoOHOCHU U

memnepamyponposoOHOCHU.

Introduction. Now there exists the whole class of
parts containing open and closed channels of a variable
cross-section to which surface layer condition the
increased design requirements are imposed. These are
aircraft parts (low thrust engine nozzles, impellers of tur-
bopump units), high-precision transport parts (nozzles,
sprayers), technical equipment parts (stamps, compression
molds, matrixes, nozzles of thermoplastic automatic ma-
chines), etc.

The most important resource of the increase in pro-
duction characteristics of parts is the decrease of rough-
ness of a surface and ensuring parallelism of its direction
along the flow of components as well as the removal of
tensile and compressive stresses.

The practice of finishing processing showed that the
most productive and effective for the formation of the
surface layer (SL) of figurine channels is the abrasive-
extrusion processing (AEP) which consists in the move-
ment (remolding) of viscoelastic, filled with the abrasive
grains (AG) working environment (WE) under the pres-
sure 5-12 MPa along the processed channel surface
[1-5].

When developing the AEP technology it is necessary
to know the flow rate (pressure) of the WE which depends
on the viscosity of the latter [6; 7]. The viscosity of the
WE in turn is defined by its temperature. The WE tem-
perature at AEP can be calculated knowing thermal con-
ductivity and thermal diffusivity coefficients of the WE.
The working environment at AEP consists of two compo-
nents, therefore it is possible to calculate a thermal con-
ductivity coefficient by Odelevsky’s [8], Misnara’s [9],
Burger’s [10] formulas. The authors [11] consider that
Odelevsky's formula is the most universal. The research-
ers of heat conductivity of composites offer a simple
formula for the coefficient calculation, the method of “in-
version” [12].

It has been established [13] that the thermal conduc-
tivity coefficient significantly depends on the concentra-
tion of abrasive and slightly depends on other
factors.

Research method and equipment. The experimental
determination of a thermal conductivity coefficient of the
WE was carried out by means of the flat layer method
[14] on the installation (fig. 1). The working environment
contained a viscoelastic component (high-molecular sili-
cone rubber) and abrasive grains (silicon carbide black of
graininess 100 or alundum white of graininess 50). Dur-
ing the experiments the content of abrasive grains was
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changing from 10 to 80 % (on volume basis) with a 15 %
interval.

The working environment 3 in the form of the disk
with 8 = 1-10 m thickness is located between the heater
1 and the fridge 5. The insulating ring containing the ad-
ditional security heater 4, which provides one-
dimensionality of the heat flux, is located outside. For the
same purpose the ratio 8/D (D — the disk diameter equal
to 1610 m) has been chosen small. To measure the tem-
perature difference the thermocouples 2 were used.

It is known that at a one-dimensional heat flux
through the flat layer the thermal conductivity is calcu-
lated

A=08/F(T) - T, (M

where O, — the heat flux of the heater; & — the sample
thickness; F— the surface area; T; and T, — the tempera-
tures of “hot” and “cold” sample surfaces (working envi-
ronment).

Therefore for thermal conductivity research by this
method the heat flux close to one-dimensional one
through the layer of the working environment under study
was created and measured and the temperature difference
between layer borders was measured as well.

As the temperatures were measured not on sample sur-
faces, but at some distance from them inside the heater
and the fridge, then the temperature differential correc-
tions in the heater layer AT} and the fridge AT, were made
to the measured temperature difference AT e.s The correc-
tions are determined by formulas:

AT\= 0.8,/ (F-My); 2
AT2: QT82 / (F7\'2)5 (3)
where 8, and 8, = 2-10° m — distances from a thermocou-

ple junction to the sample surface in the heater and the
fridge respectively; A; and A, — thermal conductivity
of heater and fridge materials (for steel 12X18HI10T
}\.1 = 7\.2 =152 W/m - K)

Taking into account these corrections the calculation
formula is:

0.
F ATzsm _& ﬁ+872

FAx A,
The graph of the dependence of the thermal conduc-

tivity coefficient on the concentration of abrasive is pre-
sented in fig. 2.

A=
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After the experiments results mathematical process-  for silicon carbide black:
ing by means of the Advance Grapher v. 2.11 the de- 7\,,<K:—0.322—0.016-Ka+0.013-Ka2—8.56-1075Ka3. (6)
pendences of thermal conductivity coefficients on con-
centration of abrasive have been received for alundum
white:

Except for the abrasive concentration as the factors of
variation the grain size (Ba) — the abrasive graininess in
the range of 25—100 microns and 7, — the temperature

. . . 0
A = — 0.046 — 0.045-Ka + 0.008- Ka’ — 5.6-10°Ka*,  (5) of the W(_)rkmg environment in the range of 20-60 "C
were studied.

Fig. 1. Installation diagram for determining the coefficient of thermal conductivity
by the method of a flat layer:
I —heater; 2 — thermocouples; 3 — sample under test (working environment);
4 — security heater; 5 — fridge; 6 — fridge security ring

Puc. 1. Cxema ycTaHOBKH ISl OTIpeaeNieHAsT KO PHUINEHTA TEITONPOBOJHOCTH
METOZIOM ILIOCKOI'O CJIOS:
1 — HarpeBaTelb; 2 — TepMomnapsl; 3 — HcciIeLyeMblil obpasel (pabodas cpenia); 4 — OXpaHHBIH
HarpeBarenb; 5 — XOIOIWIbHUK; 6 — OXPaHHOE KOJIBLIO XOJIOHIbHUKA

AVt/mK
35

: e
20 / Ak
15 // //
S —

0 T T T T 1
0 20 40 60 80 100

Ka%

Fig. 2. Dependence of the coefficient of thermal conductivity of the working environment
on the concentration of abrasive

Puc. 2. 3aBucuMocTh KO3 PHUIIEHTA TETIONPOBOAHOCTH padodeld cpeibl
OT KOHIIEHTpaIny abpa3usa
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As a result of the experiments it has been established
that the thermal conductivity coefficient of the WE in the
specified interval of change of abrasive graininess and
temperature changes no more than by 3 %. Therefore
these factors can not be considered when developing
technological processes of AEP.

Calculation results of the thermal conductivity coeffi-
cient of working environments by Odelevsky's, Misnara’s
formulas give the error of the required value determina-
tion in the comparison with the experimental one more
than 60 %, by the inversion method the error makes
20—45 % in the specified range of abrasive concentration
research. Such inaccuracy of thermal conductivity deter-
mination coefficient is unacceptable at projection of AEP
technology.

The formulas for calculation of thermal diffusivity of
composites have not been found now, therefore this pa-
rameter was defined experimentally.

To determine the thermal diffusivity coefficient of the
working environment the method based on the measure-
ment of the heating rate and time lag of the maximum
(minimum) temperature on the free surface of a sample
relative to the moment of switching on (switching off) the
input into the sample power was used [15].

The working environment limited by a metal cylinder
with the height of 11 mm and the diameter of 160 mm
was used as a sample. The experiments were carried
out on the installation (fig. 3). The installation consists of
the heating element 1 with 100 W power on which the
sample — the working environment 2 in the cylinder 3 was
located. The measurement of temperatures was performed
by means of thermocouples 4 in three different points
which are located at the free surface of the sample on the
depth of 1 mm. The thermocouples were located on one
circular axis with the 20 mm diameter located concentri-
cally relatively the center of the sample cylinder. The
operation of the heating element was controlled by means

of the thermocouple 5. Fixing of measurement results was
carried out via the analag-to-digital converter 6 to the
personal computer 7 on the virtual digital oscillograph.

The measurements were carried out in intervals
2060 °C that is the operating temperature at AEP. The
data received from three thermocouples were averaged to
decrease a random error of measurement due to possible
heterogeneity of a working environment structure. The
graphs of change of the input electric power and tempera-
ture are provided on the oscillogram (fig. 4)

The thermal diffusivity coefficient of samples was
calculated by formula:

a=28/(At—K)-o, (7)

where & — the thickness of the studied sample, 0.01 m;
At — the time which passed between switching on (switch-
ing off) the power of the heater and the achievement of
a maximum (minimum) temperature on the sample sur-
face, c¢; K — the time constant of the measurement circuit
defined on the model, 0.5 ¢: o — the dimensionless coeffi-
cient depending on the input power in our installation
c=810"

After the mathematical processing of experiments re-
sults by means of the AdvanceGrapher v. 2.11 the de-
pendences of thermal diffusivity coefficients on the abra-
sive concentration have been received for alundum white:

O = —6.3-107° +9.09-10°Ka +
+1.14-10 °Ka’ - 6.75-10 °Ka’; (8)
for silicon carbide black:
O = —3.02-107%+ 5.09-10Ka +
+1.3-10 °Ka®- 2.94-10 °Ka’. )

The dependence of a thermal diffusivity coefficient of
the working environment on the abrasive concentration is
presented in fig. 5.

e 4
= o e “ ‘/
// s @y i i a ” 1/

Fig. 3. Installation diagram for determining the coefficient of temperature
and conductivity:
1 — heater; 2 — sample under test (working medium); 3 — cylinder; 4 — termocouple;
5 — control thermocouple; 6 — analog-to-digital converter; 7 — personal computer

Puc. 3. Cxema ycTaHOBKH JUTs OTIpEeNICHUS KO PHUIUeHTa
TEMIIEPATyPOIPOBOTHOCTH:
1 — HarpeBarenb; 2 — uccieyeMblil oopasen (paboyas cpena); 3 — HUIMHAD;
4 — TepMonapsl; 5 — KOHTPOJIBHAS TEPMoOIIapa; 6 — aHaIaroBo-1UpPOBOit
npeoOpa3oBaTeb; 7 — NEPCOHATIBHBINA KOMITBIOTED
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At At i

Fig. 4. Oscillograms of power and temperature:
1 — graph of changes in input power; 2 — graph of temperature changes
on the free surface of the sample; Az — measured time lag of the maximum
(minimum) temperature, s

Puc. 4. OcuorpaMma MOITHOCTH M TEMIIEPATYPHI:
1 — rpaduk U3MeHeHHs BBOAUMON MOIIHOCTH; 2 — rpaduk U3MeHeHus
TeMIepaTypbl Ha CBOOOJHOM 1TOBEPXHOCTH 00pa3ua; Af — u3MepsieMoe
BpPEMEHHOE 3ara3/(bIBaHie MaKCUMyMa (MUHUMYMa) TeMIIepaTypbl, C

a,m/c
0,012

QKK
0,01

0,008

0,006

0,004 —

0,002

Ka%
0 20 40 60 80 100

Fig. 5. Dependence of the thermal diffusivity of the working environment
on the abrasive concentration

Puc. 5. 3aBucuMoCTh TeMIepaTypoOnpoOBOAHOCTH pabodell CpeIbl OT KOHIICHTpauy abpa3uBa
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Similarly to the thermal conductivity coefficient, the
grain size (Ba) — the abrasive graininess in the range
of 25-100 microns and Ty, — the temperature of the
working environment in the range of 20-60 °C were stud-
ied as the factors of variation for thermal diffusivity.

As a result of the experiments it has been estab-
lished that thermal diffusivity insignificantly depends
on the operating temperatures, the abrasive values and
other factors not bound to the structure of the WE. In
this connection, these factors were excluded from con-
sideration.

Conclusion. The conducted research of thermal prop-
erties of the working environment have shown that the
values of thermal conductivity and thermal diffusivity
of the WE are generally defined by the concentration of
abrasive grains in the working environment. The direct
dependence of these coefficients on the degree of filling
the working environment with abrasive grains has been
established
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MATHEMATICAL MODEL OF A LINEAR ELECTRODYNAMIC ENGINE OPERATION
ON IMPACT WITH ACCOUNT FOR ELASTIC DEFORMATION OF THE HARDENED SURFACE

N. A. Shvaleva’, A. A. Fadeev, T. T. Eresko

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
* E-mail: natalyashvaleva@ya.ru

Operational characteristics of contacting elements of cars and mechanisms are by far defined by a layer quality in-
dicators at the surfaces of contact. One of the ways of increasing details durability, including missile and space equip-
ment details, is the superficial plastic deformation (SPD). In the article aspects of dynamic ways of hardening from the
position of the wave theory of blow are considered.

The construction of a shock stand on the basis of a linear electrodynamic drive with a size of 60 mm, operating in a
shock-pulse mode, as well as a well-known mathematical model of the workflow — the movement of the armature with
the tool at the moment of striking the surface. This model does not fully describe the operation process since the mass of
the striker taken into account equaled 1 kg, which does not characterize the process of the impact tool, the purpose of
which is the object deformation (for example, work hardening with the aim of surface material sealing or breakdown of
the hole in it, or applying license plates markers).

The mathematical model that describes the movement of the armature with the tool, taking into account the elastic
deformation of the hardened surface was obtained. In the course of the performed calculation, the magnitude of the
elastic deformation of the hardened surface was calculated from the dynamic component of the force impulse applied to
it through the indenter (the tip of the impact tool).

The layout of the shock stand with the equipment used, are offered. Experiments on the signal recording with vari-
ous arrangements of piezoelectric transducers on the anvil — the hardened surface (diagrams of the sensors location are
given) were carried out.

Keywords: blow, mathematical model, elastic deformation, contact spot, linear electrodynamic engine, counter-
body, indenter.

MATEMATHYECKAS MOJIEJIb PABOTBI IMHEHHOT' O IJEKTPOAUHAMHUYECKOI'O
JABUT'ATEJIA IIPU YIAPE C YYETOM YIIPYT'OU JE®OPMALIUA
YIOPOYHSAEMOM IOBEPXHOCTH

H. A. U_IBaneBa*, A. A. @anees, T. T. Epecko

Cubupckuii rocy1apCTBEHHBIN YHUBEPCUTET HAYKH U TEXHOJIOTHH MMeHH akajnemuka M. @. Pemernena
Poccwuiickas @enepaunsi, 660037, r. KpacHosipck, mpocrt. M. ra3. «KpacHosipckuii padounii», 31
* E-mail: natalyashvaleva@ya.ru

DKenyamayuontvle XapaKxmepucmuky KOHMAKMUPYIOWUX 91eMeHMO8 MAWUH U MEXAHUBMO8 6 3HAYUMENbHOU
cmenenu Onpeoesliomcs NOKA3AMenamMu Kavecmea cios y nosepxnocmeti kKonmaxma. OOnum u3z cnocoboe nosvliuenus
npounocmuy oemaietl, 8 MOM yucie 0emaiell paKemHo-KOCMUHEeCKol MexXHUK, A6IAemcs NOBEPXHOCMHOe Naacmuye-
ckoe Oeghopmuposanue (III]]). B cmamve paccmompenvl achekmvl OUHAMUYECKUX CHOCOO08 YNPOUHEHUs. ¢ NO3UYUU
60IHOGOTL meopuu yoapa.

Ipedcmasnena KoHCmMpYKyust yOapHo20 Cmenda Ha base TUHeH020 deKMPOOUHAMUYECKO20 NPUBOIA ¢ MUNOPA3-
mepom 60 mm, pabomarouie2o 8 YOapHO-UMNYIbCHOM pexcume, a maKice UseCmuas mamemamuieckas mooenb pabo-
ye20 npoyecca — OBUNCEHUsL AKOPSL C UHCMPYMEHMOM 8 MOMeHm yoapa 60UKa 0 nosepxHocmy. Jlannas mooeis 8 no-
HOU Mepe He Onucvléaem npoyecc pabomol, max Kax macca 6ouKa yuumsleaiacs pasHot 1 ke, umo He xapaxmepu3syem
npoyecc pabomvl YOAPHO2O UHCMPYMEHMA, Yeabio KOMOopo2o seusiemcs deopmayusi obvexma (Hanpumep, HAKIen ¢
Yenbio NOBEPXHOCMHO20 YNIIOMHEHUsL MAMePUana uiy npobou omeepcmus 6 Hem, Uil HaHecenue HOMEPHbIX MAPKEPOs).
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Honyuena mamemamuueckas Mooeib, KOMOPAs ORUCHIBACM OUIICEHUE AKOPSL C UHCIMPYMEHMOM C Y4emoMm ynpyeou
depopmayuu ynpounsemoul nogepxHocmu. B xo0e 8blnoiHeHH020 pacyema eblHUCiend 8elUdUHA YRpyeou degopmayuu
VAPOUHSIEMOU NOBEPXHOCMU NO OUHAMUYECKOU COCMABISIOWeEl CUL0B020 UMNYIbCA, NPUKIAObIBAEMO20 K HEMY Yepes
UHOEHMOP (HAKOHEYHUK YOAPHO20 UHCIPYMEHMA).

Ilpeocmasnena cxema yoapno2o cmenoa, ucnoivzyemoe obopyoosanue. boiiu nposedenvt sxcnepumenmol no peau-
Cmpayuy CUSHaNa ¢ pasiuyHbIM PACHO0JCEHUEM Nbe300AMYUKO8 HA HAKOBANbHE — YAPOUHSIEMOU NOBEPXHOCIU (CXeMbl
PACRONIONCEHUSL 0AMYUKO8 NpusedeHst). Bulnonneno cpasnenue pacuemuvix OAHHbIX O NOKA3AHUSAM OCYULIoZpaga
¢ meopemuueckuMu OAHHLIMU MAMEMAMUYECKOU MoOeU, 20e BbIIEHO PACX0dicOeHUe U 0OBIACHEHbI B03MOIICHbLE PaK-
mopbl e20 803HUKHOBeHUs. Hecmomps na pacxosicoenus u HeOoCcmamku, paciemsl U NPOSEOEHHbIL ONbIM YKA3bl8AIOM
Ha Hanuyue ynpyeou oOegopmayuu, a 3HA4umM, YOApHAsi YCMAHOBKA MOJCEm HAUmMu npumeHeHue npu oobpabomke
NOBEPXHOCMHO — NIACMUYECKUM O0eOPMUPOBAHUEM YOAPHBIMU CROCOOAMU PAOOUUX NOGePXHOCMEN Oemdalell, 6 MoM
yucie demaneil paKemHO-KOCMUYECKOU MeXHUKU.

Kniouesvie crosa: yoap, mamemamuueckas mooenv, ynpyeas oegpopmayusi, NAMHO KOHMAKMA, TUHEUHbLI 91eKmpo-
OUHamuyeckull 08ueameinsb, KOHMpP-mMeo, UHOEHMOop.

Introduction. Currently in order to increase durability Description of mathematical model of shock proc-
of car details, including missile and space equipment de-  ess. The equation describing the movement of an arma-
tails, dynamic ways of superficial plastic deformation ture with the tool taking into account elastic deformation
(SPD) are widely applied with shock deformation impact  of material [14] is known. In this equation weight of the
on the processed surface in conditions of faltering contact, ~ striker m, equaled 1 kg. For further calculations for
ensuring the most effective way of enhancing operational ~ mathematical model of shock process and pilot study to
properties of car details, improving fatigue durability and ~ compare the size of elastic deformation of the hardened
hardness of a detail surface under the influence of impact ~ surface, received as a result of mathematical modeling

load [1]. Stamping is one of the examples of dynamic and during the experiment, it is required to specify the
SPD. striker weight and parameters of shock process. In the

It is known that one of the main characteristics right member of equation the first member characterizes
of dynamic loading efficiency under SPD is the share the total dynamic effort arising under speed change of an
of energy of blow used for elasto-plastic deformation ~armature with the tool. The second member of the equa-
of the processed material in a deformation zone. Accord- ~ tion characterizes the static effort developed by an arma-
ing to the wave theory the blow is considered as a form ~ fure engine winding. The third member of the equation is
of flat acoustic waves extending on the collided bodies ~defined by the size of required elastic deformation (a,.,)
and having the period, amplitude and duration. The period of the processed material and properties of materials cou-

of such a wave is called a shock impulse, the form ple (k) “strikerfsur.facg” [15]' . . .
of which represents the change of amplitude in time. The research objective is to determine technical speci-

. . . fications of LEDD with a standard size 60 mm (marking
The fi f 1 fi ffi f . .
loafiin(;n[rzl]o an impulse defines efficiency of dynamic 2L60L) and also to determine the extent of elastic defor-

Therefore, in the tesearch of bodies® interaction, dy- mation of the hardened surface by means of the obtained

. . . . mathematical model of the impact device operation, and
namic contact tasks including those connected with shock . .
. ) . . to further compare the rated value of elastic deformation
impact are the most interesting and challenging. For a

. . . . of the hardened surface with the results of the pilot study.
more detailed description of shock interaction nature (es- St Wi Su Pl udy

. . . . . ) For the description of shock impulse formation, gen-
pecially relevant in engineering practice) the rheological . - .
erated in the system: striker — the processed surface in the
model needs to solve not only contact problems, but also

der th h 34 deformation center, we will enter the following marking:
to consider the wave p ‘enon.qena[ 41 . ) P, — amplitude impulse stage passing to the processed
In mechanical engineering for SPD implementation

o d . hods devi h harical metal, H; a;, — the speed of shock wave distribution
via dynamic methods devices with mechanical or pneu- e striker and a wave guide respectively, m/s;
matic drn{e have found b.road apphcgnon. A.lso, linear p1, — material density respectively the strike and a wave
electric drives of shock action due to high specific energy

: guide, kg/m3 ; Ey, — the elasticity module of material re-
of blow and speed have been widely adopted [S; 6. gpectively the striker and the wave guide, Pa; F, , — striker

For example, for stamping and sealing devices [7; 8]  4nd a wave guide cross-sectional area, in this case we

have been used. accept equal values; k — resistance factor to introduction.
Construction of a shock stand on the basis of a lin- Let's assume that the shock impulse of irregular

ear electrqdynamic Qrive. The design O_f the _ShOCk stand  ghape P,, having reached the processed surface, is distrib-
on the basis of the linear electrodynamic drive (LEDD)  uted on the passing P and the reflected P, approaches the
operating in the shock — pulse mode is known to have  deformation zone via the tool (striker). The passing im-

been developed by the SIBGAU team [9]. The design and  pulse forms a dynamic component of the deformation
the analytical model of the electrodynamic engine is given  force [15].

in the work [10]. For this stand there is an equation de- P =P +P,,
scribing the movement of the armature with the tool at the
moment of striking the surface [11] developed on the ba- C
sis of a process functioning algorithm [12] and a design P.=P(0+vy); Pb,=Pvy; P, = q—‘v,
technique of a linear engine [13]. 2

where
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where C; — striker acoustic rigidity; C, — wave guide
acoustic rigidity, their relation is determined by formulas:

r=C/C; Cor=p,a, F,.

For loading of metals when hardening SPD it is re-
quired to consider interaction of the deformation wave
with the border under which material properties and the
specified radius of curvature are considered by resistance
factor to introduction of k = (2.4...7.5) 10® H/m. Coeffi-
cients of reflection and deformation wave passing to the
loaded surface are defined:

y=1-2A;

where b = k/(E|/F)).

At various acoustic striker and a wave guide hardness,
through their contacting border a part of energy from the
deformation wave passes. The wave reflected from the
border possesses the other left energy. Change of force in
the deformation wave as it passes through the border of
arms' zones can be characterized by passing and reflection
factors.

Expression for determination of passing the ¢ factor, a
direct wave of deformation is written as:

2
1 l1+r

A =exp(—bat),

In relation to this case, strikers and a wave guide have
the identical cross-sectional area and material, therefore,
P1= P2, a1 =axr = F\/F,.

In the work [16] the dependences confirmed experi-
mentally for calculation of deformation of the hardened
material are established. The dependence for elastic de-
formation is written as:

y
3l+2—h

&y

where /1 — residual approximation which is equal to the
depth of the reconstructed print, m; o, — elastic approxi-
mation disappearing with the removal of loading caused
by elastic reconstruction of the indentor and counterbody,
m; o, — approximation of the tool to the loaded surface at
purely elastic power contact (the Hertz formula), m.

These values are found by formulas:
P

u

~ 2mR, HDny,

2
i} #ﬁﬁkﬁkm) P

o

16 R ’

pr
o = 0(’0
Yofiv2niay’

where R, — is the specified curvature radius, in relation to
this case — infinitely big, m; HD — the plastic hardness of
the processed metal, MPa; np — dynamic coefficient of
plastic hardness where

np =0.5| 1-137——+ 14 2250—— |;
HD HD
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v — striker’s speed, m/s; k; k, — elastic constants of the
respective indentor and processed metal, 1/MPa.

2 2
ki — 1 l”li , km — 1 “m
k. nk

1 m

E)

where E;, E,, — elasticity module according to indenter and
the processed metal, MPa, ;, p,, — Poisson's ratio accord-
ing to the indenter and the processed metal.

Results of mathematical modeling. During the trans-
formation process the mathematical model (1) which de-
scribes operation of the stand based on the linear electro-
dynamic drive of a standard size 60 mm (mark 2L60L)
with regard to elastic deformation of the hardened surface
was received .

2 _t
dx, | 2B _kp | dx | r |,
d* | myR my | dt

ya.A
€]
zB 1
e e,
b 31+ —
a

where x, — striker removal, m; m;, — striker mass, kg;
z — anchor design parameter; B, — magnetic induction in
the clearance gap, T; R,,., — active resistance of the an-
chor coil, Ohm; kp — damping factor, H-s/m; ¢ — dispersal
time, s; 7, — dispersal time constant, s; I, — current in the
anchor winding, A; k — resistance factor to striker intro-
duction, H/m; o, — approximation of the tool with the
loaded surface at purely elastic power contact, m.

In the process of calculation the size of elastic
dynamic deformation amounted to 5.158-10°. Provided
that the tool speed (striker) (according to data sheet) —
v =4.5 m/s; full amplitude of shock impulse — P, = 13.5 H;
residual approximation 4 = 4.892 - 10> m; approximation
of the tool and the loaded surface at purely elastic power
contact o, = 7.291 - 10" m; material of the processed sur-
face — steel 45, striker material — quenched steel 40X.

A specified mathematical model allows to estimate
characteristics of linear electrodynamic engine with a
standard size of 60 mm operating in shock-pulse mode at
the time when the striker hits the hardened surface and
also to determine the size of elastic deformation of the
hardened surface.

Experiment procedure. The stand is designed on the
basis of the linear electrodynamic drive (fig. 1).

The stand consists of the following elements: linear
electric motor / with a percussion instrument (striker) 3
fixed on the bed with an anvil 4 (with the anvil rigidly
fixed on support 6). Piezoelectric sensors 5 are fixed onto
the anvil (hardened surface). Signals from the sensors
arrive at the recording device 7 (oscillograph and/or per-
sonal computer). The linear engine power is supplied by
power supply 2.

The stand operation: when supplying back feed from
the power supply 2 to linear electric motor / (the reverse
mode) the anchor ejects with the tool (striker) 3 from the
inductor's clearance gap and impacts the anvil 4, equipped
with piezoelectric sensors 5, signal from which is re-
corded with oscillograph 7.
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Measurement of elastic deformation is done by means
of: piezoelectric sensors, ADS-2071MV oscillograph,
oscillographic probe.

Experiments on signal recording with various ar-
rangements of piezoelectric sensor on the anvil (counter-
body) were made.

Signal recording was done with oscillograph, the
signal was transmitted via the probe with attenuation
factor 1 : 10.

Sensor layouts are shown in fig. 2. On diagram No. 1
sensors are located on the outer side of the anvil, with
sensor No. 1 opposite the working aperture. On diagram
No. 2 sensor No. 1 is located inside, with sensor No. 2 on

outer side. Oscillograms of impacts are shown in fig. 3
and 4.

Comparison of experimental data with the results
of mathematical modeling. The calculated values of the
first peak according to oscillograph (fig. 3, 4) and mathe-
matical model are given in the table.

Calculation of elastic deformation according to oscil-
lograph was made with reference to an earlier developed
method of transformation factor calculation [5] and the
Hooke's law under plane stress condition.

Comparison of estimated data according to oscil-
lograph and theoretical data of mathematical model
showed 14 % divergence at the most.
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Fig. 1. The scheme of the shock stand
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Fig. 2. Location of sensors:
a —scheme Ne 1; b — scheme Ne 2

Puc. 2. Cxema pacroyioxeHus 1aTYNKOB:
a—cxema Ne 1; b — cxema Ne 2
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Fig. 3. Recording of a signal from sensors according to the scheme Ne 1

Puc. 3. Perucrparus curnana 1aTqyukoB 1o cxeme Ne 1

.,,__ J\Vﬁm\/%ﬁ /\ \[/“\ .....

Fig. 4. Recording of a signal from sensors according to the scheme Ne 2

Puc. 4. Perucrparust cursana JaT4MKoB 10 cxeme Ne 2

Comparative results of the experiment and mathematical modeling

dia- No First stress peak Length of the first Increment Estimated defor- Experimental defor-
gram | Inseq. | value of sensor, B impulse, ms velocity, m/s mation value, m mation value, m
1 215 0.01 4418107
a
9
2 38 0.05 33 515810 3.904-10
1 12 0.1 2.466:10”°
b 5
2 55 0.03 3.39:10

288




Texnonozuueckue npoyeccost u mamepuaiiol

Conclusion. While performing the works the mathe-
matical model of the linear electrodynamic engine opera-
tion with regard to hardened surface, elastic deformation
was developed, also the elastic deformation in a contact
spot was calculated. Experiments on signal recording with
various arrangements of piezoelectric sensor on a coun-
terbody (anvil) were made. Comparison of estimated data
according to oscillograph and theoretical data of mathe-
matical model was made, with the divergence which can
be explained by the following factors:

1. Anvil material inhomogeneity: possible defects of
the anvil material, work hardening. Another reason is that
no defectoscopy of an anvil was applied and an anvil has
a long term useful life.

2. Influence from mechanical (elastic) waves, such as:
reflection, diffraction. Due to an aperture sensor No. 1
according to the layout 1 is placed in front of it.

3. Recordings of higher harmonics spread in the mate-
rial made by piezoelectric sensors.

4. Influence of indirect calculation errors on experi-
mental (approximate) dependences.

Despite divergences and shortcomings, it is possible to
confirm a rather exact description of elastic deformation
formation process in shock — pulse impact of the indenter
on the hardened surface. Specified mathematical model of
the linear electrodynamic drive operation in the shock -
pulse mode allows to calculate parameters of material
deformation with the set characteristics of a shock ma-
chine, and also to research materials' mechanical proper-
ties under various loading conditions.
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