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v v * v v
B. . Baiinmreiin' , 1. W. BaI/IHI_HTeI/IHl, K. B. Ca(bOHOB2

'Cubupcknii heepanbHbIil YHHBEPCUTET
660041, Poccuiickas @enepanus, T. KpacHospck, npocn. CBoboaHbIH, 79
2CH6HpCKm71 TOCYJIapCTBEHHBI YHUBEPCUTET HAYKH U TEXHOJIOTHH UMeHHU akajemuka M. @. PemerHeBa
Poccwuiickas ®enepanust, 660037, r. KpacHosipck, mpoctr. uM. ra3. «Kpacuosipckuii Pabouniin, 31
"E-mail: vvaynshtyayn@sfu-kras.ru

Omka3zel d1emMenmos npu pabome MexHUYECKUX U MHOUX OpYeUX CUcmem UMelom, KaK npasuno, ciy-
yatibLil Xapakmep. Jmo npusooOUm K pa3iuiHbIM MOOEISIM HPOYECCa B0CCMAHOBLEHUS, U3YUAEeMbIM 6 Ieo-
puu 6eposamuocmelt u mMamemMamuyeckol meopuu HadexcHocmu. B npoyecce soccmanoenenus omxasas-
wie deMeHmbl 60CCIMAHATUBAIOMCA WU 3AMEHAIOMCA HA HOBble, NPU IMOM YACHO NPOUCXOOUM USMeEHe-
HUe CmouMocmetl U Ka4ecmeda 60CCMAHAGIUBAEMbIX JNIEMEHMO8 (QYHKYuUll pacnpedeierusi Hapabomox
0o omkasa).

B pabome paccmampusaemcs @ynxyus sampam (cpeoHas CmMoOuMocms 80CCMAHOGIEHUS) 8 npoyecce

soccmanosnenus nopsoka (ki k 6 KOMOPOM NO ONPEOCeHHOMY NPABULY USMEHSAIOMC CIMOUMOCMU
15™2 )»

Kaxic0020 80CCMAHOBNICHUS U (DYHKYUU PAChpedeneHus Hapabomox.

Yuumvieas, umo ¢ynxyuss 60ccmanognenus (cpedHee ucio omKa308) Xopowo usyyeHa 6 meopuu Ha-
0eJHCHOCMU, NONYYEHO peuleHue UHMeZPAIbHO20 YPAGHeHUs 015 (YHKYyuu 3ampam uepes PYHKYur 80c-
CMAHOBIEHUsL PACCMAMPUBAEMOT MOOEIU.

Jna npoyecca soccmanosietuss nopsaoka (kl,k2) noayueHa (opMyna 8blYUCACHUS YHKYUU 3ampam

uepes QYHKYUIO 80CCMAHOBICHUSA NPOCMO20 NPOYecca, 0OPA308AHHO20 C8EPIKOLL 6CeX (PYHKYULL pacnpede-
JleHusl nepuooudeckou yacmu. /[ npakmuieckoeo npumeHeHus noayyeHsl sieHbvle Qopmynvl QyHKyuu 3a-
mpam npu npoyecce 80CCMAHOBIEHUS, Y KOMOPO2o NEPUOOULECKAsl YaCmb PAcnpedeneHa no 3KCNOHeHYU-
ALHOMY 3AKOHY UNU 3AKOHY DPlanea ROPAOKA m ¢ 0OHUM U MeM dice noxazamenem o.

Honyuennvie ghopmynvl mo2ym 6vimb UCHONLIOBAHL OIS UBYUEHUS] CBOUCME DYHKYUU 3ampam u peue-
HUS ONMUMUZAYUOHHBIX 3A0aY 8 CINPame2usix nposedeHusi NPoyecca 60CCMAHOBNICHUS 8 MEPMUHAX «YEHAY,
«KA4ecmeo», «Pucky, eciu, Hanpumep, 3a Kaiecmeo NPUHUMAams cpeoree YUcio OMKa308, 3d YeHy — cpeo-
HIOI0 CIMOUMOCIb 80CCMAHOBNEHUU, 34 PUCK — OUCNEPCUU YUCTA OMKA308 ULU CTMOUMOCIU 80CCMAHO8Ie-
HUL.

Kntouesvie crnosa: mooenu npoyecca 80ccmanogienus, yHKyus 60CCMano8ienus, QyHKyua sampam,
pacnpeoenenue dpranea.
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Solution of the integral equation for the average cost
of restoration in the theory of reliability of technical systems

V.L Vainshteinl*, I L Vainshteinl, K. V. Safonov®
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79, Svobodny Av., Krasnoyarsk, 660041, Russian Federation
*Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii Rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
“E-mail: vvaynshtyayn@sfu-kras.ru

Failures of elements during the operation of technical and many other systems are, as a rule, random in na-
ture. This leads to various models of the recovery process, studied in probability theory and mathematical reli-
ability theory. During the restoration process, failed elements are restored or replaced with new ones, and there
is often a change in the costs and quality of the restored elements (time-to-failure distribution functions).

The work examines the cost function (average cost of restoration) in the process of restoration of order
(ky,ky), in which, according to a certain rule, the costs of each restoration and the distribution functions
of operating time change.

Considering, that the recovery function (average number of failures) is well studied in reliability theory,
a solution to the integral equation for the cost function is obtained through the recovery function of the
model under consideration.

For the order restoration process (kl,k2 ), a formula is obtained for calculating the cost function

through the restoration function of a simple process formed by the convolution of all distribution functions
of the periodic part. For practical application, explicit formulas are obtained for the cost function during
the restoration process, in which the periodic part is distributed according to an exponential law or
an Erlang law of order m with the same exponent o.

The resulting formulas can be used to study the properties of the cost function and solve optimization
problems in strategies for carrying out the restoration process in terms of price, quality, risk, if, for exam-
ple, the average number of failures is taken as quality, the average cost of restorations as price, the disper-
sion of the number of failures as the risk, or cost of restoration.

Keywords: recovery process models, recovery function, cost function, Erlang distribution.

Introduction

In the mathematical theory of reliability, when studying recovery processes, the numerical
characteristics associated with the random number of failures and the random cost of recovery are first
considered, for example, the average and dispersion of the number of failures and the cost of recovery,
through which various criteria for the optimality of recovery strategies are determined.

The paper discusses models of the recovery process (X l.,cl.), i=0,1,..., taking into account the

cost of restoration. Where X, random operation time with distribution functions F; (t) elements

from I — 1 to i-th failure, ¢; cost of i — x recovery, ¢, — element cost, set at the initial time =0,
F, (t) =0 foracaset<0,F,(f)=1 foracaset>0[1-4].

Let N (t) — be the number of failures (recoveries), C (t) be the cost of recovery for the time from
Otot

P(N(t)=n)= F(”.) ()= F" (),

jal (t) - n - multiple convolution of distribution functions F, (t) ,i=12,...,n,
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FU (6)=(F"%F, )(1) jF’” (t—x)dF,(x) F"(t)=F(2).
For [1,2]: H (¢)— recovery function (average number of failures)
H()=E(N()=3F (1)
S(t)=E(C(t))— cost function (average cost of restorations)

()) E( )—co+ZcF

During operation, the quality ( £; (t)) of the restored elements and the cost (¢, ) of restoration may

differ. This leads to different models of the recovery process [1, 3, 5-9].
The work considers the restoration process taking into account the cost of restoration of the order

(kl,kz), in which the distribution functions and cost of restoration satisfy the condition:

F (t) =F (t)ucl. =c;, if the indices 7, j > k, when divided by k, give the same excess [1, 3, 8, 9].

i J

In the process under consideration, after the first restorations k, —1, a periodic process of the order
k, begins.

Note, that in the case k, =1 we have a periodic process of order restoration k,, and if k, =1 proc-
ess of restoring order £, .

If F(t) coincide (Fy(t) = Fi(?),i>1), or coincide starting from number i =2 (F; (t) =F, (t), i>2),
we have simple (ordinary) and general (delayed) recovery processes, well studied in reliability theory.

Note that for the model under consideration, the recovery function H (t) has been well studied.

Numerical methods for finding it have been developed, and for many distribution laws characteristic
of reliability theory, there are its explicit representations [1, 6].

To find the cost function § (t) there are integral equations [1, 2, 10].
The purpose of the work is to obtain a solution to the integral equation for the cost function S(t) in
the form of an integral representation through the restoration function A (t) Such a representation

will be convenient for its study and calculation in various theoretical and applied problems of reliabil-
ity theory.

Representation of the cost function through the recovery function
Let us write the integral equation for the cost function S (t) [1,2]

S(1)=G(1)+ [S(t-x)do) (x) ()

for a case k, >1,
ke +hy 1 k-1

G(t)=c,(1-0") (1)) + ZCF )= Ye [ FO (1 -x)dot) (),

for a case k, =1

G(t)=cy(1-0") (1)) + Z;:F

o) (1)= (CD1 O, ) (#)-convolution of all distribution functions
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D, (t) =F (t),i =1,2,...,k,. The functions @, (t) define the periodic part of the recovery proc-

Let HF (t) be the restoration function of a simple process, let HF' G(t) be the restoration function

of the general process formed by the first distribution function (t) and the following G (t)
Further [1, 6]

HFG(t)=F (t)+ [HFG(t—x)dG x) @)
0
In equation (1) we make the replacement
k-1
S(t) V( +cO+ZcF ) 3)
We obtain
k-1 k]+k2
V(1) +co+ 2 a,F" (1) =co( -0 (1)) + Zc FO)+ S ¢, FY
n=1 n=k,

ki1

—chF (t—x)do™ ( j( t—x +co+;cF )Jd(b(m(x).

Hence, to find the function (t) , Wwe obtain the integral equation

ky+ky—1

z c, jal )+IV(t—x)d(D(k2)(x). 4)
n=k 0
Let us make a replacement

V@):("‘f;]mg ®

n=k,

Equation (4) will be rewritten as

(1) =0(0)+ [ 71— x) o™ (), ©
kl+k2—lan(,,) (l)
Q(t) = zn:kl Tt : (7)

Z n=k c"

Note, that o) (t) and Q(t) are distribution functions, o) (t) — as a convolution of work dis-

tribution functions, and Q(¢ ) — mixture of distribution functions.
Comparing equations (6) and (2), we find that equation (6) defines the restoration function

HQ(D(kZ) (t) of the general process specified by the first distribution function Q(t), of the second
and subsequent ones o*) (t)
Thus,

Vi(t)= HOO™ (1), (8)
and taking into account (3), (5), (7), (8)

k-1 fy+hy -1
=CO+ZC,1F(")(1‘)+( > cn]HQ(D(kZ)(t)). 9)
n=1

n=k,
Taking into account (2)
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t
HO®"™ (1) = 0(t)+ [HO™ (¢ —x)dQ (), (10)
0
formula (9) will be written in the form

c0+Zc F" klikzll H(Q(t)+j-Hq)(kz)(t_x)dQ(x)],

n=k, 0

or taking account of (10)
ky+ky—1 k1+k2 -1 ¢
=c, + Z ,F(6)+ Y ¢, [HO (t=x)dF" (x)). (1)
n=k 0
We found that calculating the cost function comes down to calculating the finite number of convo-

lutions of distribution functions and finding the restoration function Ho'*) (t) of a simple restoration

process formed by the distribution function o) (t) , or restoration function /. Q(I)(k2) (t)

In the practical implementation of the obtained formulas (9), (10), (11), one can use numerical and
analytical methods for calculating convolutions and restoration functions, discussed in [1, 11]. We also
note that the resulting formulas make it possible to study the properties of the cost function and con-
sider various optimization problems based on strategies for carrying out the restoration process in
terms of price, quality, and risk. If, for example, we take the average number of failures as quality, the
average cost of restorations as price, and the dispersion of the number of failures or the cost of restora-
tions as the risk [1, 12—-15].

This work is a continuation of work [11] and it can be noted that the theorems on the asymptotic
behavior of the cost function obtained in [11] are much easier to obtain using the resulting formula for
representing the cost function (9).

The cost function for a simple restoration process with exponential distribution. We consider a
restoration process in which only the restoration costs ¢, change according to the law ¢, =c¢ ;» if the

indices i, j >k, when divided by k,, give the same excess. This corresponds to the common case

where failures result in full restorations, but the costs of restorations change, for example, only the
price of the element changes.
Let the operating time of the elements be distributed according to the exponential law

F (t) =1-e*,t>0. For this case, we obtain calculation formulas for calculating the cost function.

Taking into account, that » — multiple convolution of the distribution functions of independent
random variables is a function of the distribution of their sum, and that the Erlang order distribution »
is the distribution of the sum of random variables n distributed according to the exponential law, we
conclude that for the case under consideration

FU'(1)=F,,(t)=1~ ‘“tnzol“(oj? dF" (x ):dFe’n(x):e_”aEZi):)l!dx,

O (1)=F,, (1), HO™ (1) = HE,, (1).
F (t) — Erlang order distribution 7, and [1,6]

k . 27[
HF,, (t ):ki(m-l_Zl—( —e_m(l_c)) c=eh —cos(iﬂ)+isin(i—ﬁ} (12)
2 2

2 k=1 1—C
e_m[l_cos[zrkj] sin (atsin (iﬂ kj + X kj

_ ky—1 k
HF, (t):i at—u+lz. : :
ek k 2 2
2 k=1 . T
s1n(kj
2
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Now, according to (11)

ky+hy -1 k1+k2 ‘
=c,+ z c b, z c, J. HF,; (t—x)e ™ x""dx (13)
n=k;

Taking into account (12), when calculating S( ), the 1ntegrals included in formula (13) are
calculated explicitly. For example [16]

[P xmdx =5 t+2[ 1)’ (n= 1)"'6',€n_j+l)t”-/j+c.

When substituting

7 , :tﬂxnd_ 1/ 7’11) (l’l ]—I—l)] et n!
(Bn)(0)=] v f+z( y 2z s

in (13), we obtain
ke +hy 1

CO+ Z Cn e,n

at]( a,n-1)(t)-al(-a,n)(t)+

k1 +hy—1

+—Zc

2f1kl

Ema
+) .
2
We select the real part in (14):

7k ks —1
S k) eSO k, -1
1—c* = 2ie® sin| ZX | Y, == ¢t
(k j 1= Z g( j 2

(1(—a n—1)(t)—e_a(l_Ck)tI(—ack,n—1)(t))). (14)

2 ) k= c
2 ki 7rk1
ky—1 ky—1
=t ke b 1-k,
ReZ:,1 ~=Re = 2
—'1-¢ - .. T
k=1 k=l _Djsin—
k,
-1k
C A &
; e ( )I(—ac n 1)( )):
k
o 1—c¢
ky—1 —ack
S ety e
= (] 4 =~ +
k=1 —C —0oC

+
N
gh
I
~
~
—~
N
/‘\I
N
S
=l
Q@xl
~
N—"
N
L
|
~
N——

4 +(_1)n (n—l)z J:
(—a)'c™

an k=1 I—Ck
_mk;
k-1 -—at  k -1 _ _ 27
o 2o %e 2 N (l’l 1)(1’1 ]) o i
= + - t +
20 15 Sinik =1 a’
ky
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s (n_l)'l ky—1 e*gl e—Z’Tk]E:_l)ieimeatcos%eatsin%i _
20" = . 7k
Sin—-
k2
,Lki i
:_Lkrl e e /- +n_1 (n—l)(n—]) e_kizkjtnfli/ n
2053 i k /= @
k2
27k 27k irk(2n—1) .
) (n B 1) 'l foml em[lcoskzje[msmkzkzjl
20" i3 sinﬁ—k
k,
Therefore
(! "
Re z, e I(—ac n—l)(t) =
k=1 1—C
__L]%il 7mtn71 N & 1 nz—l (n_l) (l’l_]) sin k(2]+1) t" =
2a =1 2a k=1 . (ﬂ'kj j=1 a’ k2
Sin
k2
—at| 1-cos 27k —
(n_l)!kz*I e t[ [ : Jj sm[atsin(zsz ﬂk(}in I)J
. 2 2
T

Let us write down the formula for the cost function
ko +hey =1

S(t) =c,+ z c,F,, (t)+
n=1

L5 (n‘f"l)! (atJr1_2k2jl(—a,n—1)(t)—a](—a,n)(t)+

ky—1 —at k-1 n-1 _ g H
+Lze—attn—l +62 z 1 (l’l 1)(” J)Sin(ﬂk(zj+l)jtn_l_j +
a

2a k=1 k=1 . k Jj=1 aj k2
Sin
k,

e_a,[l_ws[i:;k]]sm(atsm ( 2,f ¢ j R I)J

2

20" = sin Tk
k,

We also consider the cost function during the process of restoring order (kl,kz), when the

operating time of the periodic part of the process is distributed according to the Erlang law of order m
with a parameter «.

Let @, (t)ZFQ)m)a (t) We find H®(k2)(t). Let us write down the integral equations for

HF,, (1), HO"™ ()

e,m,
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HF,, (t)=F,,,(t)+ [ HF,, (t-x)dF,, ,(x) (15)
HOY) (1) =0 (1) + [ HO™ (1 - x)do™ (x). (16)

Let there be given
F'(s)= j:e’”dF(x)

o

Laplace-Stieltjes  transform  function  F (x) [1,6]. Considering F:ma (S)I( N )",
s+a
(F*F,) (s)=F (s)F; (s), from (15),(16) we obtain
. a
H'F " 17
ema (8) = na (8) )" (17)
H'0") (5) = (—Z—y™ + H'd®) (5)(—Z—ym. (18)
St+a Ss+a

Comparing (17), (18), we conclude that
HO (1) = HF,,, . (1).

We found that the restoration function of a simple restoration process formed by k, multiple con-
volution of Erlang order m distributions with the parameter « is the restoration function of a simple
restoration process formed by an Erlang order mk, distribution with the same parameter o .

We have
HF, (t)z—(at+”% 1—k( —e‘“t(l“'k))
e,mk, o me H
,%" 2 .| 27
c=e 7’ =cos| — |t+isin| — |,
mk, mk,
—at| 1-cos zik
e [ [mkz ]]Sin[atsin(zsz+7IZkJ
_ mky— m m
HF;,mkz,a(t): 1 m_mkz 1+l . 2 2
me 2 2 =1 sin V/ k
mk,
Now in accordance with (11)
k1+k2 t
CO+ZCF z J.Fk‘ t x emm( )+
n=k 0
ky+k,— t mn—1
11Thy— B (Otx)
+ c |HF o ————dx 19
;:j j et (1= X)e (mn—1)! (19
Integral

(ax)mnfl dx

H —ax
j ot (1) a(mn—l)!

in (19) it is calculated similarly to the previous example with replacing k, by mk, and n by mn.

We also note that if additionally E(t)= Fe’l’B (t) , 1=1,2,..., k, =1, then F(")(t)= Fe,nz,ﬁ (t),

n=1,2,..., k;-1 and in accordance with (19)
kl+k2 t

Co"'zcn enlﬁ z .[F K 115 —-X dFe,mn,a(x)+

n=k,
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ki+ky =1t mn—1
—ar (aX)
HF t— “oa-——d
+ g:‘l cn£ i (1= X)e a(mn—l)! x

Conclusion

The most important performance indicators of technical and many other systems are random vari-
ables [17]. These are, for example, the operating time of the restored elements before failure, the num-
ber of failures and the cost of restoration during the restoration process. In the mathematical theory of
reliability, when studying restoration processes, the numerical characteristics of these quantities are
first considered, for example, the average and dispersion of the number of failures and the cost of res-
toration, through which various criteria for the optimality of restoration strategies are determined.

Considering that the recovery function for the model under consideration is well studied, the work
obtained a solution to the integral equation for the cost function through the recovery function of a
simple process specified by the convolution of all distribution functions of the periodic part. As a prac-
tical example, explicit formulas for the cost function are obtained for the restoration process, in which
the periodic part is distributed according to an exponential law or Erlang law of order m with the
same property «.

Note that the resulting formulas make it possible to study the properties of the cost function and
consider various optimization problems in strategies for carrying out the restoration process in terms
of price, quality, and risk. If, for example, we take the average number of failures as quality, the aver-
age cost of restorations as price, and the variance of the number of failures or the cost of restorations
as risk.

We also note that, along with the obtained formulas for calculating the cost function, limit theo-
rems for the cost of restorations (as a random variable), similar to those for the number of failures [3],
as well as finding the dispersion of the cost of restorations in the models under consideration will also
be important.
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HNuTepnperanusi 1 00padoTKa JAHHBIX
THAPOJIOKaTOpa 00KOBOro 0030pa
C LeJbI0 ABTOMATHU3AIUM JAHHOI0 IpoLecca

A. E.T'onuapos, E. A. 'onuapoBa

Cubupckuii TOCyIapCTBEHHBIN YHUBEPCUTET HAYKH M TEXHOJIOTHI MMeHU akanemuka M. ®. PemmerneBa
Poccutickas ®@eneparnus, 660037, r. KpacHosipck, npoctr. uMm. ra3. «KpacHosipckuid Pabounii», 31
* . .
E-mail: goncharovae@sibsau.ru

Oonum u3 Hauboree 3PHekmusHvix cpedcmes OUCMAHYUOHHO20 30HOUPOBAHUA U BU3YATUAYUU NOOBOO-
HBIX 00BEKMO8 AGNANMCS 2UOPOAKYCIMUYecKue npubopsvl, 8 YACMHOCIU 2UOPOIOKAMOp 60K08020 0030pa
(I'O). B nocnednee 8pems, 60 MHO2OM, 61a200apsl NOAGLEHUIO OOCHYHHBIX OI0OHCEMHbIX 00pA3Y08, 2eo-
epagus u chepa npumerenus 0aHH020 NPUdOPa cyuecmeeHno pacuupuiacs. OOHAKO, HeCMOMPs HA AOC-
MUSHYmMble YCHexu 8 4aCmu CO8EPUEHCME08aHUs. U MuHuMuzayuu annapamuou yacmu 'O, ucnonvsye-
Mble npospamMmHble Cpedcmed OCmaiomces, 8 Yeiom, Ha 6a30680M yposHe, obecnevusas, 21a8HbIM 00PA30M,
NPOCMYIO BU3VAIU3AYUIO OOHHOU Cpedbl U ee 3anuch ¢ Yeivko oanvHeuuiel nocmobpabomxu. Onvim
axenayamayuu I'BO noxasvieaem, umo OCHOBHAS NPOOIEMA UHMEPNPEmayuu aKyCmuieckux uzobpagice-
HULL 3aKI0Yaemcst 8 camux pusuueckux ocobennocmsx ux nonyuenus. Cnedyem npusnamo becnepcnex-
TMUBHBIMU NONBIMKU OCYWECMELeHUsT A6MOMAMUSUPOSAHHOU UHMepnpemayuu 06pazoe Memooamu, npu-
MeHsileMblMy 01 OnNmuyeckux cped. B nacmosuyetl pabome paccmampusaromes: meopemuieckue u npu-
KllaOHble acnekmul npoyecca unmepnpemayuu u oopabomxu dannwvix I'bO ¢ yenvio darbHeliuel asmoma-
muzayuu dannoeo npoyecca. C yuemom ycioguil IKCNIyamayuy OaHHo20 npubopa, 8 YacmHOCmu 0ouup-
Hble NIowWaou aKeamopull — NOUCKOBbIX 30H, HACMOAWAs npobiema a6iaemcs OOHOU U3 KIHUesblx O
onepamopos I'bO. [Ipobnema asmomamusayuu 00pabomku OAHHLIX HANPAMYIO C8A3AHA C NPOOIEMOU UH-
mepnpemayuy OAHHbIX OUCIAHYUOHHO20 30HOUPOBAHUS, 68 MOM YUCLe KOCMOCHUMKO8, 2€0MEeMpPUiecKo2o
UCKAdICEHUsi 00PA308, 8bI36AHHO20 (PUULECKUMU 0COOEHHOCMAMU Npubopa u cpedbl e20 IKCHIYamayul, d
maxoice nPUBsI3KU NOJIYYEeHHbIX OGHHBIX K CUCHEeMe CIYIMHUKOBbIX KOOPOUHAM.

Kniouesvie cnosa: zudponoxamop b6oxosozo 0b630pa, agmomamusayus, pacno3Hasanue oopazos, cnym-
HUKOBble cUCmeMbl NO3UYUOHUPOBAHUSA, 2e0MEMPUYECKOe UCKAIICEHUE.

Interpreting and processing side-scan sonar data
with the objective of further automation of the process

A. E. Goncharov, E. A. Goncharova

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii Rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
"E-mail: goncharovae@sibsau.ru
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One of the most effective tools of remote sensing and visualization of underwater surfaces and objects
are acoustic devices, in particular side-scan sonars (SSSs). Recently, largely due to the emergence of af-
fordable devices, the geography and scope of application of SSSs has been significantly expanded. Mean-
while, despite certain progress achieved in terms of improving and minimizing the SSS hardware, the soft-
ware used remains, in general, at a basic level, providing the operator mainly with a simple tool for visual-
izing benthic environments and data recording for further post-processing. Existing experience in SSS ex-
ploitation reveals that the key problem of interpreting acoustic images lies in the physical peculiarities of
their acquisition. Arguably, attempts to implement methods of automated interpretation of optical images
have no perspective. Hence, the objective of this paper is to provide a theoretical and practical background
of SSS data interpretation and processing with the objective of further automation of this process. Taking
into account the operating conditions of the SSS, in particular the vast areas of water areas - search zones,
this problem is one of the key ones for SSS operators. The problem of automating data processing is di-
rectly related to the problem of interpreting remote sensing data, including satellite images, geometric dis-
tortion of images caused by the physical characteristics of the device and its operating environment, as
well as referencing the obtained data to the satellite coordinate system.

Keywords: side-scan sonar, automation, image recognition, satellite target localization, geometric dis-
tortion.

Introduction

A side-scan sonar (SSS) is an effective means of underwater remote sensing, providing a high degree
of visualization of the benthic surface of various reservoirs. It is significantly superior to optical means.
This device is used to conduct a wide range of hydrological studies, from geomorphological to
archaeological ones, as well as to perform applied tasks in the field of hydrography, hydraulic design and
construction, search and fixation of underwater objects. The development of SSS technologies and the
production of compact and at the same time affordable models have significantly expanded its operational
characteristics in terms of increasing the number of users and expanding the conditions for its use. The
miniaturization of SSSs has made it possible to include them as one of the components of amateur echo
sounders available on the market of recreational devices: they can be successfully used even by one
operator on board a small vessel (special works are devoted to the issue of using this SSS subtype [1-4]).

In the scientific literature, the problem of developing software for SSS systems has received
significantly less attention than their hardware. For example, the fundamental work of the British
scientist Phillip Blondel [5] is almost entirely devoted to the physical features of the operation and
application of SSSs. It is explained by the fact that it is the physical parameters of the device (the
higher the frequency, the more detailed the visualization) that are responsible for the quality of data. In
addition, for the correct interpretation of images, it is necessary to take into account the propagation of
sound waves in water, the reflective abilities of benthic objects and other hydroacoustic phenomena.
Thus, a trained operator knows, for example, that dark areas of the image are softer, dispersed
surfaces, and light areas, on the contrary, are hard and dense, giving a stronger reflective signal.
Therefore, equipment users are often focused on improving the SSS hardware, rather than its software.
It should be noted that the software installed by default fully meets the requirements of the majority of
users of this device: searching for objects and studying the area are carried out mainly in sifu, which is
quite acceptable in small water areas. Proprietary programs (Scanline Starfish, Reefmaster,
Humminbird, etc.) quite satisfy the user with the capabilities of viewing images in real time,
recording, as well as built-in post-processing functions.

At the same time, it should be pointed out that there is no effective and accessible software on the
market that allows for the automated identification of detected underwater objects, their classification
and cataloging, as well as the automated calculation of telemetric data coming from the device. The
solution to these issues is the focus of this paper.

The problem of visualizing SSS sonograms is considered in [2—6], but in these works the main at-
tention is paid not so much to the issues of creating new software, but to using existing one. Thus,
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visualization of field material was carried out according to the method proposed in [3—5] for sono-
grams obtained by recreational SSSs.

Due to its physical characteristics, the data obtained by SSSs cannot be parsed within the
framework of existing pattern recognition algorithms for optical images. The operating principle of
SSSs, as well as other acoustic imaging devices, is to process reflected sound rays from the surface of
objects (Fig. 1). While at nadir, the transducer studies a thin acoustic beam directed towards the
bottom of the reservoir, then receives the reflected echo. The data processing unit processes the
received signal and displays it as an image on the operator’s monitor. At the same time, the physical
identity of this principle of working with ultrasonic medical devices, as well as non-destructive testing
devices, should not create a misleading impression about the possibility of using their data processing
methods in hydro-acoustics. This is due, first of all, to completely different operating conditions of this
technology. The above devices are used in direct contact with the object being studied, while SSSs can
be operated in ranges from one meter to several thousand meters. The features and nature of the
objects being studied within the framework of diagnostics are relatively known, while at the bottom of
reservoirs there can be a variety of sometimes unpredictable objects of both natural and anthropogenic
origin. Finally, the amount of data generated by SSSs is significant.

}z é/écﬁga

z5

Puc. 1. Ilpuanmn gpopmuposanue I'6O n300paxeHus 1 MonoKeHNE TPAHCABIOCEPA (Xy, Vy; Z7):
¢ — yron ataku; 0 — yron peickanus. Cocr. 1o [7]

Fig. 1. Principles of SSS image formation. The position of transducer is denoted by (x;, y;; z)):
its pitch angle by @, its yaw angle by 6. Based on [7]

The problem of visualizing SSS data

SSS systems make it possible to obtain an image of the aquatic environment by converting the
amplitude values of the own acoustic signal reflected from objects into successive rows of pixels that
make up the image of the bottom of the reservoir. Thus, this system, measuring the amplitude of the
signal, converts the values into the tone of pixels of the future image. Hard and dense objects reflect
more sonar signal than soft and loose objects. Therefore, based on the tone or color of the pixel, one
can make assumptions about the underlying object. There are other factors that influence the tonality
of pixels in the final image: characteristics of the water body itself (water composition, its density,
temperature), scanning parameters - scanning range (scanning bandwidth) and frequency of the
emitted sound signal, survey route, the speed of movement of the transducer and other sources, the
occurrence and influence of which is not always possible to foresee and prevent, for example, different
speeds of water flows on the surface and under water, thermoclines, meteorological conditions
(precipitation, atmospheric pressure) and other factors.

Considering that the stability of the hydrosphere depends on a set of fixed factors of both natural
and anthropogenic origin [8], the accumulation of information about the state of the bottom of water
bodies is the most important task not only for developing a strategy for the economic exploitation of
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water resources, but also for creating geographical information systems using SSS data. Thus, the
interpretation of SSS images by a human operator is based on a combination of knowledge of factors
and their causes that influence the operation of the device, personal experience, as well as parameters
and settings of the equipment.

Let us consider, as an example, a fragment of a survey of several sections of the Yenisei River in
the upper and lower reaches (depths 3—15 m). During the work, a Starfish 990F SSS (manufactured by
Tritech) was used, operating at a constant frequency of 1 MHz and intended for work at depths of up
to 30 m. Figure 2 shows underwater objects, as well as the characteristics of the water space.

Sidescan Plotter

A return signal The reservoir
A water column g the mirror A shadow bottom

component

A reflected signal component

Puc. 2. ®parment orcusaroro npoxona I'bO (mupuna npoxoga 50 m)
paifoHa TToncKa ¢ 371eMEHTaMH CHUMKa

Fig. 2. A fragment of the SSS scanline (overall breadth of 50 m)
showing the main elements of the image

There is no shoreline in the image because the passage was made more than 25 m from the shore.
The left half of the image shows the clear geometric shape of a reinforced concrete hydraulic structure,
with an acoustic beam passing through the structure, which is about 5 m thick. The image is clear and
bright. This is ensured by the uniformity of the passage (tack), as well as the presence of a rocky and
pebble bottom, which provides the strongest return signal. Large boulders and fragments of building
materials are clearly visible at the bottom. In the middle of the image, traces of the sound wave re-
flected from the mirror of the reservoir are clearly visible. This effect occurs when the signal is re-
flected twice, first from the bottom of the reservoir, then from the mirror, which is due to the choice of
acute angles of the signal pitch at shallow depths of the reservoir. As depth values increase, the data in
the image becomes less clear. Although SSSs do not determine depth, it can be calculated from the
width of the shadow area in the center of the image, representing the water column below the trans-
ducer. There may be fish, floating debris, and various suspended matter. Thus, it is possible to make a
rough assessment of the level of water contamination with large particles. Changes in depths along the
entire survey route are significant - both small areas with a depth of up to 2 m and large depressions
with a depth of more than 8 m are observed. For the most part, the bottom material is homogeneous,
presumably fine stone. At the very edge of the water, the stone formations increase in size.
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Based on the above, it is clear that with a small area of water at shallow depths (up to 10 m), as
well as with the ability to build a correct, uniform trajectory of movement, one can obtain images of
high quality, amenable to simple interpretation, and not requiring automation. However, due to their
physical characteristics, SSS sonograms are subject to distortion in any case, be it distortions in the
intensity of the SSS signal (caused by deviations in the ideal linear relationship between image inten-
sity and signal backscatter) or geometric distortions (caused by inconsistencies between the relative
location of properties in the image and the true position of the object on the bottom) [7].

Geometric distortions of benthic objects

One of the key problems is the geometric distortion of underwater objects. The SSS image is a
monochrome digital image with return acoustic signals reflected from benthic objects applied to it. For
a mathematical description of this transformation, it is necessary to introduce a three-dimensional rec-
tangular coordinate system (x, y, z) of the benthic surface and a two-dimensional rectangular coordi-
nate system (m, n) on the sonogram. The main problem of image formation is the instability of the
transducer position, which can change the direction of movement in different planes. Changes in the
speed of transducer movement, sudden deepening or ascent, fluctuations in pitch and yaw angles lead
to significant distortion of the image. So, in Fig. 3, curvature of all objects to the right side of the im-
age is observed, which is caused by a sharp change in the movement of the transducer tack. The man-
made structure on the left side is distorted and has acquired a typical “twisted” shape.

Puc. 3. [Ipumep reoMeTpUYECKUX UCKAXKEHHUH JOHHBIX 00BEKTOB

Fig. 3. An example of SSS geometric distortion caused by irregularity of vessel movement

One of the most effective ways to solve the problem of geometric distortion is a set of methods
based on a combination of the least squares method (extended and recursive identifier) and the use of
an effective recursive filter, for example, the Kalman filter, presented in [7; 9]. The main merit of the
developers of this approach is the ability to perform automatic image correction without additional
navigation or field data. The proposed method is suitable for images with high resolution (frequencies
100 KHz and higher), which is fully consistent with our examples. This approach does not require
navigation information and does not rely on image correction by slant range determination.

Let us consider one of the mathematical models of geometric distortions proposed in [7]. Let us
imagine the absolute position of the benthic surface points (x, [m, n], y, [m, n]) as a function of the
values of the transducer position parameters relative to fixed coordinates (x, y, z) (see Fig. 1). If the
values of the measured parameters could be obtained directly from sensors installed on the transducer,
it would be enough to substitute them into a known set of equations to obtain the coordinates of the
benthic points, and then correct geometric distortions to obtain the correct image. Unfortunately, for
the reasons stated above, it is not possible to directly reference underwater objects to the GNSS
system. To assess changes in the positioning parameters of the towed transducer, it is necessary to
extract some values of geometric distortions from the sonogram.
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Assessing the geometric distortion of images requires making a number of assumptions about it.
The basic assumption to obtain the size of the geometric distortion is that the 2D backscattering func-
tion is an arbitrary process with an isotropic autocorrelation function. The assumption about the con-
stancy of the backscattering function may turn out to be erroneous in the presence of significant diver-
sity in the benthic surface topography and its geomorphology. However, this technique can well be
used to correct hydroacoustic images if the surface under study is first divided into homogeneous areas
according to their morphology. In this case, a certain degree of constancy can be assumed. At the same
time, the assumption of isotropy is valid in the absence of a systematic direction of benthic objects
(direction of current, geology, prevailing direction of waves, etc.).

Thus, assuming that the backscattering function is constant and its autocorrelation function is iso-
tropic, the degree of geometric distortion of a hydroacoustic image can be calculated by measuring
changes in the shape of an autocorrelation sequence sample of small sections of the image. Estimation
of local geometric transducers can be performed for two images using the method presented in [10].
Due to the fact that the medium under study is not isotropic, the parameters will be determined at the
local level. After performing the analysis of SSS images, automatic compensation of the data acquisi-
tion speed occurs. Thus, the speed factor (the main distortion factor) is no longer needed to perform
running scanning. In the case of using this method, the geometric transformation of a certain object in
the scalar factor is equal to zero at a zero rotation angle for each identified object.

Image adjustments can be made during surveys. Thus, the real distance to the benthic object from
the transducer can be calculated using a simple formula

x=Ay K,

where x is the actual distance to the object; y is the distance indicated on the SSS image; / is the
transducer height at nadir. Although this problem is more relevant for towed transducers, it should also
be taken into account when operating fixed devices, since each point on the sonogram is conditionally
referenced to a geographic coordinate system, calculated depending on the distance of the point from
the onboard GNSS receiver.

When processing sonograms, the acoustic shadow area can be removed using graphic editing
programs, thus connecting the visible areas on both sides of the vessel into one image. In this case, the
width of the shadow along one side represents the conditional distance from the bottom point of the
transducer to the bottom of the reservoir.

The choice of the trajectory of a hydrographic vessel is also important. There are several standard
methods for covering a given water area, but the meander type performed by a sequence of reciprocal
parallel tacks is suitable for SSSs [11].

The results of image correction based on the methods presented above can be seen in Fig. 4.

Puc. 4. Pesynbrarsl koppekunu u3odpaxenus ¢ 'O

Fig. 4. Results of a corrected SSS image
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Construction of an SSS mosaic and recognition of acoustic images

A sonogram and its description are not the final product of hydroacoustic study. A sonogram can
be used as the main source when compiling maps of water bodies or as an additional source of
information in the case of studying a specific object located in the water column or lying at the bottom
of a reservoir. An example of constructing a SSS mosaic for images is presented in works [2—4; 6],
however, they were performed using recreational echo sounders, for which commercial mapping
software exists. Starfish Scanline does not have the function of constructing a route track, as well as its
further plotting on the map. In [12], we referenced the SSS sonogram to the Landsat-8 satellite image
(Fig. 5). The work was performed in the Quantum GIS software package.

Puc. 5. ITocroenne 'BO Mo3anku, HaTOKECHHOM
Ha KocMuueckuii caumMok Landsat-8

Fig. 5. SSS mosaic transferred
to a Landsat-8 satellite image

The sonar sonogram is a file with a LogDoc extension, a standard file format for StarFish, which is
visualized by the instrument manufacturer's Starfish Scanline software. The software offers several
ways to extract data - directly the finished sonogram and the so-called “raw data”, which is a table
with parameters entered into it. We used the function to extract the finished sonogram. Thus, the
sonogram file was divided into 43 uniform fragments, representing the details of a large mosaic. For
each element, the coordinates of 15 points were recorded in the table. It is necessary for carrying out
the procedure of georeferencing each element; in addition, this number of points is sufficient to
transform the display of sonograms by a second-order polynomial, which will increase the accuracy of
the work. Thus, georeferencing gave the data a natural location in space for each sonogram, not in the
form of a “straight line”, but along the trajectory of the watercraft with filming equipment with all the
turns along the route during research work. As the georeferencing proceeds, the elements are joined to
each other one by one, making up a single mosaic.

The problem when carrying out georeferencing was the so-called “corner fragments” (fragments
located in areas of the vessel). Special attention was paid to them. Since it is not always possible to
shoot on straight lines, sharp bends are visible in the images, which can lead to severe distortion of the
sonogram, which, in turn, negatively affects the clarity of the image and the referencing accuracy. In
our work there is a fragment of a sharp turn (Fig. 6). One can see how much the shape of the fragment
has changed after spatial referencing and transformation of the image. It is also necessary to note that a
“tear” has formed on the outer corner of the sonogram - this is the lack of data in this place due to a
sharp turn [13].
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Puc. 6. I3MeHeHue yrioBoi COHOTPaMMBI MOCIIE reorpa@uuecKoi MPUBSI3KU
1 TpaHcHOpMHUPOBAHUS HOIMHOMOM BTOPOTO HOPSAKA

Fig. 6. Correction of an angular sonogram after georeferencing
and transformation by a second-degree polynomial

After completing the mosaic, we add a layer of satellite imagery from Landsat-8. Combining the
image and sonar data allows one to accurately determine the position of objects in the water column
and at the bottom of the reservoir relative to the shoreline and, in general, for correct visual perception

(Fig. 7).

SCALE 1:2000

Puc. 7. llocrpoennas 'O mMo3anka ¢ TOUEYHBIM CIIOEM
00HapyXEHHBIX 0OBEKTOB U SABJICHUI

Fig. 7. A SSS mosaic with a point layer showing
detected objects and artifacts

The discovered phenomena and objects can be divided into several groups. The objects themselves
stand out against the background of a relatively flat surface of the river bottom, regarding which it can be
assumed that they are fragments of a woody nature, since they have a characteristic elongated rectangular
shape, and their volume is determined by the falling shadow. It was also noted that these objects have
average reflected sound signal values (20-30 dB). The second group consists of areas with distortions
(including geometric ones) and fading of the reflected sound signal, which ultimately leads to data loss.
Such areas must be determined by knowing the coordinates and locations of such “dark spots” on the map
in order to re-explore this areca. Note that this problem has so far been solved only partially due to a
significant error in referencing satellite coordinates to the sonogram. In areas where the trajectory deviates
from a given meander, geometric distortion (stretching) of the raster image occurs, which subsequently
affects the work on object recognition. Taking into account the location of these sections, it will also be
possible to avoid distortions or minimize the turning radius.

All identified objects were presented on the map (Fig. 7) by creating and overlaying a new layer that
stored information about the location, the order of the sonogram (a mosaic fragment), as well as a brief
descriptive characteristic. This data is located in the attribute table of the layer.

This method of presenting information made it possible to detect some characteristics of objects
that were not so obvious in the original form of the SSS data. For example, at the junction of two
sonograms, a vertical object was discovered with a high degree of sound reflection and a characteristic
elongated sound shadow. This may indicate a large object. Also, in the vicinity of the object, other
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sources of high reflection were discovered, having a characteristic rectangular shape and their own
shadow (Fig. 8-9).

Puc. 8. ®parment nocrpoennoit I'bO mozauku ¢ o6Ha-  Puc. 9. ®parment nocrpoennoit I'bO Mozauku ¢ o0Ha-
PY’KEHHBIM BBITSIHYTHIM BEPTHUKAIEHO 3aJICTAIOIINM PYKEHHBIM BBITSIHYTHIM TOPU30HTAIIBHO 3aJICTAI0IIHM
OOBEKTOM Ha CTHIKE MO3aHKHU 00BEKTOM
Fig. 8. A SSS mosaic fragment showing distorted (elon- Fig. 9. A SSS mosaic fragment showing a horizontal
gated) object at mosaic join object distorted by stretching

The problem of automating the process of processing and interpreting SSS data

It should be noted that, despite the fact that the issue of creating a system that allows excluding the
human operator from the process of processing SSS data was considered by a number of researchers,
including [5; 14-15], they achieved very modest results. Thus, in work [15], by constructing a com-
plex neural network, it was possible, according to the authors, to create a system that makes it possible
to automatically identify boulders (Fig. 10).

Puc. 10. Pe3ynbraTsl paboThl CUCTEMBI IO aBTOMATU3UPOBAHHOMY PAclO3HABAHUIO BAJyHOB
(BbLIEIICHHBIC 00BEKTHI) [15]

Fig. 10. The results of the work of a system for automatic identification of boulders
(seen as highlighted shapes) [15]

As it can be seen from the image, the results are very modest and can hardly claim further devel-
opment. It should be noted that objects such as large stones and other rocks can be quite easily recog-
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nized by the strength of the return signal (more than 30 dB), and not by their graphical appearance,
which in conditions of geometric distortion can be very deceptive. Thus, the use of various methods of
information processing and its automation, including methods such as machine learning algorithms
[10], can be considered effective (the impossibility of fully implementing high-precision determination
of final objects, as well as the limitations of time determination models) only on condition that the
problems of object distortion will be taken into account, as well as taking into account acoustic pa-
rameters. Attempts to apply these methods to SSS images in the optical data recognition paradigm
cannot be of practical significance.

In this sense, work [16] compares favorably, in which the authors describe the process of classifica-
tion of SSS images, and also identify problems such as the inapplicability of most extractor programs,
since they are created for optical images.

The recognition and classification process for SSS images traditionally contains three main steps:

— data preprocessing (grey tone correction);

— feature extraction (image segmentation);

— classification (performed by a human operator on the basis of segmentation).

The authors of [16] proposed to solve the problem of automated recognition of underwater objects
using an algorithm built on the basis of a neural network with spatial pyramidal convolution and
referencing to network databases of hydroacoustic images. In the proposed method, five different
neural networks were used in data preprocessing for object recognition. Then, spatial pyramidal
convolution and network SSS databases were introduced into this system. Then a comparative analysis
of the results obtained by the networks before and after the inclusion of additional components was
carried out. This approach is in many ways identical to the principle of n-version programming,
according to which the optimal software or individual component is selected based on a voting
algorithm. Note that the data preprocessing within the proposed method was limited to improving
image quality.

Conclusion

Taking into account the above, we can conclude that, despite a fairly large number of studies in the
field of recognition, correction and automated interpretation of underwater objects visualized using
SSS, currently there is no effective way to implement this process. In this regard, we were the first to
propose combining methods for correcting geometric distortions of underwater objects with modern
methods of information processing proposed in recent scientific research. In our opinion, image cor-
rection using effective recursive filters, as well as a set of mathematical methods presented in [7; 9], is
promising. The use of more accurate satellite imagery data, as well as correction of the motion trajec-
tory (meander) using satellite coordinates, makes it possible to correct distortions in the planes of
movement of the transducer. As post-processing methods, both image correction using the proposed
methods and image fragmentation turned out to be effective, which provided the possibility of detailed
elaboration of each fragment and implementation of georeferencing at 15 points with subsequent trans-
formation by a second-order polynomial.

It can be affirmed that mathematical methods can quite effectively solve problems of geometric
distortion of images obtained from SSSs. This area of research has promise in terms of creating new
methods for image correction, as well as transferring them to solving similar problems in the field of
earth remote sensing (ERS).

Based on all of the above, we can conclude that creating a list of detected objects using SSSs is an
important step in processing the received data. However, such data analysis today cannot be made
without participation of a human operator, despite the availability of experimental automation
methods. Human participation makes it possible to rationally conduct repeated observations (if
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necessary), to further use data for more easy determining objects and phenomena, identifying patterns
or general characteristics of the area under study.

Automated SSS image recognition systems must include all of the above elements of image
distortion, and also rely on the physical features of the images themselves, obtained by processing
acoustic rather than optical signals. This issue needs to be paid attention to in the further development
of this topic.
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Cmamus nocsaujena nopsoky pazpabomxu u ONUCAHUI0 MAMEMAMUYeCKUxX Mooeell agmoKOMNeHcayu-
OHHBIX YCMPOUCME PAOUOIOKAYUOHHBIX CMAHYULL Kpy208o2o 0630pa. Paspabomka aneopummoe npocmpan-
CMBEHHOU 06pAbOMKU CUSHAN08 6 PAOUOIOKAYUOHHBIX CUCMEMAX C (PAZUPOBAHHBIMU AHMEHHBIMU Deulen-
KaMU S16/51eMCS 8AACHBIM IMANOM NPOEKMUPOSAHUSL PAOUOLOKAYUOHHBIX cmanyull. B dannoti cmamve 6y-
dem paccmompen NopsaooK CO30AHUS MAMEMAMUYECKUX MoOeiell A8MOKOMNEHCAYUOHHBIX YCIMPOUCMS,
KOMopble PA3HAMCs CROCOOAMU Pearu3ayuu, d UMEHHO. KOIUYeCMEOM KOMNEHCAYUOHHbIX KAHAL08, NOJI0-
JICEHUEM OCHOBHO20 U KOMNEHCAYUOHHBIX (OONOIHUMENbHBLX) KAHA08 PAOUOLOKAYUOHHOU CIMAaHyuu (cma-
YuoHapHoe wiu OUHAMUYECKOe), AMNIUMYOHO-(DA3068bIM PACNPEOeNeHUEeM OCHOBHOU U OONOJHUMEIbHbIX
AHMENH, npeocmasieHuem Gazuposantol AHMEHHOU PeueémKY, al2OPUMMAMU HAXONCOCHUSI 6eKMOpPA 6e-
€06020 KO3 Puyuenma. Aoexkeamnocnmov pabomvl Mooeell NPOSePeHa MemoOOM SbIHUCTIUMENbHO20 IKCHe-
PUMEHMA U Pe3yTbMAamamil, CPAGHUMBIMU C PEAnNU308aHHLIMU ABNMOKOMIEHCAMOPAMUY 8 PAOUOLOKAYUOH-
HbIX cmanyusx. Pesyiomamol bl4UCIUMENbHO20 IKCNEPUMEHMA, NPeOCMAasieHHble 8 8ude epapuros cue-
Ha1a Ha 6bIX00e aBMOKOMHEHCAYUOHHO20 YCMPOUCMEA, A MAKI’CE NPOXONCOCHUSI CONACOBAHHO20 (UL~
pa, nokasvléaion, HACKOIbKO 3phekmusen ancopumm ebIMUCIEHUS. 8eKMOpPa 8ec08020 Kod(puyuenma,
N0360JI5LI0OM HATSOHO, ObICIPO U IKOHOMUYHO CPABHUMb dPPeKmusHocms pabomvl a6mMoKOMNEHCAYUOH-
HbIX YCMPOUCME 8 3a8UCUMOCTU Om cnocoba ux peamusayuu. B cmamve paccmampusaemcs aneopumm
HeNnocpeoCmeenHo20 POPMUPOSAHUST 6EKMOPA 8eCOB020 KOIPPuUYUeHma U aieopumm Gopmuposanus
8EKMOPA 6eC08020 KOdpuyuenma uepes oopamuyio Koppersyuonnyio nepeobeusiowyio mampuyy. Ma-
memamuueckue MoOeiu A6MOKOMNEHCAYUOHHBIX YCMPOUCME U Pe3VIbMAmbl SbIYUCIUMETbHO20 IKCREPU-
MEHma Mo2ym RpUMeHsImscs Oisi 06yueHust 6y0ywux Cneyuaiucmos, papadamoléaiowjux u dKCHIyamu-
PYIOWUX PAOUOIOKAYUOHHBLE CILAHYULL.

Knroueswie cnosa: mamemamuueckas MO()eﬂb, AKMUBHAsS Utymoeas nomexa, KOppe]Zﬂl{I/IOHHblIJ aemokKo-

neHcamop, 6eKmop 6ec08020 Kodgpuyuenma, dbvicmpooelicmaue.
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Pazden 1. Unpopmamuka, 8blUUCIUMENbHASL MEeXHUKA U YNpasieHuUe

The article studies the order of developing and describing mathematical models of automatic compen-
sation devices of all-round radar stations. The development of algorithms for spatial processing of signals
in radar systems with phased antenna arrays is an important stage in the design of radar stations. This ar-
ticle considers the procedure to create mathematical models of automatic compensation devices that differ
in implementation methods, namely: the number of compensation channels, the position of the main and
compensation (additional) channels of the radar station (stationary or dynamic), the amplitude-phase dis-
tribution of the main and additional antennas, the representation phased antenna array, algorithms for
finding the weight vector. The method of computational experiment verifies the adequacy of the operation
of the models and the results are comparable with the implemented automatic compensation devices in ra-
dar stations. Presented in the form of graphs of the signal at the output of the automatic compensation de-
vice as well as the passage of the matched filter, the results of the computational experiment show effec-
tiveness of the algorithm to calculate the weight vector; they permit to visually, quickly and economically
compare the efficiency of the automatic compensation devices, depending on the method of their implemen-
tation. The article discusses the algorithm for the direct formation of the weight vector and the algorithm
for the formation of the weight vector through the inverse correlation whitening matrix. Mathematical
models of automatic compensation devices and the results of a computational experiment can be used to
train future specialists who develop and operate radar stations.

Keywords: mathematical model, active noise interference, correlation automatic compensation, weight
coefficient vector, speed.

Introduction

The issue of detecting air objects and accurately determining their characteristics has been and re-
mains significant [1]. Radar stations (RS) of all-round coverage, designed to deal with this issue, per-
form information tasks under the conditions of exposure to external interference. Interference sources
conceal or imitate signals and make it difficult to extract useful information. A significant influence on
the detection and correct determination of the plane coordinates of an airborne object is exerted by
response pulse interference (RPI) and active noise interference (ANI) [2].

The impact on the operation of ANI RS is currently caused by the rapid development of methods
and techniques of radio countermeasures, as well as a variety of types of intentional radio interference
that reduce the efficiency of isolating useful signals [3]. RPI negatively affects the quality of reception
of the useful signal, affecting the side lobes of the antenna pattern of the main channel. That is why
one of the most important tasks in radar is the development of devices designed to compensate for var-
ious noise and interference when receiving a useful signal [4]. To solve this problem, radars use auto-
matic compensation systems that implement algorithms for ANI compensation and RPI suppression
along the side lobes of the main channel antenna radiation pattern.

Mathematical modeling is a powerful tool for studying complex technical systems, such as auto-
matic interference compensation systems, which has got a number of advantages over other research
methods [5]. The development of various mathematical models of algorithms and systems is currently
an urgent task [6].

The purpose of this work is to consider the procedure for modeling the autocompensator and the re-
sponse suppression algorithm adopted by the side lobes of the main channel antenna radiation pattern.

The automatic compensator (AC) is designed to reduce the influence of ANI affecting the receiving
channel of the radar. The main idea of side-lobe ANI compensation is to add in antiphase the signals
received by the antenna of the main channel with signals from additional channels, multiplied by a
weighting factor. With an accurate and fast calculated weight coefficient, ANI is successfully sup-
pressed without significantly weakening the useful signal [7]. To successfully suppress ANI, accurate
and fast calculation of the weighting coefficient vector is necessary.

The algorithm for suppressing RPI based on the side lobes of the main channel radiation pattern
consists of subtracting the signals received by the additional antenna from the signals of the main an-
tenna. In this case, the level of signals received by the additional antenna in the direction of the side
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lobes of the antenna pattern of the main channel exceeds the signals received by the main antenna in
the direction of the main lobe.

The procedure for creating a mathematical model of autocompensation devices
Fig. 1 presents the block diagram of the autocompensation system.

START @
A

/ Entering initial / 8 Formation of an array for receiving an

data interference signal: po, pd
I‘
*‘
: \
1 Time cycle: ¢ 9 Formation of an internal noise
e reception array: so, sd
Loop by number of statistical
iterations; b
s , ; A
Cycle by number of probing periods: 10 Formation of an array of input
n influences:
. 1o, ud
Cycle for angular movement of
interference sources: / ¢
. . 11 Calculation of the weighting
Cycle by number of compensation coefficient: W
channels: &

¢ »
>
A

2 Formation of the expected amplitude- 12 . . .
phase distribution at a given sounding Active noise compensation:
cycle: yo =uo—Yud-W
X X1, X2, Xd T

)
v v
- S - — 13 Lateral response suppression

3 Formation of an array for receiving a p PP

et lgorith
useful signal: x a%OFl m
¢ yo =uo—yd

4 Formation of an interference signal
array: Ip

A 4
5 Formation of an array of probing
angle offsets: cc

v

6  Formation of scanning amplitude-
phase distribution: Xv

A4
7 Formation of a matrix for receiving a

useful signal using additional
channels: cd Output on display

@ END

Puc. 1. biok-cxema cHCTEMBI ABTOKOMIICHCAIIUHX

Fig. 1. Block diagram of the autocompensation system

To start modeling auto-compensation systems, it is necessary to set the initial data, as well as the
cycles indicated by block 1 in Fig. 1.

Modeling of the autocompensation system begins with the formation of amplitude-phase distribu-
tions of the antennae of the main and compensation channels (block 2 in Fig. 1). The amplitude-phase
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distribution of the main channel antenna, depending on the type of main channel antenna, is formed
according to the expression [§]
i 2(m+1)-M-1)} L)~

X(m,l)=e M- d(m), (1)
where m — sequence number of the antenna element of the main channel array; M — quantity of non-
directional antenna array elements; /— sequence number of the angular parameter of interference
sources; L — reference number of the angular parameter; d (m) — component of the amplitude-phase
distribution of the antenna depending on the type of antenna.

The formation of an array of amplitude-phase distribution of compensation channels is carried out

based on the expression
T

=i+ 2(m1+1)-M1-1)-L(7)-
Xi(ml,l)=e Mlp
where ml — sequence number of the antenna element of the compensation channel array,
M1— quantity of of non-directional elements of the compensation channel antenna array,
p — coefficient of normalization of the antenna radiation pattern by azimuth.
Further, an array of useful reception (x) is formed (block 3 in Fig. 1) [9]

x(m,t)=A4- e_i'(z'(mﬂ)_M_l)'aAM'P .e_i‘(w~t+tpo+tp) >

where A — useful signal amplitude; a — direction of the useful signal arrival; © — signal frequency; @,
— initial signal phase; ¢— inter-period signal phase shift.
The amplitude of the useful signal can be constant, rapidly or slowly fluctuating due to one of the

known laws [10].
Formation of an interference signal array (/p) (block 4 in Fig. 1)

ap(n,t) =ip - rnorm(1,0,1),,
fp(n,t)=rnd(2n),
Ip(n,t)=ap(n,t)-(cos(fp(n,t)+i-sin( fp(n,t)),

where ip — interference intensity; 7 — sequence number of the sounding period; ¢ — sequence number

of time reference.
Next, the rotation of the main antenna is simulated, that is, the displacement array is formed (block
5in Fig 1),

—i(2(m+1)-M -1)-aa(n)—
cc(m,n)=e Mp (2

where aa — antenna rotation step during the sounding period.

Multiplying (1) and (2) gives the scanning result (#c).

Based on the scanning expression, an array of scanning amplitude-phase distribution (Xv) is formed
(block 6 in Fig. 1)

n

Xv(l) =X(Z) -(nc(")) .
!

The notation (l ) indicates that the values of the matrix column vector are considered.

Modeling the rotation of antennas of additional channels depends on the radar stations. Their posi-
tion can be stationary, or the compensation channels can rotate along with the main channel antenna.
The formation of the amplitude-phase distribution (APD) for each compensation channel during their
rotation (this article provides an example for two compensation channels) is carried out according to
the expressions [11; 12]
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i 2(ml+1)-M1-1)(L()+al)——
Xl(ml,l)=e Mlp

—io(2(m1+1) =M 1-1)(L(D)~al)—~
X2(ml,l)=e ) Mlp

where al — correction for the separation of antenna electrical centers.
Based on the obtained amplitude-phase distributions for each channel, the amplitude-phase distri-
bution of the system of additional antennae is formed:

Xd =[x1 x2]".

where T — transposition operation.
Further, an array is formed for receiving the useful signal by compensation channels according to
the expression (block 7 in Fig. 1)

T

i+( 2 ml+1)-M1-1)-(axal)-

cd(ml,) = Ye(ml)- A-e M Hora),

where Yc — amplitude-phase multiplier for the received useful signal by additional channels; & — se-
quence number of an additional channel.

Taking into account the errors in the amplitude-phase distribution of the antenna caused by various
components and the movement of the antenna of the main channel, resulting in the formation of an
interference matrix of the main and additional channels (po, pd) (block 8 in Fig. 1),

. T
—ll~(2~(m+l)—M—l)~np~M

po(m,t)=lp(n,t)-e B

where np — direction of the interfering signal arrival.

—1i- 2~(ml+l)—Ml—l -(nptal)-
pd(t,ml) = (W(k) )m -Ip(n,t)-e ( ) Mlp

T

where YN — amplitude-phase multiplier for the received interference signal of additional channels.
The internal noise matrix of the main channel so is formed according to the expression (block 9 in
Fig. 1)

so(m,t) = as(m,1)-(cos( fs(m,1))+i-sin( fs(m,1))), (3)

where as and f§ — random amplitude and phase of internal noise, respectively, are formed in a similar
way to ap and fp . The noise matrix sd(ml,¢) of the additional channel is formed similarly (3).

From arrays of useful signal, interference and self-noise, an additive mixture of input influences ar-
riving at the input of the antennae of the main and compensation channels (zo, ud) is formed (block 10
in Fig. 1), which is a mixture of noise recalculated to the input of the antenna array, useful signal and
interference. In the case of rotation of the compensation channels, expression (4) will take a different
form (5)

uo(n) = po(n)+ so(n) + x(n),
ud(n, k)= pd(n,k)+sd(n,k)+cd(n,k), 4
ud =[udl ud2]", (5)

where udl,ud2 — additive mixture of input influences arriving at the input of the antennas of two
compensation channels, formed similarly to ud .

When forming a flat antenna array, the number of array elements in the a (M1) plane, the number
of array elements in the b (M2) plane, the direction of the useful signal source in the a (a) plane, the
direction of the useful signal source in the b (b) plane will be added to the initial data; quantitative pa-
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rameter reading in a (LL)plane, quantitative parameter reading in plane b (KK), as well as errors in the
positions of elements in a, b (r1, r2) plane, random component to the amplitude of the useful signal
(44).
An array of errors is formed caused by the delay in the arrival of the useful signal due to the loca-
tion of the elements normal to the antenna (73).
Then an array of useful signal (x) is formed
—io(2(ml+)-M1-1) oL —i(2(m2+1)-M2-1)}a—"—  —i(r3(n
x(ml,m2)=e S ) Ml .e (2(m2+1) ) M2.e ( ())”’1””2.
Next, an array of the random component of the signal amplitude (4#n) is formed.
Further, an array of signal distribution in the time domain is formed, taking into account the ran-
dom amplitude component (xt)
xt(t,ml,m2)=e"""" - An(n)-(x(n))

ml,m2’

where y — frequency multiplier; 4n — amplitude of a useful signal with a random component.

Expressions for the formation of the amplitude-phase distribution for each of the planes will take
the following form in plane a (X1):

—i~(2~(m1+r1(n,ml)+1)—M1—1)~L(Z)-%

Xl(mLl)=e (6)

For plane b, expression (6) will take a similar form, with the exception of the components M1, r/,
L, which will be replaced by M2, r2, K similar to them.

Then we set the direction of arrival of the interference signal in plane a (N1), the direction of arri-
val of the useful signal in plane b (N2), and the number of counts in the direction of arrival of the in-
terference signal (7).

Based on N/ and N2, a matrix of directions of interference sources is formed for two planes (np)

—i(2(m )M ) NIy —i(2(m21)-M 221} N2(r)—=  —i(r3(n

ml,m2 .

There are many methods for finding the weight vector. We consider some of them, namely: the di-
rect formation of a weight coefficient vector and the formation of a weight coefficient vector through
an inverse correlation re-whitening matrix.

In practice, as a rule, the ANI parameters and spatial correlation matrix are unknown. Moreover,
they change in time due to the movement of the noise sources and the radar space survey. Therefore, it
is not possible to protect the main radar channel with pre-selected fixed parameters [13; 14].

That is why the ability to adapt to a constantly changing interference environment is of great im-
portance for auto-compensation systems. The most important parameter of the quality of adaptive sys-
tems is their speed [14].

The performance of the auto-compensation system largely depends on the speed of calculating the
weight coefficient vector. The additive mixture of useful signal and noise is multiplied by a vector of
weighting coefficients and the summation of the signal coming from the main channel and the signals
received by additional channels and multiplied by the vector of weighting coefficients occurs. At the
output of the auto-compensator we receive a signal with compensated ANI. Based on this signal, the
vector of weighting coefficients is calculated again, which ensures an increase in the signal/(noise +
interference) ratio.

Direct formation of the weight coefficient vector is carried out due to the expression (block 11 in
Fig. 1) [15]
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S O 3
Wm0 =— 3 ((v0,01),-(udy, 1)), ™
T =0
where )0, | —reaction coefficient; 7 — number of time counts; . complex conjugation operation.

Expression (7) is applicable for the case when the main channel antenna rotation is disabled. When
rotation is enabled, expression (7) will take the following form:

1 71 1 OR—r
i) e 5

where yB — the result of the difference between the signals of the main and compensation channels.

The algorithm for directly finding the weight coefficient vector (W) is in the summation over time
of the product of the reaction coefficient in the previous sounding period by the additive mixture of
input influences arriving at the input of the antennae of additional channels and the expected complex
conjugate amplitude-phase distribution of additional channels.

Forming the weight coefficient vector through the inverse correlation whitening matrix is carried
out according to the expression [10]:

A v (e (Nc)j

where Nc — quantitative counting of the direction of arrival of the useful signal.
When rotation is enabled, expression (8) will take the following form:

T
ud® ud® |, )

171 1
T =0 1+(ud(t)) ,ud(t)

. . . (1) —(k)
where / — identity matrix; ud(k,t) = (((udb )nil )k ) - X1 .

n—1

At the second and subsequent sounding periods, expression (9) will take the following form:

1

- ud® -ud(t)T
1+(ud(’)) ud®

17-1
We(m)=— % | W,(n=1)—
T =0

Unlike the algorithm for directly finding the weight coefficient vector, the correlation matrix of
noise is estimated.

After calculating the weight coefficient vector (W) at the zero iteration step, the array of input in-
fluences is multiplied by the weight coefficient vector (W), which is calculated depending on the algo-
rithm used. It is calculated in such a way that after summing the signals coming from the compensa-
tion channels, ANI compensation occurs (block 12 in Fig. 1)

yo(n)=uo(n)- Xv—> (ud - Xd -W).
Suppression of RPI occurs according to the algorithm (block 13 in Fig. 1)
yo(n) = |u0(n) . Xv| - Z|ud . Xd| .
If the sum of the values of the signals arriving at the antennas of the compensation channels is

greater than the signal arriving at the main channel, then we can assume that yo(n) =0 . Therefore, RPI

is suppressed.
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Simulation results

The simulation results are presented in the form of graphs. Figure 2 demonstrates the simulation re-
sult with the autocompensator disabled. There is a lack of useful signal. It should be taken into account
that Fig. 2 and 3 reflect the amplitude of the additive mixture of the useful signal, interference and intrin-
sic noise is normalized to the standard deviation of the noise.
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3.6-10"
2.7-10%4
1.8.10*

9.10%

L

i

—9.10%
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Puc. 2. Curnain Ha BbIXOJie aHTEHHBI OCHOBHOT'O KaHaja

IIPH BBIKIIFOYCHHOM aBTOKOMIICHCATOPEC

Fig. 2. The signal at the output of the antenna of the main channel
when the automatic compensation devices is disabled

Figure 3 presents a graph of the signal at the output of the autocompensator and after passing
through a matched filter for two algorithms for finding the weight coefficient vector. From the results
of the computational experiment, we can conclude that the algorithm for finding the weight coefficient
vector through the inverse correlation whitening matrix compensates for ANI faster.

t V05100

a 0
Puc. 3. I'paduk curnana:
a — Ha BBIXOJI€ aBTOKOMIIEHCATOPA; O — IOCIE IPOXOKAECHHS COINIaCOBAaHHOIO (puibTpa Ui JBYX aJlFOPUTMOB.
1 — anropuT™M HEMoCpeACTBEHHOI0 (JOPMUPOBAHHS BEKTOPA BECOBOIO K03 GHUIUEHTa; 2 — aITOPUTM BbIYHUCICHUS
BEKTOPa BECOBOr0 K03 duIirenTa uepe3 00paTHyI0 KOPPEIALUOHHYIO IEPEOOEIAIOIYI0 MATPULLY

Fig. 3. The graph of the signal:

a — at the output of the automatic compensation devices; b — the graph of the signal after passing the matched
filter for two algorithms. In / — the algorithm for the direct formation of the vector of the weighting coefficient;
2 — the algorithm for calculating the vector of the weighting coefficient through the inverse correlation
re-whitewashing matrix

Conclusion

The article discusses the mathematical model of the autocompensator and the algorithm for suppress-
ing RPI along the side lobes. The results of computational experiments are presented in the form of
graphs. The developed model makes it possible to conduct computational experiments depending on:
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— from the selected adaptation algorithms to interference signals according to the criteria: maxi-
mum signal-to-noise ratio and speed of adaptation to interference;

— operation of the main antenna rotation system: rotation disabled or rotation enabled;

— position of compensation channels (dynamic or stationary);

— algorithm implemented in the radar for calculating the weight coefficient vector.

A mathematical model of an auto-compensator and an algorithm for suppressing RPI along the side
lobes of the radiation pattern of the main channel antenna allows to better understand the principle of
operation of auto-compensation devices and therefore can be used to train future specialists operating
radars.
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AHaau3 KuOepyrpo3 KOprnopaTuBHOM ceTH
HA OCHOBe napaJjjieJbHoi 00padoTku faHHbIX Netflow

. . KOHOHOB*, C. B. Hcaes

HHuCcTUTYT BRIuncauTensHoro Moaenuposanus CO PAH
Poccutiickas @eneparus, 660036, r. KpacHospcek, yin. AkameMroponiox, 50/44
"E-mail: ddk@jicm.krasn.ru

Ilybnuunsie cepsucvl pasiuyHbIX OP2AHU3AYULL NOOBEP2ATOMC NOCMOSHHLIM Kubepamaxam, 4mo no-
svliaem pucku uHpopmayuonnol bezonacnocmu. AHanu3s cemesozo mpagura Aeisemcs 8adxiCHoU 3a0ayel
011 obecneuenust Oe30NACHO20 QYHKYUOHUPOBAHUSL CEMeBOU UHDPACMPYKMYPbI, 8 MOM HUCie KOPHopa-
mueHbix cemeil. B dannou pabome npedcmagiern 0030p 0OCHOBHLIX NOOX0008 0151 AHANUZA Cemeso2o mpa-
Quxa, npusedervl cmedicHble pabomul, YKA3aHbl HeOOCMamKy cyuecmsyrowux pabom. OOHUM U3 Memooos
SA6IIEMCST AHANU3 OAHHBIX Cenmesoeo mpaghuka ¢ ucnonv3osaruem npomoxona Netflow, komopbiii n036051-
em coxpanamv dauHvle 0 mpaguke Ha ypoeue L3 mooeau OSI. Ocobennocmvio ucciedosanus A61aemcs
UCNOIb308AHUE OIUMETbHBIX Nepu0008 Habmodenus. [Ipu coxpanenuu OaHHbIX HA OTUMENbHbIX BPEMEHHBIX
UHMEPBANIAX HCYPHATLL UMEOm OOAbUIOU 00beM, Yumo mpebdyem pacnapaiienusanus 0s nepesutHol oopa-
bomxu Ooanuvix. Aemopamu paspabomarn Kpocc-niam@opmennsiti NPOSPAMMHbIL KOMIIEKC pAcnpeoeieH-
HOU 06pabOmMKU JCYPHALO8 CemeBol AKMUBHOCTU, KOMOPbIli UCROIB308ANCA OISl AHAU3A CeMesoll aKMUs-
Hocmu Kopnopamughot cemu Kpacnosapckoeo nayunoeo yenmpa 3a 2021-2022 ee. Iloxazana cxema npo-
CPAMMHO20 KOMNAEKCA, ONUCAHBI €20 B03MONICHOCIU U 0cobennocmu yukyuonuposanus. Ilpusedenut uc-
MOUHUKY OAHHBIX 011 AHAAU3A U MEMOOUuKa obpabomku. B pabome bviiu cghopmynuposarvt u popmanuzo-
BAHbL IEPUCIIUYECKUE KPUMEPUU QHOMATLHOCIMU CEemego20 mpapuKa, Komopvle CUSHATUIUPYIOM O HAIU-
YUY BO3MOICHLIX AMAK HA CeMb, MAaKIce BblOeleHbl 0amacenmsl N0 cemesoll AKMUBHOCU PA3TUYHBIX NPO-
TMOKOI08 NPUKIAOHO020 YPOBHA. [l NOAYYEHHBIX HAOOPO8 OAHHBIX ObLIU PACCHUMAHBL CINATNUCTIUYECKUE
nokazamenu, Ha OCHOGe KOMOPbLIX NONYUeHA UHPOPMAyUusi 00 AHOMANLHOU Cemesoli AKMUGHOCMU 6 meve-
Hue 08yx aem. B pabome npogepen npeodnodiceHHblll panee agmopamit Memoo CpagHeHus puckog Kubepye-
P03 0151 pA3TUYHLIX BDEMEHHBIX UHMEPBATI08, NOKA3ABWUL cyujecmeeHHoe ygenudeHue puckos o 50 %
noxaszamerneil ¢ 2022 2. CpagHeHue Mecaunbix UHMEPBAIos 3a pasiuitsle 200bl NOKA3AN0 AHAN0SUYHOE YEe-
auyenue pucka. Taxum obpazom, memoo 00KA3an 8010 pPabOmMOCHOCOOHOCHb U MOdCEem NPUMEHAMbLCS
8 Opyeux obracmsx, 8 KOMOpPbIX CYWeCmsaylom epynnsl Kpumepues He3asucuMulx nokazameneu. Aemopol
npueenu niaHvl No OdibHelueMy Pa3eumuio MemoOUuKy AHAIU3A Ceme8ol aKMUEHOCHU.

Kniouesvie crosa: unmepnem, cemesas 6e30nacHocmy, aHaius cemeso2o mpagura, Kubepyzposol, Kop-
nopamuenas cema.
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Analysis of corporate network cyber threats based
on parallel processing of Netflow data

D.D. Kononov*, S. V. Isaev
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50/44, Akademgorodok St., Krasnoyarsk, 660036, Russian Federation
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Public services of various organizations are subject to constant cyber attacks, which increases informa-
tion security risks. Network traffic analysis is an important task to ensure the safe operation of network
infrastructure, including corporate networks. This paper provides an overview of the main approaches for
analyzing network traffic, it provides the related work and points out the shortcomings of the existing work.
Here is a method is to analyze network traffic data using the Netflow protocol, which allows traffic data to
be stored at the L3 layer of the OSI model. A feature of the study is the use of long observation periods.
When storing data over long time intervals, the logs become large, which requires parallelization for pri-
mary data processing. The authors developed a cross-platform software package for distributed processing
of network activity logs, which was used to analyze the network activity of the corporate network of the
Krasnoyarsk Scientific Center for 2021-2022. A diagram of the software package is shown, its capabilities
and operating features are described. Data sources for analysis and processing methods are provided. In
this paper the authors formulated and formalized heuristic criteria for the anomaly of network traffic,
which identify the presence of possible network attacks, and extracted datasets on the network activity of
various application-level protocols. For the obtained data sets, statistical indicators were calculated, in-
formation about anomalous network activity was obtained for two years. In this research, we tested the
previously proposed method for comparing the cyber threats risks for different time intervals, which
showed a significant increase in risks for 50% of indicators in 2022. Comparisons of monthly intervals
over different years showed similar increases in risk. Therefore, the method has shown its efficiency and
can be used in other areas in which there are groups of criteria for independent indicators. The authors
have proposed plans for further development of methods for analyzing network activity.

Keywords: Internet, network security, network traffic analysis, risk assessment, cyber threats, corporate
network.

Introduction

Currently information technology are used everywhere to organize the work of various services, in-
cluding corporate ones. Publicly available services are subject to information security risks, which re-
quires to organize comprehensive measures to protect information. One of the important parts ensuring
information security is to monitor and analyse network activity (NTA - Network traffic analysis), it
allows to detect anomalies in network operation, identify the cause (external or internal) and take ap-
propriate measures. Analysis of network activity is a significant task and is used in various fields. For
example, analyzing the network activity of IoT devices permits to identify their type [1] and identify
security problems [2]. Fragmented standards and methods for collecting and analyzing network traffic
do not often contribute to reproducing the results. Some authors are making attempts to develop uni-
versal formats and software for traffic analysis [3]. In spite of automating traffic processing and analy-
sis processes can reduce the number of routine operations, identifying anomalies with the help of a
human operator is a problem due to the large volume of data. Machine learning techniques presents the
interest to identify anomalies in network activity [4; 5]. Using various techniques to analyse and iden-
tify traffic features is applied for mobile devices [6], in particular, the analysis of encrypted traffic
allows to determine the mobile applications being used with high accuracy [7]. Therefore, analysis of
network activity makes it possible to obtain much useful information that can be used to improve the
performance and security of information systems, including corporate network services.
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An important part of ensuring information security is assessing the risks of cyber threats. Applying
various techniques to analyse network traffic affords to identify anomalies in network activity, which
results in assessing the risks of cyber threats to which the network infrastructure is exposed. Risk as-
sessments can be carried out at different time intervals, so it is necessary to be able to assess the dy-
namics of changes in cyber threat risks.

Related research

Network traffic analysis allows to identify anomalies in the operation of the network infrastructure.
Methods to detect network traffic anomalies can be divided into three categories: unsupervised, super-
vised, and partially supervised. Unsupervised methods are quite common and do not require prelimi-
nary data preparation. The normal data are assumed to be found in datasets more often than anomalous
ones [8]. Supervised methods involve building models by dividing data into two categories: normal
and abnormal. The analyzed data are compared due to two models, and a conclusion is made about
whether the data belongs to a certain category [9]. Partially supervised methods involve building a
model only for normal data [10] and are simpler and more common than supervised models.

Cluster analysis and classification methods are the most common. Cluster analysis involves divid-
ing the properties and attributes of data into clusters, from which normal and anomalous behavior are
distinguished [11]. In general, large clusters are normal and small clusters are abnormal. Classification
methods are used to divide data into previously known categories, they can be distributed into the fol-
lowing types: support vector machine (SVM), neural networks, decision tree, statistical methods. One
type of classification using supervised learning is the support vector machine (SVM), which is used
for training and testing a large amount of data. [12] uses the SVM method to analyze traffic, and high
matching accuracy is achieved. Neural network methods use a model of neurons with connections that
convert an input signal into an output signal. The method is widespread and used, for example, to
identify malicious traffic [13] and build intrusion detection systems (IDS) [14]. Decision tree methods
result in constructing a tree consisting of leaves, nodes and edges, which can be used for multi-stage
data classification. Research [15] shows its high efficiency in analyzing malicious traffic of IoT de-
vices. Statistical methods are based on Bayes theorem: if the class is known, it is possible to predict
the attributes; if the class is unknown, the rules can determine the class based on the available attrib-
utes. In [16], a Bayesian network is used to analyze traffic and ensure the security of cloud services.

An important component in protecting information systems and data networks is to assess the risks of
cyber threats. Risk assessment methods can be quantitative and qualitative [17]. Quantitative methods
operate with numerical indicators, while qualitative methods use fixed categories of “high risk”, “me-
dium risk”, “low risk”. Typically, qualitative methods are subjective and rely on expert judgment, while
quantitative methods are objective and enable results to be reproduced. There are various methods to
assess the risk of cyber threats [18]. In [19], the authors use various models of a quantitative method for
assessing cloud computing cybersecurity risks. Hybrid risk assessment models are also used, combining
different approaches [20]. Information security risk assessment is used in various areas: industrial net-
works [21], Supervisory Control and Data Acquisition (SCADA) management systems [22], Internet of
Things (IoT) devices [23]. Some researchers consider risk assessment as a complex task that includes
functional safety, physical safety and cybersecurity [24].

The existing research applies different approaches to traffic analysis and cyber threat risk assessment.
For example, the authors develop a new technique and use standard test datasets, which does not allow to
assess the effectiveness of the method on a real network infrastructure. Other authors apply real data with
short time intervals, which does not result in a deep analysis and identification of the dynamics of ongo-
ing processes.

The current research studies the security of the corporate network of the Krasnoyarsk Scientific
Center (Federal Research Center KSC SB RAS) based on analyzing Netflow network traffic. The pa-
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per describes the use of a statistical method for comparing the risks of cyber threats proposed earlier
by the authors [25]. Unlike the existing research, the method uses long time intervals when analyzing
real network traffic and enables to compare the risks of cyber threats at arbitrary intervals.

Data source and processing methodology

The data source to be analyzed is the Netflow network activity data of the edge router and proxy
server of the corporate network of the Krasnoyarsk Scientific Center for 2021-2022 period (volume of
680 GB, 19.5 billion records). Data processing is carried out in several stages: 1) collecting statistics
of network interfaces using nfcapd agents; 2) extracting data with the nfdump utility; 3) filtering and
aggregating the required fields based on specified rules; 4) saving the obtained data for the analysis; 5)
applying statistical analysis.

Data processing is performed using the GNetProc software package for distributed processing of
network activity developed by the authors in the Go language. The software package consists of sev-
eral parts: a client, a message broker, and a computing cluster (Fig. 1).

Compute cluster

Node 1

[ Worker 1 ’ [ Worker 2 }

Node N

Client Message broker

Task 1
Task 2
Task N

[Workeﬂ } ‘ Worker 2 ’

Worker N

Puc. 1. Apxurexrypa GNetProc

Fig. 1. GNetProc software architecture

The client part interacts with the message broker and allows to send assignments for processing to a
common assignment queue, the server part retrieves the assignment from the queue and starts process-
ing using workers. The server part consists of many nodes of a computing cluster; each node can run
several workers in parallel, which ensures parallel data processing and reduces assignment execution
time. The worker contacts the message broker, receives a new assignment, starts it for execution, saves
the processing results, then receives a new assignment. The worker contacts the message broker, re-
ceives a new assignment, starts it for execution, saves the processing results, then receives a new as-
signment. An assignment consists of a list of <name, value> elements that include the data source,
data sink, assignment type, aggregation parameters, start and end time intervals, filter, and data selec-
tor. A filter, using a special language, allows to specify a set of rules for filtering data. The selector
specifies a list of fields that, after filtering and aggregation, will be retrieved and recorded as the result
of the assignment. The message broker uses the Redis DBMS to process the assignment queue.
YAML is used to describe assignments. The software package is cross-platform and supports work in
heterogeneous configurations with Linux, *BSD, and Windows operating systems.
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Data analysis
To assess the level of risk of cyber threats based on the principles of normal functioning of various
protocols, heuristic criteria for traffic anomaly were formulated:

1. Incoming TCP flows with less than 4 packets indicate that the TCP connection was not com-
pleted in a controlled manner. Suspicion of a DoS attack.

2. Incoming TCP flows with a duration of 0 indicate that a TCP connection was not established.
Suspicion of a DoS attack.

3. A large number of incoming UDP flows is a suspicion of a DDoS attack.

4. An excess of incoming UDP flows over outgoing ones is a suspicion of a DoS attack.

5. An excess of the number of incoming TCP flows over outgoing ones is a suspicion of a DoS at-
tack.

6. Incoming TCP and UDP flows to unused but routable addresses are suspected of vulnerability
scanning (Unused).

7. Incoming TCP flows to common services (MSSQL, MySQL, RDP, SMB, SMTP, SSH,
Telnet) — unauthorized login attempts.

These criteria were formalized as rules for the primary traffic processing system according to a
given syntax. Having processed the primary data using the created software, the aggregated data were
obtained for further analysis. Each data set is a collection of pairs <time label, integral characteristic>.
A typical yearly data set consists of 105 thousand records (the number of five-minute intervals in a
year) and can be processed using desktop systems such as MS Excel. Figure 2 presents a diagram of
the number of streams of zero duration for 2022. Anomalous values do not have a pronounced perio-
dicity, they are several orders of magnitude higher than the average value (35256), due to which their
identification can be automated.
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Fig. 2. Number of TCP flows with zero duration

The resulting distribution has a clearly expressed right asymmetry, that meets the following condi-
tion:
Mode < Median < Mean.

Figure 3 shows a histogram of the frequency distribution of TCP flows with a duration 0 s. More
than 99 % of the sample is contained in the interval [p — 3*c, p + 3*c], which makes it possible
to identify cyber threats based on outlier data.
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Fig. 3. Histogram of frequency distribution of TCP flows with zero duration

For all obtained data sets, the following indicators were calculated: mean, mode, median, standard
deviation and percentage of outliers with values greater than 3 standard deviations from the mean. Ad-
ditionally, the relative increase in the standard deviation of indicators was calculated in 2022 com-
pared to 2021. The findings are in the table: Mean — sample average p; S — standard deviation o;
Me — sample median; Mo — sample mode; P — percentage of data outside the range [u — 3*c, u + 3*c];
AS — average increase in S in 2022 relatively to 2021.

Indicator results calculated using traffic anomaly criteria

HasBanune 2021 r. 2022 r. AS, %
Mean S Me Mo P, % Mean S Me Mo P, %

TCP-flows, 25205 | 8343 | 22079 | 18975 | 2.15 | 35257 | 14301 | 29059 | 22951 1.13 71
duration 0
TCP-packages | 34906 | 11608 | 30188 | 27535 | 2.35 | 45287 | 17732 | 37461 | 35331 1.02 53
< 4 packages
UDP-flows 15071 | 5809 | 13541 | 13217 | 2.62 | 17221 | 6069 | 15589 | 13965 | 2.95 4
UDP 1878 | 2114 1678 1532 2.08 3511 2428 3175 1325 1.90 15
(input-output)
TCP 16759 | 8751 | 14846 | 12540 | 2.06 | 26087 | 11707 | 21363 | 16602 1.42 34
(input-output)
Unused TCP 20615 | 6357 | 18662 | 15287 | 2.30 | 22035 | 6736 | 20457 | 15148 | 0.98 6
Unused UDP 965 500 762 376 1.82 1519 1184 862 454 424 137
MSSQL 128 63 93 87 7.01 96 30 82 82 3.93 -52
MySQL 21 19 10 3 2.93 32 31 13 5 4.25 63
RDP 105 66 78 39 3.97 120 80 84 40 4.27 21
SMB 367 267 190 128 3.33 224 128 154 129 7.84 =52
SMTP 190 80 166 139 3.88 195 95 162 104 2.98 19
SSH 281 160 197 141 4.19 494 389 270 226 4.02 143
Telnet 405 70 384 363 4.10 922 259 953 1151 0.17 270

All distributions except Telnet 2022 demonstrate right asymmetry. The Telnet 2022 data set has
two histogram maxima, which is due to reconfiguration of the data acquisition equipment. Figure 4
shows histograms for 2021 and 2022.
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Fig. 4. Histogram of Telnet datasets for 2021 and 2022

The standard deviation for most data sets for 2022 has a significant increase compared to 2021, in-
dicating an increase in the measure of uncertainty in the occurrence of various computer attacks. Using
the risk comparison method described in [25] for the 2021 (V;) and 2022 (V) samples, we calculate
the R function for assessing risk changes:

1 N
RV =—*D K;,
N i=1

L if p,, >py,; +0,6745*c,,
where K; =4 0, if p,; —0,6745*c,, <p,; <p,; +0,6745*c,,, p;—sample mean of i-th sample char-

acteristic Vj; o;—standard deviation of the sample V; of the i-th sample characteristic.

Half of the studied indicators add up to 1, the rest add up to 0, resulting in R(2021, 2022) = 0.5.
This can be interpreted as follows: the risk within the framework of the studied criteria as a whole in
2022 compared to 2021 increased significantly - by 50% of the indicators. When comparing March,
2021 and March, 2022 intervals, we get an R value of 0.43. Therefore, the proposed method makes it
possible to compare risks both over long time intervals (a year) and over medium ones, provided there
are sufficient samples.

Conclusion

The paper examined the risks of cyber attacks based on Internet traffic data from the network of the
Krasnoyarsk Scientific Center SB RAS for 2021 and 2022. The cross-platform software for processing
large volumes of data was developed, which had scaling capabilities through parallel processing and
can perform data analysis in real time. Heuristic criteria for anomalous Internet traffic were formulated
and formalized, signaling possible attacks on the network. Statistical indicators were calculated for the
obtained data sets, based on them the conclusions were drawn about the shape of the distributions and
the dynamics of attacks. The method proposed by the authors for comparing the risks of cyber threats
for annual and monthly intervals was tested, which showed a similar increase in risks. Since the me-
thod does not depend on the time intervals and sample sizes being compared, it can be used in other
areas in which groups of criteria for independent indicators exist. The next task is to expand the analy-
sis criteria taking into account TCP connection flags and application level protocols, taking into ac-
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count the logic of their operation. The developed software are planned to use while creating data sets
for machine learning methods when solving problems of identifying cyber threats.
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AJITOPUTM OBICTPOI0 YMHOKEHHS 3JIEMEHTOB
B 2-Ipynmax Ha OCHOBe NMOJMHOMOB 7KerajikuHa

A. A. Kysuenos’, A. C. Kysuenosa, B. B. Kuinkan

Cubupckuii TOCyIapCTBEHHBIN YHUBEPCUTET HAYKH M TEXHOJIOTHI MMeHU akanemuka M. @. PermerneBa
Poccutickas ®@eneparnus, 660037, r. KpacHosipck, npoctr. uMm. ra3. «KpacHosipckuid Pabounii», 31
*. . .
E-mail: alex_kuznetsov80@mail.ru

Ilpoexmuposanue cemu MHO2ONPOYECCOPHOU BHIMUCTUMETLHOU CUCMeMbl UTU OaMma-yenmpa npeo-
cmaeasem coboll 8aNCHYIO NPobaeMy, 8 PAMKAX KOMOPOU 0CYUeCmeisiemcs nouck mooeneti epagos, oona-
0aroWUx NPUBTIEKAMENbHLIMU TMONOI0SULECKUMU CBOLCMBAMU U NO3BOJSLIOUUX NPUMEHAMb I¢hekmusHble
An2OPUMMbBL MAPWPYMU3AYUYU. YKA3AHHBIMU CEOUCMBAMU, 8 YACMHOCIU MAKUMU, KAK GbICOKAS CUMMENI-
pusl, uepapxudeckas Cmpykmypd, pPeKypCUSHAsi KOHCMPYKYUA, 6bICOKAS CA3HOCMb U OMKA30YCMoudu-
socms, obnaoarom epagvl Konu. Hanpumep, maxue 6azogvle mononio2uu cemu, Kak «KOJIbYoy, «2Unepryoy
u «mopy, asnaomesa epagamu Kanu.

Onpeoenenue epagha Konu noopazymesaem, umo sepuiuHvl epapa A61A0mMcst S1eMeHmami. HeKomopou
aneebpauueckou epynnol. Bvibop epynnvl u ee nopoocoarowux s1emMenmos no3eonsen nomyuums 2pag,
omeeuarowuil. HeoOX0OUMbIM MPebOoBAHUAM NO OUAMempy, CMEeneHy 8ePUIUH, KOAULeCmsy Y3108 U m. 0.
Pewenuro oanrnotl 3a0auu nocesujeno 6oabUOe KOIUYECHBO HAYUHBIX Cmamell U MOHO2paPuil.

s uccnedosanus epagos Konu, 6 nepsyio ouepedn, Heobxooumo paspabomamse Obicmpble aneOpUmmbl
VMHOJICEHUSL IAEMEHMO8 8 OAHHBIX epynnax. Taxue aneopummovl NOMO2AIOM OCYUeCMEIMb dPPEKMUBHYIO
mapuipymusayuio Ha coomeemcmeyiouux epagpax Kanu.

Lenv Hacmosweti pabomvl — c030amb an20PUMM ObICMPO20 VYMHONCEHUS DNIEMEHINO08 6 KOHEUHbIX
2-2pynnax, m. e. 6 2pynnax nepuooa 2".

B nepsom pazoene cmamvu oano meopemuueckoe obocroganue areopumma. Ilokasano, umo snemen-
Mbl OAHHBIX 2PYRN MO2YM Oblmb NPedcmasiienvl 8 gude OUMOBbIX CMPOK, A UX YMHONCEHUE OCYUWeCmes-
emcs Ha 0CHO8e nouHOMo8 JKezankuna.

Bo emopom pazdene npedcmagnen nceg0oxko0 aneopumma, Ha OCHOBe KOMOPO2O GbIUUCTAIOMCA NOJU-
Hombl JKeeankuna. Ha nepgom smane ancopumma 6bIMUCIAEMC PC-NPeOCmagieHue epynnvl, Ha OCHOBe
KOMopo2o noayyaom noaunomvt Xoana. Ha saxmouumensrom smane noaunomwvt Xoana npeoopazyiomcs
6 nonunomwl JKezankuna.

B mpemvem pazdene npodemoncmpuposan npumep noyuerus noauHomos Keeankuna ona 08ynopooic-
Oenotl epynnvl nepuooda 4.

B 3axnrouenuu paccmampusaromes nepcnekmuebl NPUMeHeHUsl AICOPUMMA HA PEATbHbIX GbIUUCIUMENb-
Holx yempoticmeax. Ommeuaemcsi, ymo npednodiceHHoe npedCmasienue INeMenmos epynnsl 6 gopme ou-
MOBLIX BEKMOPO8 NO360JIAem NPUMEHAMb UX 0adCe HA CaMbIX NPUMUMUBHBIX MUKPOKOHMPOJLIEPAX.

Kioueswvie crosa: 2-epynna, epagh Kaau, norunom )Keeankuna.
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An algorithm for fast multiplication of elements
in 2-groups based on the Zhegalkin polynomials

A. A. Kuznetsov', A. S. Kuznetsova, V. V. Kishkan

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii Rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
"E-mail: alex_kuznetsov80@mail.ru

Network design for a multiprocessor computing system or data center is an important problem where
the search for graph models that have attractive topological properties and allow the use of efficient rout-
ing algorithms is carried out. Cayley graphs have the indicated properties, in particular such as high sym-
metry, hierarchical structure, recursive design, high connectivity and fault tolerance.

The definition of the Cayley graph implies that the vertices of the graph are elements of some algebraic
group. Selecting a group and its generating elements allows us to obtain a graph that meets the necessary
requirements for diameter, degree of vertices, number of nodes, etc. A large number of scientific articles
and monographs are devoted to solving this problem.

The goal of this work is to create an algorithm for fast multiplication of elements in finite 2-groups
whose exponent is 2".

The first section of the article provides a theoretical justification for the algorithm for fast multiplica-
tion in finite 2-groups. It is shown that elements of these groups can be represented in the form of bit
strings, and their multiplication is carried out based on the Zhegalkin polynomials.

The second section presents the pseudocode of the algorithm on the basis of which the Zhegalkin poly-
nomials are calculated.

The third section demonstrates an example of obtaining the Zhegalkin polynomials for a two-generated
group of exponent 4.

In conclusion, the prospects for using the algorithm on the real hardware are discussed.

Keywords: 2-group, the Cayley graph, the Zhegalkin polynomial.

Introduction

Designing a network of a multiprocessor computing system (MCS) or a data center is an important
problem in which graph models are searched for that have attractive topological properties and allow
the use of effective routing algorithms. Cayley graphs possess these properties, in particular such as
high symmetry, hierarchical structure, recursive construction, high connectivity and fault tolerance [1].
For example, such basic network topologies as "ring", "hypercube" and "torus" are Cayley graphs.

The definition of a Cayley graph implies that the vertices of the graph are elements of some
algebraic group. The choice of the group and its generating elements allows us to obtain a graph [2]
that meets the necessary requirements in diameter, degree of vertices, number of nodes, etc. A large
number of scientific articles and monographs have been devoted to solving this problem, among which
we highlight the works [3-15].

As it was said, one of the widely used MCS topologies is the k-dimensional hypercube. This graph
is given by the k-generated Burnside group of exponent 2. This group has a simple structure and is
equal to the direct product of & instances of a cyclic 2-group. A generalization of the hypercube is an
n-dimensional torus, which is generated by the direct multiplication of # instances of cyclic subgroups
whose orders may not coincide. In articles [16—19], Cayley graphs of Burnside groups of exponents 3,
4, 5 and 7 are studied.

To study Cayley graphs generated by groups of higher exponents, first of all, it is necessary to
develop fast algorithms for multiplying elements in these groups. Such algorithms help to implement
efficient routing on the corresponding Cayley graphs.
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The purpose of this work is to create an algorithm for fast multiplication of elements in finite
2-groups, i.e. in groups of exponent *".

The first section of the article provides a theoretical justification for the algorithm of fast
multiplication in finite 2-groups. It is shown that the elements of these groups can be represented as bit
strings, and their multiplication is carried out on the basis of Zhegalkin polynomials.

The second section presents the pseudocode of the algorithm on the basis of which the Zhegalkin
polynomials are calculated.

In the third section, an example of obtaining Zhegalkin polynomials for a two-generated group of
exponent 4 is demonstrated.

In conclusion, the prospects of using the algorithm on real computing devices are considered.

1. Proof of the main result

The theorem. Let G be an arbitrary finite group 2-a group whose order is equal to 2".
Then the following statements will be true:

l. Vxe G= x=(x,..., x,) € Z).
2. Vx,y,z€G:x-y=z=z; = f,(x,y) € L, , where f,(x,y)are some Zhegalkin polynomials.

Proof. Any finite 2-group G has a pc-presentation (power commutator presentation [3; 4]):

2
G={a,...,a,la; =v;

o

ISiSn,[ak,aj]=vjk,lﬁj<k3n},
where the word v, atis 1< j <k <nexpressed in terms of as a;,,,...,a, follows:

— 4 %k+1 Xn
v =aiita), x; €Ly,

In this case

VxeG=>x=a"...a,", x; €L,.

Each element of the group x is uniquely defined in terms of degrees x,,...,x, , SO we can write the

oM s

elements of the group as follows:
VxeG = x=(x,..,x,) €ZL.

Thus, we can naturally represent the elements of the group in the form of
Boolean (bit) vectors of dimension 7.
Let x=(x,...,x,)and y=(y,..., ,) be two arbitrary elements of the group G, consider their

multiplication x-y =z=(z,...,z,).
The calculation of degrees is z,traditionally carried out on the basis of the collective Hall process

[3; 4]. However, there is a more efficient way to multiply elements based on Hall polynomials [20].
In this case

Z; =X+ Y+ Di(X s s Xy Vs Vin))s X5 Vi 2 € Ly

Note that the multiplication and addition operations in the field are Z, identical to the Boolean

operations "and", as well as the exclusive "or", respectively. By performing the specified substitution
of operations in Hall polynomials, we obtain Zhegalkin polynomials [21]. Thus,

Vx,y,2€G:x-y=z=z = f;(x,y)€Z,,

where f,(x,y) are some Zhegalkin polynomials.

2. Algorithm for calculating Zhegalkin polynomials
In this section, we consider an algorithm for calculating Zhegalkin polynomials for a finite
2-group G. The input algorithm knows such parameters of the group as the number of generating

675



Cubupckuil aspoxocmuueckuii scypHan. Tom 24, N°4

elements, the order of G and its exponent. Also, the nilpotence level of the group may appear as an
input data.
The pseudocode of the algorithm is shown below.

Input: G — finite group 2-group G
Output: Zhegalkin polynomials for group G
1. pc =pq(G) — we calculate the pc-presentation of the group using the p-quotient algorithm [3, 4].

Note that this algorithm has already been implemented in computer algebra systems such as GAP and
Magma.
2. H =Hall(pc) — based on the pc-presentation, we calculate the Hall polynomials using the

algorithm from [22].
3. F =Zhegalkin(H) — we obtain Zhegalkin polynomials from Hall polynomials by replacing the

multiplication and summing operations in the field with Z, identical Boolean operations "and",

as well as the exclusive "or", respectively.

3. An example

As an example, consider the maximum two - generated finite G =(q,,a,) period group 22 =4,
which is usually denoted by B(2,4) or B,(4). The order of this group is equal 2! and for each

element of G there is a unique pc-presentation of the form 4" ... 3%, where x, €Z,, i=12,...,12.
Here a, and a, are the generating elements G, a5 ..., a,, calculated recursively through «, and a,.
We obtain a GAP pc-presentation of this group in the computer algebra system.

For brevity, trivial commutator relations are not given (for example, such as[a,,a,] =1, etc.).

2 _ 2 _ 2 _ 2 _ 2 _ 2 _ 2 _ 2 _ ,
ai =ay, a; =das, ay =dglo@oaydyy, Ay =1, as =1, ag=ay, a; =aya,, a; =1 (8<i<l2),

[as,4]=ag, [as,a,]1= a7, lay,a;]= agagagayoay, , lay,a3]= g, las,a ] = a;a3a9a, ,
las,a3]= apanay s las,az]=agay,,  lag,a]=ag, [ag,ayl=ay, [ag,a5]=ay, [ag,a4]=ay,
lag.as]=ay, [ag,a]=aay, (a7, aqp]=ay, la.a3]=apay, lar,a,]=anay,, lag,a5]=aya,,
lag.a]=ayy, [ag,ay]=ayy , [ag,a1]=apay, , [ag,ay]= a4y, [ayg,a1] = ayy 5 [ayg,a5] = ayay, -

Calculate the Hall polynomials of group G for generating elements g, and a,based on the
algorithm from [22]:

21

D) a-a"...a)3* =a"...a3% , where

z=y +1,

Z3 =2

Z3 = D3

Zyg =Nt Vs

Zs =Vs,

Zg = Ve T V1)2s
Z7=)75

Zg =Yg T2 t s,
Zg =Yo + V2>

Z10 = Y10 T Vi)2s

2 = N3 T3 T Ve Ve T V12 Ys + V1Y2Veo
Zip =Y TN
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a1 Y12 _ 2 212
2) ay-ai'...a;* =a;"...a;)* , where

=0

z =y +1,
=Nty
Z4 = Vs>

Zs =2 T s,
Z6 = Vo>

Z7 =7 T V)
Zg =Yg t )3

Z9 =V T V1V3 T V2 Vs,

Zip = V10 TNV V13 + D03,

IN=Yn TNV TNY3 T V23 T V2 YVa Y V23 T V2 Va N2 Vs T V10a)gs
I =Y TV TV Vs t VY3 T ViaVa T Vi Ys F N2V -

Replace the multiplication and summing operations with the Boolean operations "and", as well as
the exclusive "or", respectively. As a result, we obtain the Zhegalkin polynomials.
Each element of the group is a bit string (z,,z,,...,z,,). Thus, it will B(2,4) take 12 bits to encode

one element in. In general, if the order of the group is equal 2", then it will take n bits to store one
element.

Conclusion

In conclusion, we say that in tasks requiring the calculation of a large number of multiplications of
group elements, the method described in this paper will dramatically reduce the running time of
computer programs. For example, one of these problems is the task of finding the shortest routes on
Cayley graphs, which are often used in the design of topologies for interprocessor connection
networks in supercomputers, as well as data centers.

In addition, it should be noted that the proposed presentation of the group elements in the form of
bit vectors allows them to be used even on the most primitive microcontrollers.
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HccnenoBanue XapakTePUCTHK PAKETHOTO ABUTaTeJIsl MAJIOH TATH,
U3rO0TOBJIEHHOI0 MeTOAOM aaauTuBHO SLM-TexHojornu

. 1I. AKGyHaTOBl, B.IL Ha3ap0131*, E. B. repaCI/IMOBZ

'Cu6upckuii rocy1apcTBEHHbIH YHHBEPCHTET HAYKH H TEXHOJIOTHil HMeHH akaaemuka M. ®. Pemetnena
Poccwuiickas @enepauns, 660037, r. KpacHospck, npoct. M. ra3. «Kpacnosipcknit Pabounii», 31
*000 «Ilomuxpom»

Poccutickas ®@eneparmus, 660049, r. KpacHosipek, yi. JlyopoBuHCKOTO, 58
“E-mail: nazarov@sibsau.ru

Paszsumue u cosepuiencmeosanue paKkemuo-KOCMU4eCcKoll MexXHUKU 8 3HAUUmenbHoU cmeneHu 00ycios-
JIEHO NPUMEHEHUEeM NPOU3BOOCHEEHHBIX MEXHOI02UN, 00eCneuusarowux U3e0moegieHue u30eaull ¢ 8blCoKU-
MU XAPAKMEPUCTRUKAMU HAOEHCHOCIMU U IHEeP2emu4ecKoll 3(hexmusHocmu npu 00HOBPEMEHHOM CHUdICE-
HUU nokasameneu MamepuaioemMKkocmu U YMeHbuleHuu OaumensHoCmu npousgoocmseeHno2o yuxkia. K ma-
KUM NPOSPECCUBHBIM MEXHOIOSUAM Cledyem OmHecmu a0OUMUBHbIE TNEXHOA02UU, PUUYECKAsL CYUHOCTb
KOMOPbIX 3aKI0UAemcs 8 NONYYeHUU Oemanei MemooomM NOCIOUHO20 NAAGNEHUS MAMepuala Ha OCHO8e
Komnviomeproti 3D-mo0enu uzdenus 8 xKamepe cneyuanbHo2o 3D-npunmepa, OCHAWEHHO20 AA3EPHBIM
yempoticmeom. Tlpumenerue a0OuUmMueHbIX MEXHON02UN 8 PAKEMHOM 08U2amenecmpoeHuu mpedyem npose-
OeHus 60bU020 00beMa HAYUHO-UCCIe008AMENbCKUX U IKCNEPUMEHMANbHBIX padom OJid NOOMEEPHCOeHUS
COOMBEMCMBUL HOPMAMUBHBIM KPUMEPUAM U NPABULAM, YCHAHOBNICHHBIM 8 OMPACIU, a Makice 00s3ameb-
HOU cepmugbukayuy Ha 20Cy0apCmeeHHOM YpogHe. B coomeememauu ¢ npocpammont npuopumemHsix Hayu-
Ho-uccredosamenvckux pabom, 8 Cubl'Y um. M. @. Pewiemnesa coemecmuo ¢ UHOYCMPUATbHLIM NAPIMHEPOM
000 «Ilonuxpom» npo8oOUmMcst KOMHIEKC IKCHePUMEHMATbHBIX pabom no anpobayuu u ompabomxe pe-
arcumos 3D-nevamu 006pazya Kamepsvl-0eMOHCMPamopa pakemuo2o osueamens manou msaeu (PAMT).

Paspabomana xoncmpyrxyus PIMT, pabomaiowe2o Ha 9ko102udecku Oe30nacHuIX eaz000pasublx KOMNo-
Henmax monauea, aoanmuposannasn ona 3D-nevamu na npunmepe ASTRA 420. Paccmompenwvl napamempul
u xapaxmepucmuxu npunmepa. Ilpugedena nociedosamenbHOCMb IKCHEPUMEHMATLHBIX pabom no nooobopy
PEdHCUMO8 Neuamu Kopnyca Kamepvbl U CMeCUmenbHOU 207106KU. YCMAHOBNIeHA NPUHYUNUATLHAS B03MOMNC-
HOCMb KOPPEKMUPOBKU PENCUMOS TA3ePHO20 NIAGIEHUS MAMEPUAa u popmoodpasosanus oemanu.

Ilpeocmasnenvl 0CHOBHbIE MEXHOIOSUHECKUE IMAansl NOCIeneyamuol obpabomku Oemaneli Kamepol
P/IIMT. Jlano onucanue 060py0o8anus 01a mepmooopabomKu u dI1eKmpoOXUMUYecKo20 noJUupoO8anus 0ema-
qei. H3noscena nociedo8amenbHoCmsy UCCIe008AHUS CIMPYKIMYPbl MAMePUand, npueedensl pe3yibmamol
MeMani0epapuuecko2o u peHmeeHoepaPu1UecKoeo anaiu3a BHympernHe20 COCMOSHUS MEMALA.

THokazano 3Hauenue cmMeHO08bIX UCHBIMAHUL PAKEMHbIX Osueameineli npu paspabomke UHHOBAYUOHHBIX
KOHCMPYKMUBHBIX PeUuleHUli U 6HeOpeHUl UHHOBAYUOHHBIX MexHOoI02Uull npouzsoocmaa. [lpedcmasneno onuca-
Hue u cocmas cucmem ucnvimamenvrozo cmenoa Cubl’Y um. M. @. Pewemnesa. Pe3ynomamul cmeHO06bix
O2HEBbIX UCHBIMAHUL CEUOEMETLCMEYION 0 NPUHYURUATLHOU 803MOdicHOCmu uzeomosienus PIIMT memooom
A0OUMUBHBIX MEXHOLO2ULL CENEKMUBHO20 JIA3EPHO20 NIABNEHUS U3 HCAPOCTNOUKUX Ne2UPOBAHHBIX CIIIABOS.

Kurouegvle cnosa: adoumusHvle mexuwonozuu, paxemuvili O0gueamenv manou mseu, Huxonenv 718,
nocieneuamnas 00pabomka, GUOPOUCNBIMAHUSL, UCNLIIMAHUSL HA NPOYHOCMb U 2EPMEMUYHOCHb, CHEeH)0-
8ble OCHeBble UCHbIMAHUAL.
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Characteristics research of a low thrust rocket engine manufactured
using additive SLM technology
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The development and improvement of rocket and space technology are largely determined by the appli-
cation of manufacturing technologies that enable the production of high-reliability products with energy
efficiency, while simultaneously reducing material intensity and shortening the production cycle. Among
these progressive technologies, additive technologies should be mentioned. The essence of these technolo-
gies lies in obtaining parts through layer-by-layer melting of material based on a computer 3D model of
the product in a chamber of a specialized 3D printer equipped with a laser device.

The application of additive technologies in rocket engine construction requires extensive scientific re-
search and experimental work to confirm compliance with industry standards, rules, and mandatory certi-
fication at the state level. In accordance with the program of priority research at SibSU, in collaboration
with the industrial partner “Polychrome” LLC a complex of experimental work is being carried out to test
and refine the 3D printing modes of a demonstrator model of a low thrust rocket engine (LTRE).

The design of the LTRE, operating on environmentally friendly gaseous fuel components, has been de-
veloped and adapted for 3D printing on the ASTRA 420 printer. The parameters and characteristics of the
printer are considered, and the sequence of experimental work on selecting printing modes for the engine
chamber housing and mixing head is outlined. The fundamental possibility of adjusting the modes of laser
material melting and forming of the part has been established.

The main technological stages of post-printing processing of LTRE chamber parts are presented. A de-
scription of the equipment for heat treatment and electrochemical polishing of parts is provided. The se-
quence of material structure research is outlined, and the results of metallographic and X-ray analysis
of the internal state of the metal are presented.

The importance of stand tests of rocket engines in the development of innovative design solutions and
the implementation of innovative production technologies is demonstrated. A description and composition
of the testing stand system at SibSU are presented. The results of stand firing tests indicate the fundamental
possibility of manufacturing LTRE using selective laser melting of heat-resistant alloy.

Keywords: additive technologies, low thrust rocket engine, Inconel 718, post-printing processing, vibra-
tion testing, strength and tightness tests, bench fire tests.

Introduction

The Russian aerospace industry has high innovative potential and is one of the main priorities of
the country's economic development strategy. Its importance is currently determined by the special
tasks of strengthening the defense capability of the state and the ability to ensure an accelerated pace
of modernization of industrial production technological base. The practical results of space activities
should be used to truly improve the quality of life of people and the development of all spheres of the
economy. In the aerospace industry, extensive technical re-equipment of production, reconstruction of
industrial facilities, and development of advanced world-class technologies are underway.

These include additive technologies (AF — Additive Fabrication from the term additivity — addi-
tion) [1-3], which represent a sequential layer-by-layer build-up of material and synthesis of a produc-
tion object using component 3D application programs. The joining of layers of the source material
can be carried out in various ways: by fusion, sintering, gluing, polymerization, depending on the
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physical and chemical properties of the material, the characteristics of the technological equipment
and the intended purpose of the product.

The most promising type of additive technologies for use in the rocket and space industry is con-
sidered to be SLM 3D printing technology [4]. SLM (Selective laser melting) is an innovative tech-
nology for the production of complex products by laser melting of metal powder using mathematical
CAD models (3D metal printing). This process consists of sequential layer-by-layer melting of powder
material using powerful laser radiation. Using SLM technology, they create both precision metal parts
for use as components and assemblies, as well as non-separable structures that ensure increased reli-
ability of products.

Compared to traditional technologies currently used, selective laser melting technology has a num-
ber of advantages [5]:

— solving complex technological problems; — reduction of the cycle of research and development
work, construction of complex parts without the use of equipment;

— reduction of the final mass of the product due to optimization of the design, taking into account
the distribution of forces on the internal partitions and stiffeners of the product;

— lower consumption of final material through topological optimization at the product design stage.

At the same time, the use of SLM technology must be accompanied by a certain amount of post-
printing processing, since the manufactured parts have increased roughness parameters, traces of tech-
nological supports, and unevenness on surfaces mating with the surfaces of other parts of the assembly
unit. Porosity on the end surfaces of parts does not always provide a high-quality hermetic connection
of metals by welding.

The purpose of the research

At enterprises and research organizations of the rocket and space industry, work is being carried
out to create a system for the implementation and practical testing of additive technologies with their
subsequent certification at the industry level. Due to this the issue of organizing advanced training of
specialists in the field of additive technologies, taking into account the long-term interest and needs of
enterprises of industrial partners is of relevance both for the Reshetnev Siberian State University of
Science and Technology at the new stage of its development as a flagship university of the region and
rocket and space engineering in general.

As part of the “Priority 2030” program, the Reshetnev Siberian State University of Science and
Technology is implementing a scientific and educational project “Development, production by selec-
tive (additive) laser melting and testing of a low-thrust demonstrator rocket engine running on envi-
ronmentally friendly fuel.”

A low-thrust rocket engine (LTRE) was chosen as the subject and the object of the research. Since
the functional purpose of this demonstrator engine is to conduct model bench tests without simulating
space conditions, the use of environmentally friendly fuel components is provided: oxygen gas O,
(oxidizer) and methane gas CH, (fuel).

Currently, LTREs are the main executive bodies in the control system of spacecraft. They serve to
orient, stabilize and correct the aircraft in space. The purpose of LTREs and the conditions of their
operation impose a number of specific requirements on them, in particular the following:

— multi-mode, due to continuous operation (duration up to T, > 10° s) and various pulse modes
with a minimum switching time of 0.03 s or less ;

— long service life in terms of total operating time - up to 50,000 s or more ;

— large resource in terms of total number of inclusions - up to 10°.

Meeting the above requirements causes significant difficulties in the design of an LTRE, the or-
ganization of mixture formation and the working process in its combustion chamber, due to the fol-
lowing factors:

— low fuel consumption ;

— small number of nozzle head elements ;
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— the impossibility of creating regenerative cooling;
— the difficulty of ensuring uniform distribution of mixed fuel throughout the volume of the com-
bustion chamber.

Research object characteristics

It is known that the creation of LTRE is largely based on the results of experimental testing of pro-
totype engines and empirical interpretation of the theoretical laws of fluid dynamics and chemical ki-
netics. The design, thermodynamic and gas-dynamic calculations of the demonstrator engine chamber
were carried out according to the educational methods of the Department of Aircraft Engines at Re-
shetnev Siberian State University of Science and Technology and the recommendations of JSC “De-
sign Bureau of Chemical Engineering named after Alexey Mikhailovich Isaev” using SolidWorks ap-
plication programs, Mathcad.

The developed demonstrator engine has the following technical characteristics:

— thrust P =200 H;

— oxidizer O, (oxygen —gas, T =298 K);

— fuel CH,4 (methane - gas, T =298 K);

— oxidizer mass flow m, = 0,04316 kg/s;

—mass fuel consumption m, = 0,02439 kg/s;

— combustion chamber pressure py =1 MPa;

—nozzle exit pressure p, = 0,00085 MPa ;

— engine specific impulse J, =2960 m/s.

The design of the engine chamber is made in the form of two monoblocks — the mixing head and
the chamber body (Fig. 1), connected to each other by argon arc welding. The capabilities of SLM
technology made it possible to carry out a complex design of the mixing head without making assem-
bly units — nozzles, the topological optimization of which made it possible to additively print them in
the form of holes with jet and tangential (centrifugal) supply of components to the zone of atomization
and mixture formation.

Puc. 1. 3D-mMozenu KopIyca KaMepbl U CMECUTENbHOM FOJIOBKH

Fig. 1. 3D models of the chamber body and mixing unit

3D printing equipment

The production of the engine using 3D printing technology was carried out by the industrial partner
of the university, Polychrome LLC, on an ASTRA 420 printer, which was developed and manufac-
tured at this enterprise (Fig. 2).

A special feature of the ASTRA 420 printer is the implementation of innovative solutions in dy-
namic modulation of the laser spot with the ability to adjust the laser power, which allows you to
achieve high speeds for building parts. The ASTRA 420 3D printer can be used to solve complex pro-
duction problems, in the manufacture of 3D parts and conducting research work [6; 7].

The ASTRA 420 3D printer has the following technical specifications.
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Build chamber options:

— build chamber size —420x420x280 mm;

— working stroke of the vertical movement table — 280 mm;

— table moving step — 1 mkm;

— repeatability per table stroke — 5 mkm;

— applying a layer of powder on the construction table — from 20 mkm (with a step 1 mkm).
Laser and optical system parameters:

— continuous IR laser, wavelength — 1080 nm;

— laser radiation power — 500 W ;

— positioning accuracy of the galvanic scanner (at the edges) — no more 10 mkm;
— exposure speed — 202000 m/s ;

— laser spot modulation — from 40 mkm to 2 mm ;

— laser spot modulation speed — less than 0.2 s .

Puc. 2. 3D-mpuntep ASTRA 420. Baemnuii Bux

Fig. 2. 3D printer ASTRA 420. Appearance

The software includes a control program and a task preparation program. The first allows you to set
technological parameters for completing a task, control all processes associated with the operation of
the printer, and set movement trajectories laser spot, its modulation, control the task being performed
and video record the process of building the part. The second includes software for processing STL
files (geometry optimization, construction of support elements, cutting into layers).

The technical capabilities of the printer allow you to perform high-quality 3D printing CAD models
using layer-by-layer selective laser melting from powders of non-ferrous metals, all types of steels,
titanium, nickel, cobalt-chromium alloys and other metal materials [8].

Development of 3D printing technology

On order to increase the practical orientation of the scientific and educational project, bringing it
closer to the requirements of real production, the main design, production and technological activities of
the project were carried out taking into account the recommendations of the “Technological support sys-
tem for the development and production of products”, which is accepted in the aerospace industry.
In particular, the general methodology for technological preparation of production was used, set out in
Application standard 92-4718-86 “Organization of technological development and launching of new
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products production” and Application standard 92-4928-90 “Basic provisions for the organization and
management of technological preparation of production process”.

The SLM process belongs to the class of powder technologies [9]. The basic principle of SLM
technology is to apply a thin layer of powder (20—-80 microns) onto the construction table, followed by
melting of a programmatically selected part of the layer of the part being built with a laser beam spot.
Next, the construction table is lowered to a given height and the next layer of powder is applied to it.
The selective melting process is then repeated. The process of constructing large-sized parts using
SLM technology in automatic continuous printer operation mode can take up to 300 hours, depending
on the size and configuration of the parts.

At the first stage of the project, in accordance with the logic of scientific research, a set of experi-
mental work was carried out to test the manufacturing modes on an ASTRA 420 3D printer of an
RDMT camera from the model powder material Silumin RS-300. The choice of this material is ex-
plained by its plasticity, low melting point and low cost. The manufactured copies of the demonstrator
camera were subjected to various types of research and testing in laboratory and production condi-
tions.

As a result, it was established that the technical characteristics of the printer ensure the implementa-
tion of innovative solutions and dynamic modulation of the laser spot with the ability to adjust the laser
power, which allows you to achieve high speeds for building parts and, therefore, begin printing a cham-
ber from the heat-resistant austenitic alloy Inconel 718.

Inconel 718 powder was selected for the chamber body and LTRE mixing head. It is known that
this material was developed and patented in the USA by the author Eiselstein in 1962 [10] and is cur-
rently widely used in the aerospace and mechanical engineering industries of foreign countries. In the
domestic industry, PR-08XHS53EMTY powder is used for additive technologies Material specifica-
tion(MS) 1479-704-5689-2016, which in its chemical composition is an analogue of the Inconel 718
alloy. The powder is produced by spraying the melt with an inert gas — high-pressure nitrogen. The
shape of the powder particles is predominantly spherical. Manufacturer LLC "Grankom".

Previously, research work was carried out to study the melting characteristics of this powder and
select printing modes. Selected modes for printing single tracks and continuous printing of samples .

The selection of modes began with a series of printing 48 samples of hollow cells in single tracks to
determine the optimal combination of laser beam spot diameter, scanning speed and laser power. In
the first batch of 12 samples, the spot diameter and scanning speed remained static while the laser
power was varied in 15 W increments. In the second batch the speed was changed, in the third the spot
diameter was changed. In the final batch, all three parameters were changed proportionally in small
increments in order to determine the optimal printing mode. The results were studied using an Insein
Li Fung microscope with a magnification of x10-300. The track thickness, its integrity, stability and
strength were visually assessed.

The next stage of the experiments was printing three-dimensional images. The pattern (geography
of filling) of the laser beam, idle speed, internal distance from the contour and step between tracks
were added to the parameters established in previous experiments. The orientation of the sample in
space is also important, but when working with small samples this can be neglected. The results were
recorded using a microscope, and strength and porosity were assessed visually. Experiments have
shown that a layer spacing of 150 um provides the best filling and low porosity.

Balancing all of the above parameters is a primary task in SLM printing. Deviation of the mode in
any direction will lead to an insufficient amount of energy supplied to the working surface and, conse-
quently, to lack of fusion and increased porosity. The parameters can be selected based on the volume
of the part: thin areas, with a small scanning area per layer, can be printed relatively quickly without
the risk of porosity, and for areas of large accumulation of material, a suitable pattern is selected that
will not cause overheating at the same speed. Regardless of the geometry of the part, in order to avoid
the accumulation of internal residual stress, the scanning direction on each layer changes by 90° rela-
tive to the previous one.
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The mixing head differs from the combustion chamber body in its massiveness and large accumula-
tion of material throughout the entire volume. To print such a product, it was decided to manually
segment it into components that would be printed sequentially in a prescribed order. This method pre-
vents overheating on the surface while maintaining print speed. The LTRE combustion chamber was
also segmented — the top and bottom of the combustion chamber were a thin-walled cylinder and cone
that were printed as normal. The area that requires changing the parameters is the critical section, lo-
cated at the junction of two chamber zones. This area was printed using an alternate print pattern as
described above to avoid overheating. It was decided to install both models vertically, since this orien-
tation provided the least amount of internal vertical surfaces. Supports were installed from the table to
the lower surface of the parts in combination with heat sinks for reliable fixation

Thus, the parameters for printing the first LTRE sample and the mixing head were obtained, pre-
sented in the table.

Printing operating modes of LTRE combustion chamber and mixing head

The combustion chamber
Segment Idle speed,
P, W V, mm/s D, mkm Step, mkm Pattern
mm/s
Before the critical sec- Bidirectional opti-
tion mized
Critical section 300 600 190 150 600 Unidirectional
After the critical sec- Bidirectional opti-
tion mized
Mixing head
Segment P, W V, mm/s D, mkm Step, mkm Idlreni];/esed, Pattern
Unidirectional opti-

Outer layer (1.5 mm) 300 600 190 150 600 mized ’
Inner layer Cells

Testing of the first sample revealed the presence of porosity and leakage in the critical section area.
Before printing the second sample, a series of additional experiments were undertaken to select the
optimal mode for printing the critical section separately. As a result, this segment was once again di-
vided into two equal parts, which were printed with two different patterns. The use of this approach
when printing a working sample showed positive results. Porosity decreased significantly throughout
the entire volume of the sample.

The above technique was applied to print the mixing head. Segmentation and delamination of the
model showed a positive result; the sample had low porosity. At this stage of work, optimization of
printing time was not carried out. Printing time for the camera body — 3 days, mixing head — 2 days.

Post-press technology

The shaping of chamber parts is the initial and at the same time the most critical stage of the overall
technological process of manufacturing LTRE. According to some information, based on the experi-
ence of producing experimental rocket and space technology products, including the experience of the
authors of this article, post-printing costs can account for more than one third of the total amount of
labor costs for the production of 3D printed parts and assembly units.

Post-printing technology is developed taking into account the physico-chemical, mechanical, tech-
nological and other properties of the source material Inconel 718.

The manufacturer of the powdered material recommends heat treatment of parts made by 3D print-
ing - hardening in a vacuum, followed by cooling in an oven while maintaining a vacuum environment
and further blowing with argon. Printed chamber bodies, mixing heads and plate samples were sub-
jected to heat treatment.
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Heat treatment was carried out in a vacuum furnace SECO/WARWICK 10 VPT-4050/48 HV
(Fig. 3) of the partner enterprise JSC “Krasmash”. The vacuum oven is certified to perform similar

types of heat treatment.

The heat treatment modes are as follows :

— residual pressure (vacuum) in the furnace P =10 kg/sm’;

— heating speed — 20 degrees/min (~50 min);
— heat treatment temperature t = 1060 °C ;

— exposure — 60 min .

Puc. 3. Bakyymuas neus SECO/WARWICK 10 VPT-4050/48 HV

Fig. 3. Vacuum furnace SECO/WARWICK 10 VPT-4050/48 HV

After cooling the parts to a standard room temperature t = 20 °C, they were subjected to abrasive
treatment (sandblasting) using artificial abrasive — F-120 electrocorundum at an air-abrasive mixture

pressure P =4 kg/cm?2 for 5—8 minutes.

A study was conducted of the influence of the 3D printing process on the chemical composition of the
source material. Non-heat-treated and heat-treated printed samples were studied. The study was carried
out in the mass spectrometry laboratory of JSC Krasmash using a 67A1053 HITACHI PMI-MASTER
UVR spectrometer. As a result of the research, it was established that the chemical composition of the
samples meets the requirements stated by the manufacturer in the certificate of the Inconel 718 material,

Puc. 4. MUKpOCTpYKTYpa MaTepuaa
6e3 TepMO0OPabOTKH

Fig. 4. Material microstructure
without heat treatment

and also meets the requirements of the foreign stan-
dard AMS 5663M. Thus we can conclude that the
process of selective laser melting and subsequent
high-temperature heat treatment does not affect the
chemical composition of the material and does not
lead to a change in the balance of alloying elements of
the alloy.

Metallographic analysis was carried out by view-
ing microsections of heat-treated and non-heat-
treated samples after etching in a special reagent on a
NICON ECLIPSE MA200 microscope at a magnifi-
cation of 50 to 1000 times in a research laboratory.
skom center of JSC “Krasmash”.

It was established that the structure of the micro-
structure of the material without heat treatment in
some areas has structural banding (Fig. 4), due to the
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manufacturing method by layer-by-layer laser fusion. The microstructure of the samples is austenite
with precipitates of intermetallic compounds (such as the y'-phase). In the microstructure of samples
without heat treatment, grain boundaries are not detected. The grain sizes of heat-treated samples cor-
respond to those for alloyed austenitic steels and alloys. In the non-heat-treated material, single local
discontinuities with spherical particles are observed, there are defects in the form of oxide films with a
length of 0.06-0.35 mm and areas of pore accumulation with a size of 0.015-0.085 mm. In heat-
treated samples, such defects are not clearly visible, but microporosity is preserved (in smaller sizes).
The results of metallographic analysis are in sufficient agreement with the studies of other authors
[11-13].

In order to more accurately identify spatial defects in the material of printed products, radiographic
inspection of engine chamber housings was carried out. The studies were carried out in areas accessi-
ble for control using a YXLON MG-103 X-ray machine. At the same time, discontinuities in the form
of individual point voids with dimensions 0.3—1 mm and ring discontinuities with an intensity of 0.1—
0.2 mm elongated along the printed layers with a deterioration in print quality in the zone of the criti-
cal section of the nozzle and an increase in porosity in areas measuring 0.5-2 mm [14] .

The roughness control of the internal and external surfaces of the camera body was carried out us-
ing a Surftest SJ-201 device, which has a verification certificate from the State Regional Center for
Standardization, Metrology and Testing. Due to the lack of a standard technique and special devices
for measuring actual roughness values, the most characteristic areas were identified on the internal
surfaces of the supersonic part of the nozzle and the cylindrical part of the combustion chamber.
A total of 7 areas are allocated, accessible for control using universal means included in the device. As
a result measurements, actual roughness values were obtained in the range Ra = 14.4-23.84 pkm,
which significantly exceed the roughness parameters of the internal surfaces of liquid-propellant
rocket engine chambers accepted in rocket engine construction (Ra = 2.5-3.6 pkm). Thus, the next
task in developing the optimal finishing technology for the LTRE camera is choosing a method to im-
prove the quality of product surfaces.

One of the effective and proven methods in the mass production of shells of rocket engine cham-
bers is electrochemical polishing (hereinafter referred to as electropolishing), which is based on the
intensive dissolution of microprotrusions of surface roughness and the slow dissolution of cavities
[15; 16]. The processing process was carried out in a cathode-anode bath with a solution of sulfuric
acid (H2SO4), phosphoric acid (H3PO4) and chromic anhydride
(CrO3) in a certain concentration of each substance. Processing ‘
modes have been experimentally selected for chamber bodies and !
mixing heads:

—voltage V=8_8YV;

— current magnitude I = 9040 A;

— time of processing t = 4—6 min.

Next, washing operations were carried out in cascade baths with
cold and hot water, clarification in a solution of nitric acid (HNO3),
and neutralization in a solution of calcium carbonate (Na2CO3).
Roughness control was carried out by comparison with a standard
(roughness sample) and showed acceptable convergence of actual
roughness parameters to the requirements of the drawing.

In accordance with the research program, the physical and me-
chanical parameters and characteristics of printed products were de-
termined (breaking point c,, yield oy,, modulus of rigidity E etc.),
hardness measurements on samples, vibration tests, strength and
tightness tests. A description of the methods and these studies results Puc. 5. Kamepa P/IMT B cGope
analysis is not provided in this article. Separately, it should be noted  gjg 5. LTRE chamber assembly
that during leak testing of the first of the printed samples of the cam-
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era body, a leak was detected in the critical section area. This confirms the conclusions about the de-
veloped porosity of the material of this sample during X-ray inspection. As shown in one of the previ-
ous sections of the article, adjustments were made to the printing modes, ensuring the tightness of the
products printed further.

At the end of the technological process of post-printing processing, mechanical preparation of the
joining surfaces and manual argon arc welding of the camera body and mixing head were carried out.
Welding was performed with a non-consumable tungsten electrode with a filler wire with a diameter
@1,5 mm, printed from Inconel 718 powder on 3D printer. Due to the lack of recommendations in the
industry's regulatory and technological documentation for welding printed parts made of this material,
welding modes were tested on printed flat and cylindrical simulator samples.

Figure 5 shows the assembled LTRE chamber: threaded fittings for supplying fuel components are
installed and welded onto the mixing head. The quality of welded joints is checked by leak testing us-
ing the “aquarium” method. A socket is installed on the lower cylindrical section of the combustion
chamber to secure the thermoelectric sensor. A spark plug is installed in the central hole of the mixing
head using a threaded connection with a metal seal. .

LTRE Bench Tests

When creating new designs of rocket engines, developing and implementing innovative technolo-
gies for their industrial production, bench fire tests are carried out, which are the main means of
checking the validity of the adopted design and technological decisions, monitoring the specified de-
sign parameters and characteristics of the work process, assessing the performance and reliability of
products [17; 18].

For this purpose, during the implementation of the project, a test bench complex was developed
and manufactured on the territory of the “Ustanovo” suburban testing ground (Fig. 6). The test bench
includes the following systems:

— fuel component supply system. It consists of two parts: an oxidizer supply system and a fuel sup-
ply system. Structurally, these systems are made separately in the oxidizer and fuel compartments. The
compartments are subject to requirements for the tightness of the systems, the use of materials that do
not react with fuel components and prevent sparking during the operation of the stand. The system
includes two high-pressure cylinders with oxygen gas and methane gas, lines for supplying fuel com-
ponents made of stainless steel, and gas reducers;

— ignition system of fuel components in the combustion chamber. Consists of power supply unit
and spark plug 6213 NGK SILMAR9ASS;

— measurement system. This system is the most important when conducting bench tests, since it is
from the results of measuring a wide range of parameters of the propulsion system that both the condi-
tions for conducting bench tests and the operation of the engine are determined. It includes a draft
measuring device, pressure and flow sensors of components. In this regard, the measurement system
must perform the function of visual monitoring of the main parameters of the engine and the stand,
remote measurement according to a given program, storing information on media, and also ensure
high accuracy and safety of measuring instruments and have high noise immunity of its measuring
instruments;

— control system. Designed for automatic starting, changing operating and stopping modes, auto-
matic control of some basic engine parameters. When critical values are reached, it gives a signal and
also provides, if necessary, an emergency stop, automatic control of pipeline valves and maintenance
of specified pressures. When performing preparatory and final operations, manual control of the stand
elements is used;

— safety system. Explosion and fire safety of the stand consists of dividing the stand into compart-
ments of a chamber, oxygen cylinders, methane cylinders, control lines, fire extinguishing equipment,
as well as emergency stop control .
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Puc. 6. O0mmii Bua paboyeil 30HBI CTEHOBOTO UCIBITATENFHOTO KOMILIEKCA

Fig. 6. General view of the bench testing complex working area

The first fire bench tests of a low-thrust rocket engine manufactured using additive technologies
(code name: LTRE “Fakel-1") took place on September 15, 2023 (Fig. 7). In accordance with the devel-
oped and approved test cyclogram, five starts were carried out with a working cycle duration of 1.5 s,
followed by purging of the lines with air for 180-300 s. A stable appearance of a torch at the nozzle exit,
a stable cut-off of the supply of fuel components and the cessation of combustion of the mixture of com-
ponents in the combustion chamber were recorded. The thrust measuring device measured the engine
thrust, which approximately corresponds to the calculated value P = 200 H (20 kg).
In order to guarantee the safety of personnel and test bench equipment, the supply pressure of gaseous
components at the engine inlet was reduced by 35-40% compared to the design pressure in the combus-
tion chamber (p, = 1 MPa). In this case, the achieved thrust value at reduced pressure should be ex-
plained by the operation of the nozzle in the overexpansion mode, since the ambient barometric pres-
sure (conditionally p, = 0,1 MPa) significantly exceeds the calculated pressure of the gas flow at the
nozzle exit (p,= 0,00085 MPa).

Puc. 7. Oruessie ucneitanus PAMT

Fig. 7. LTRE fire test
After dismantling, a visual inspection of the condition of the engine surfaces was carried out (visual

defect detection of the product — according to industry terminology). During an external inspection of
the external and internal surfaces of the engine (in accessible places) using local illumination and a
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standard technical magnifying glass of four times magnification, no surface damage was found that
would prevent repeated testing.

Conclusion

In the process of implementing the scientific and educational project “Development, production by
selective (additive) laser alloying and testing of a low-thrust demonstrator rocket engine operating on
environmentally friendly fuel,” a significant amount of research, development, and educational and
laboratory work was carried out to study and the practical application of innovative additive technolo-
gies, which have great potential for the accelerated development of the rocket and space industry.

Project participants, including students from Reshetnev University, gained new knowledge and
skills in conducting practical work in the field of mechanical engineering and metallurgical produc-
tion, metrology, assembly and installation operations, laser, electrochemical and other technologies
used in rocket engine construction. New professional competencies were obtained that contribute to
the intellectual development of Reshetnev University students — future specialists of aerospace indus-
try enterprises.

At the same time, it should be concluded that the use of additive 3D printing technologies in the
manufacture of complex and highly loaded rocket and space technology products requires a large
complex of scientific research and production and technological tests to confirm the stability of char-
acteristics and reliability indicators with subsequent certification of the innovative technology for
compliance with the requirements.

BaarogapHocTH

Peanuzanus Hay4dHO-MCCIIEIOBATENBCKOTO MPOEKTA OCYILECTBISIETCS TIPH MOACPIKKE OJIaroTBOpu-
TeJbHOTO (POHIA M3BECTHOTO TOCYJAPCTBEHHOTO W OOLIECTBEHHOTO AESATeNs, MpeanpuHUMATENs, Mo-
yeTHOro rpaxkaanuHa Kpacnosipckoro kpas X. M. CoBMeHa.

[onmepkky MPOEKTY OKa3bIBANM TAaKXKe HHAYCTpualibHble napTHepsl Cubl'Y um. M. @. Pemerne-
Ba: OO0 «lomuxpom», AO «Kpacmamm», AO «Kbxummam uMm. A. M. Hcaesan, OOO «Bapuant
999y, AO «OKb 3eHut».

Acknowledgements

The implementation of the research project is carried out with the support of the charitable founda-
tion of the famous statesman and public figure, entrepreneur, honorary citizen of the Krasnoyarsk Ter-
ritory Kh. M. Sovmen.

The project was also supported by industrial partners of Siberian State University: “Polychrome”
LLC, “Krasmash” JSC, “KBkhimmash named after A.M. Isaev” JSC, “Variant 999” LLC, “OKB Ze-
nith” JSC.

bubauorpadguyeckue CChIIKU

1. JloraueBa A. M. AnaUTHBHBIE TEXHOJIOTHH M3AETNI paKeTHO-KOCMUYECKON TEXHUKH : MEPCIEK-
THUBBI U IIpoOJIeMbl mpuMeHeHus // TexHnonorus nerkux cmiaBos. 2015, Ne 3. C. 39-44.

2. NASA tests limits of 3D-prnting with powerfull rocket engine check [Onexkrponnsiii pecypc].
URL: http://nasa.gov (nata oopamenus: 15.11.2023).

3. IlepcieKTUBBI MPUMEHEHHUS AITUTUBHBIX TEXHOJIOTHH B MPOU3BOJCTBE CIOXKHBIX JA€Tanel razo-
TypOUMHHBIX IBUTaTeNed n3 Metamnyeckux Matepuaios / C. B. benos, C. A. Bonkos, JI. A. Marep-
pamoBa [u ap.] / AAOUTUBHBIE TEXHOJOTHMM B POCCHHCKOW NPOMBILUICHHOCTH @ cO. Hayd. Tp.
M. : BUAM, 2015. C. 101-102.

4. AnnutuBable TexHonorun / TepexoB M. B., ®unumnmosa JI. b., Mapteiaenko A. A. [u np.]. M. :
®JIMHTA, 2018. 74 c.

693



Cubupckuil aspoxocmuueckuil scypHan. Tom 24, N2 4

5. TOCT P 59036-2020. AnmutuBHBIC TeXHOIOTHH. [[pON3BOACTBO HA OCHOBE CEIEKTHBHOTO JIa3ep-
HOTO CIUIABJICHHS META/UTHUECKUX HOpoIkoB. Oomue mojoxenus. M. : Crangaptuadopm, 2020. 22 c.

6. TOCT P 59184-2020. AqnuruBHble TexHomornn. OO0OpyAOBaHKE IS JIA3€PHOTO CIUIABJICHHUS.
O6mme TpeboBanus. M. : Ctangaptundopm, 2020. 18 c.

7. Ilpeobpaxenckas E. B., bopouk T. H., bapanosa H. C. Texnonoruu, Matepuaibl 1 000pyI0-
BaHHE aTUTUBHBIX MPon3BoaACTB. M. : PTY MUPDA, 2021. 173 c.

8. Gu D. D., Meiners W., Wissenbach K., Poprawe R. Laser additive manufacturing of metallic
components: Materials, processes and mechanisms // International Materials Reviews, 2012. No. 57 (3).
P. 133-164.

9. Additive Manufacturing. With Amperprint for 3D-Printing you Have the Powder to Create
[Onextponnsiii  pecypc].  URL:  https://www.hoganas.com/en/powder-technologies/additive-
manufacturing/3d-printingpowders/ (nara oopamenus: 15.11.2023).

10. ITat. 3046108A US. Age-hardenable nickel alloy / Eiselstein H. L. No US773702A ; 3asBm.
13.11.1958 ; omy6m. 24.07.1962. 10 c.

11. Meranorpaduyeckuii aHaau3 KaMmepsl, n3rotoaeHHor meroaom 3D-neuatn / E. E. Xuryposa,
K. E. MymGep, P. A. KazakoB [u ap.] / PemerneBckue utenus : Mmatepuansl XX VI MexayHapoagHoi
Hay4yHO-TIpakTuieckoil koHdepenunu (Kpacnospck, 09-11 nosOps 2022 roma) ; Cubl'Y wum.
M. ®. PemretneBa. Kpacnospck, 2022. 4. 1. C. 175-177.

12. Hazapos E. I'., MacnenkoB C. b. Tepmuueckas 06paboTka ayCTEHUTHBIX >KapONPOYHBIX CTa-
Jiel u CcIuTaBoB // MeTaioBeieHue U TepMudeckas o0padoTka metauios. 1970, Ne 3. C. 63-72.

13. Ienam A. A., JIsicenko H. A. [u np.]. CtpykTypa u cBoiicTBa 00pa3ioB u3 crasa Inconel 718
MOJYYEHHBIX TI0 TEXHOJIOTHU CEJEKTUBHOTO Ja3epHOT0 IUIABJICHUS // ABUAIIMOHHO-KOCMUYECKasl TeX-
Huka u TexHonorus. 2017. Ne 8. C. 46-54.

14. AHanu3 pe3ynbTaToB peHTreHorpaduueckux wuccnenoBanuil msgenuii PKT w3roToBieHHBIX
MetogoM SLM-nievatu / 3. C. Manoxuna, M. A. Illukapes, A. I1. Pybaiino [u ap.] / PemerneBckue
gyreHus : Matepuansl XXVI MexnyHapoaHOW HaydyHO-TIpaKTHYECKOH KoH(epeHuun. KpacHosipek,
2022. C. 186-187.

15. Kpacnona E. B., Caymikun b. I1., Cirocaps U. A., Cmesu C. B. Dnekrpoxumudeckasi oopadboT-
Ka M3JCINK aJJUTHBHOIO MPOU3BOJCTBA U3 METAJIJIOB M CILIABOB // ANIUTHBHBIC TexHOIOrHH. 2023,
No 2. C. 49-57.

16. Zhao C., Qu N., Tang X. Removal of adhesive powders from additive manufactured internal
surface via electrochemical machining with flexible cathode // Precision Engineering, 2021. Vol. 67,
P. 438-452. DOLI: 10.1016/j.precisioneng.2020.11.003.

17. Sluynenko B. I'., Hazapos B. I1., KomomentieB A. 1. CTeHI0BBIC HCTIBITAHUS KUIKOCTHBIX pa-
KEeTHBIX apurareieit ; Cub. roc. aspokocmud. yH-T. KpacHospck, 2016. 248 c.

18. IMUTAIIMOHHOE MOJEIMPOBAHNE YCIOBHA CTCHIOBBIX HCHBITAHUNA J>KHIKOCTHBIX PaKETHBIX
nsuraresei manoit saru / B. IT Hazapos, B. 1O. ITuynos, K. ®@. INonukosckas, JI. I1. Hazaposa // Pe-
MIETHEBCKUE dYTeHUs : Marepuaibl XXVI MexmyHapogHOW HAayIHO-TPAKTHICCKOW KOH(EPECHITHH.
Kpacnosipck, 2022. C. 191-192.

References

1. Logacheva A. 1. [Additive technologies for rocket and space technology products: prospects and
problems of application]. Tekhnologiya legkikh splavov. 2015, No. 3, P. 39-44 (In Russ.).

2. NASA tests limits of 3D-prnting with powerfull rocket engine check. Available
at: http://nasa.gov (accessed: 15.11.2023).

3. Belov S. V., Volkov S. A., Magerramova L. A., et. al. [Prospects for the use of additive tech-
nologies in the production of complex parts of gas turbine engines from metal materials]. Shornik
nauchnykh trudov nauchn. konf. “Addivnye tekhnologii v rossiyskoy promyshlennosti” [Collection of

694



Paszden 2. Asuauuom—taﬂ U pakemHo-Kocmuueckas mexHuka

scientific papers Scientific. Conf. “Additive technologies in Russian industry”]. Moscow, 2015,
P. 101-102 (In Russ.).

4. Terekhov M. V., Filippova L. B., Martynenko A. A., et. al. Additivnye tekhnologii [Additive
technologies]. Moscow, FLINTA Publ., 2018, 74 p.

5. GOST R 59036-2020. Additivnye tekhnologii. Proizvodstvo na osnove selektivnogo lazernogo
splavieniya metallicheskikh poroshkov. Obshchie polozheniya [State Standard R 59036-2020. Additive
technologies. Production based on selective laser melting of metal powders. General provisions].
Moscow, Standartinform Publ., 2020. 22 p.

6. GOST R 59184-2020. Additivnye tekhnologii. Oborudovanie dlya lazernogo splavieniya. Obsh-
chie trebovaniya [State Standard R 59184-2020. Additive technologies. Equipment for laser melting.
General requirements]. Moscow, Standartinform Publ., 2020. 18 p.

7. Preobrazhenskaya E. V., Borovik T. N., Baranova N. S. Tekhnologii, materialy i oborudovanie
additivnykh proizvodstv [Technologies, materials and equipment for additive manufacturing].
Moscow, RTU MIREA Publ., 2021, 173 p.

8. Gu D. D., Meiners W., Wissenbach K., Poprawe R. Laser additive manufacturing of metallic
components: Materials, processes and mechanisms. International Materials Reviews, 2012, No. 57 (3),
P. 133-164.

9. Additive Manufacturing. With Amperprint for 3D-Printing you Have the Powder to Create.
Available at: https://www.hoganas.com/en/powder-technologies/additive-manufacturing/3d-printingpowders/
(accessed: 15.11.2023).

10. Eiselstein H. L. Age-hardenable nickel alloy. Patent US, no. 3046108A, 1962.

11. Zhigurova E. E., Mumber K. E., Kazakov R. A., et. al. [Metallographic analysis of a 3D
printed chamber]. Materialy XXVI Mezhdunar. nauch. konf. “Reshetnevskie chteniya” [Materials
XXVI Intern. Scientific. Conf “Reshetnev reading”]. Krasnoyarsk, 2022, P. 175-177 (In Russ.).

12. Nazarov E. G., Maslenkov S. B. [Heat treatment of austenitic heat-resistant steels and alloys].
Metallovedenie i termicheskaya obrabotka metallov. 1970, No. 3, P. 63—-72 (In Russ.).

13. Pedash A. A., Lysenko N. A., et. al. [Structure and properties of samples from Inconel 718 al-
loy obtained using selective laser melting technology]. Aviatsionno-kosmicheskaya tekhnika i tekhno-
logiya. 2017, No. 8, P. 46-54 (In Russ.).

14. Manokhina E. S., Shikarev M. A., Rubaylo A. P., et. al. [Analysis of the results of x-ray studies
of RCT products manufactured by SLM printing]. Materialy XXVI Mezhdunar. nauch. konf. “Reshet-
nevskie chteniya” [Materials XX VI Intern. Scientific. Conf. “Reshetnev reading”]. Krasnoyarsk, 2022,
P. 186-187 (In Russ.).

15. Krasnova E. V., Saushkin B. P., Slyusar' I. A., Smeyan S. V. [Electrochemical processing
of additive manufacturing products from metals and alloys]. Additivnye tekhnologii. 2023, No. 2,
P. 49-57 (In Russ.).

16. Zhao C., Qu N., Tang X. Removal of adhesive powders from additive manufactured internal
surface via electrochemical machining with flexible cathode. Precision Engineering, 2021, Vol. 67,
P. 438-452. DOI: 10.1016/j.precisioneng.2020.11.003.

17. Yatsunenko V. G., Nazarov V. P., Kolomentsev A. 1. Stendovye ispytaniya zhidkostnykh raket-
nykh dvigateley [Bench testing of liquid-propellant rocket engines]. Krasnoyarsk, Sib. St. Univ. Publ.,
2016, 248 p.

18. Nazarov V. P., Piunov V. Yu., Golikovskaya K. F., Nazarova L. P. [Simulation modeling of
bench test conditions of liquid rocket engines of low-thrust]. Materialy XXVI Mezhdunar. nauch. konf.
“Reshetnevskie chteniya” [Materials XXVI Intern. Scientific. Conf “Reshetnev reading”]. Kras-
noyarsk, 2022, P. 191-192 (In Russ.).

© Akbulatov E. Sh., Nazarov V. P., Gerasimov E. V., 2023

695



Cubupckuil aspoxocmuueckuil scypHan. Tom 24, N2 4

Ax0yaaroB Iaxam lllykpueBuY — KaHAMIAT TEXHUUYECKHX HAYK, IOLEHT, pekTop; CHOUPCKHUN TOCYAapCTBEHHBIH
YHHBEPCHUTET HAYKH M TEXHOJIOTHi UMEHH akasemuka M. @. PemerneBa. E-mail: rector@sibsau.ru.

Hazapos Baagumup I1aBnoBHY — KaHIUIAT TEXHHYECKHUX HayK, mpodeccop kKadeaphl JBUTaTeNeH TeTaTeIbHbIX
ammapaTtoB; CHOMPCKUI roCyIapCTBEHHBIN YHHBEPCHTET HAYKH M TEXHOJOTUH MMeHH akagemuka M. @. PemerHesa.
E-mail: nazarov@sibsau.ru.

I'epacumos Eprenuii ButaibeBuu — umxenep-koHcTpykrop OOO «Ilonmuxpom». E-mail: gerasimov24rus@mail.ru.

Akbulatov Edkham Shukrievich — Cand. Sc., associate professor, rector; Reshetnev Siberian State University of
Science and Technology. E-mail: rector@sibsau.ru.

Nazarov Vladimir Pavlovich — Cand. Sc., Professor of the Department of Aircraft Engines; Reshetnev Siberian
State University of Science and Technology. E-mail: nazarov@sibsau.ru.

Gerasimov Evgeny Vitalievich — design engineer at “Polychrome” LLC. E-mail: gerasimov24rus@mail.ru.




Paszden 2. ABuaquHHCUl U pakemHo-Kocmuueckas mexHuka

YK 621.43.056
Doi: 10.31772/2712-8970-2023-24-4-697-705

Jas uurupoBanusi: baxnano A. B. BausHue ocoOeHHOCTEH KOHCTPYKIMHM KamMep CrOpaHus ABHrareien
HK-16CT, HK-16-18CT Ha coaepxaHue YIIE€KUCIOro rasa B Ipoaykrax cropanus // Cubupckuil aspokocmuyeckuil
xypHai. 2023. T. 24, Ne 4. C. 697-705. Doi: 10.31772/2712-8970-2023-24-4-697-705.

For citation: Baklanov A. V. [Concentration of carbon dioxide in products of combustion of GTE NK-16ST
and NK-16-18ST]. Siberian Aerospace Journal. 2023, Vol. 24, No. 4, P. 697-705. Doi: 10.31772/2712-8970-2023-24-
4-697-705.

Bausinue 0co0eHHOCTEl KOHCTPYKIIUM KaMep CropaHusi
asurarejed HK-16CT, HK-16-18CT
HA coJep:KaHue YIJIEKUCJIO0r0 ra3a B IPOAYKTAX CrOpaHus

A. B. bakimanos

AO «KazaHCKO€ MOTOPOCTPOUTEIILHOE MPOU3BOJICTBEHHOE OOBETHHEHHUEY
Poccuiickas ®enepauus, 420036, r. Kazans, yn. JlementoeBa, 1
E-mail: andreybaklanov@bk.ru

B oaunou pabome paccmompena Koncmpykyus 08X Kamep C2opaHus 2a30mypouHHo20 ogueamens, pa-
bomarowje2o Ha npupoorom 2aze. B oonoii kamepe ceopanus umeemces 32 eopenxu, ¢ opyeou — 136 gpopcy-
HOK, PACNONIOJICEHHBIX 8 08a APYCA 80 (PPOHMOBOM YCMPOUCEE.

OCHOBHBIM (PaKMOPOM, GIUAIOWUM HA 200ATbHOEe NOmeNnieHUe, CYUMArmcs 3HaYumenbHbvie 00bembl
8b10POCO6 NAPHUKOBIX 20308, 6 Nepsyio ouepedsb yenekucnozo (CO,), evloenaowuxcs 6 mom yucie
npu pabome 2azomypOuHHbIX 0gucameneli u 3Hepeemuieckux ycmarogox. Cuudicenue yposus CO, nymem
Gopmuposanuss HAGOPA KOHCMPYKMUGHBIX MEPONPUIMULL 8 Kamepe CeOpanusi — OOHA U3 AKMYAIbHbIX
3a0ay 0gueamenecmpoetuss, KOMopy HeodXo00uMo pewums 0isi YOO81eME8OPEHUS COBPEMEHHBIX IKOI0U-
yeckux mpebosanuli, NPeovABNIAEMbIX K 2A30MYPOUHHBIM 0BUSATNENAM, CIYHCAUUM NPUBOOAMU HASHEemd-
menel 2azonepexayusaowux azpezamos. Ilpedcmasiennoe ucciedosanue NOCBAUWEHO AHANU3Y GAUAHUA
UBMEHEHUs KOHCMPYKYUU Kamepuvl c2oparus Ha cHuicenue yposusi CO; 6 GbIXIONHbIX 2a3aX 2a30MYPOUHHO-
2o oeueamens HK-16CT. Paccmompeno 0se moouguxayuu. Ilepsviii eéapuanm — cepuiinas kamepa
ceopanusn ¢ opeanusayue Ou@@QysuoHHo20 2opeHus, BMOPoU — MOOEPHUSUPOBAHHASA C USMEHEHHbIM
@pormosvim yempoticmeom. Kagcoas uz paccmompentvix kamep 0blia UCnblmaua 8 cocmase 08Usamers.
Bo gpems uccredosanus nenocpedcmseenHo @ uiaxme blXA0ONA NPOUBOOUIICS OMOOP NPOOYKMOE C2OPAHUSL
U ONpeoenanuch uUx KonyeHmpayuu, 6 mom yucie cooepycanue CO,. B pezynvmame nposedeHubx pabom
ObLIA NOOMEEPICOEHA BOZMONICHOCTL YMeHbuleHus yposus Konyenmpayuu CO, 6 npooykmax ceopanust
ogueamens 0o 20 % be3 yxyowenusi eco napamempog. Taxkozo s¢gpgpexma yoanocy docmueHyme 3a cuem
CHUDICEHUS] NOTHOMbL C2OPAHUsL MONAUBA 8 Kamepe ceopanus. [lonyuenHvle OanHble NO U3MEHEHUIO KOH-
yeumpayuu CO, mozym Ovimv none3uvi npu vlbope Haubosee no0Xoosaue20 pelcuma pabomsl 08UAMeIs.
80 8peMsl €20 IKCHIYAMAayull, a NpeoCcmasiieHtvle N00X00bl K OpeaHUu3ayuu nPoyeccos 20peHust — UCHOIb30-
8aHbL PA3PAbOMYUKAMU NPU NPOEKMUPOSAHUU KAMeED C2OPAHUS 2a30MYPOUHHBIX Osueameneil Ha npupoo-
HOM 2ase.

Karouesuvle crosa: aulOpoc yenekucioeo easa, kamepa c2opanus, a3omypOounnslil 0sueameins, NPOOyKm
C2OPAaHUsL, 2a30NePEeKAYUSAIOWULL a2pesam.
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Concentration of carbon dioxide in products of combustion
of GTE NK-16ST and NK-16-18ST

A. V. Baklanov

JSC “Kazan motor production association”
1, Dementieva St., Kazan, 420036, Russian Federation
E-mail: andreybaklanov@bk.ru

This paper considers the design of two combustion chambers of a gas turbine engine running on natural
gas. One combustion chamber has 32 burners, and the other has 136 nozzles located in two rows in the
flame tube head.

A major contributor to global warming is considered to be the significant emissions of greenhouse gas-
es, primarily CO,, including those emitted by gas turbine engines and power plants. The reduction of car-
bon dioxide levels by developing a set of structural measures in the combustion chamber is one of the ur-
gent tasks of engine construction which requires a solution in order to meet modern environmental re-
quirements for gas turbine engines serving as blower drives for gas compressor units. The presented re-
search is dedicated to the analysis of influence of changes in combustion chamber design on reduction of
CO; level in exhaust gases of gas turbine engine NK-16ST. Two modifications of the combustion chamber
are considered. The first one was a serial combustion chamber with diffusion combustion, the second one
was a modernized combustion chamber with a modified front device. Each of the chambers considered was
tested as part of the engine. During the study, combustion products were sampled directly in the exhaust
tower and their concentrations, including the CO, content, were determined. As a result of this work, it was
confirmed that there is a possibility to reduce the concentration of CO; in the engine combustion products
up to 20 % without affecting the engine parameters. This reduction in carbon dioxide content was made
possible by reducing the completeness of fuel combustion in the combustion chamber. The obtained data on
changes in CO, concentration can be useful in selecting the most suitable mode of engine operation, and
the presented approaches to combustion processes organization can be used by developers in designing
combustion chambers of natural gas-fired gas turbine engines.

Keywords: carbon dioxide emission, combustion chamber, gas turbine engine, combustion product, gas
compressor unit.

Introduction

A combustion chamber is one of the main elements that determine the reliability and efficiency of
gas turbine engines (GTE). The operating process of a combustion chamber of a GTE is very complex
and is determined by many factors: aerodynamics of air and gas flows, nature of fuel supply and its
mixing with air and vaporisation, ignition, flame stabilisation, mass and heat exchange conditions,
combustion patterns along the length of a combustion chamber. Despite significant differences in the
general layout and great diversity in the design of individual elements of combustion chambers of var-
ious engines, they are based on common principles of the organisation of the working process [1].

A peculiarity of the combustion process in a gas turbine engine is that the total composition of the
fuel-air mixture lies outside the flammability limits, and the cycle temperature is below the instantane-
ous ignition temperature of any hydrocarbon fuels. Combustion in the engine occurs in the air flow,
the velocity of which is much higher than the flame propagation velocity of hydrocarbon fuels. The
flow velocity in combustion chambers of stationary engines is 30-80 m/s, aviation engines is up to 50-
120 m/s. In addition, combustion must occur in a very limited volume, therefore with a high rate of
heat release at rapid mixing and combustion processes. Irrespective of these limitations, the engine
must ensure stable combustion, high combustion completeness, flammability and low toxic emissions.

At present, the issues of reducing greenhouse gases, in particular, CO2 emissions in the exhaust
gases of GTEs are relevant for power engineering and gas transport industries. Of particular interest is
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the influence of combustion process in the combustion chamber on CO2 formation depending on GTE
operation modes [2].

Modern gaseous fuels are a mixture of various hydrocarbon compounds. The conditional chemical
formula of such fuels can be represented as follows: C,H,; for the methane m ~1, n ~4.

In technical calculations atmospheric air is taken as a mixture of nitrogen and oxygen, then the
conventional chemical formula of air can be represented by the ratio (O, + 3.76N,). The ratio 3.76
shows that the air contains approximately 3.76 nitrogen molecules per 1 oxygen molecule.

The chemical reaction of hydrocarbon fuel oxidation in air can be written symbolically as a stoi-
chiometric equation

4C,H,+ (4m + n)-(0,+ 3.76N,) = 4mCO, + 2nH,0 + 3.76(4m + n)N,. (1)

The stoichiometric equation is written under the assumption of complete conversion of fuel into the
main products of combustion and complete chemical inertness of atmospheric nitrogen. The stoichi-
ometric equation provides a macroscopic description of the fuel oxidation process and makes it possi-
ble to determine such important characteristics as the stoichiometric ratio for the fuel L, and the com-
position of the products of complete combustion, namely:

(4m + ”)(Ho.z +3.76- 1y, ) _ 34.32(4m+n) kg of air

0= , )
4m-p,+n-p,,) 12m+n kg of fuel
where p is molecular weight of the respective substance,

4m-100
Ceo, = %, 3
2 4+ 2n+3.76(4m+n) ©)

2n-100
Cyo = %, 4
20 4m+2n+3.76(4m+n) ’ @

.76(4 -1

. 3.76(4m +n)-100 o (5)

~ 4m+2n+3.76(4m+n)

For the methane m = 1, n = 4, then

Ly=17.2; Co, #9.5; Cy,0 =19; Cy, #71.5 %.

In the process of oxidation of carbon-containing fuels, carbon monoxide CO is formed as an inter-
mediate substance. The conversion of CO into CO, is determined to a greater extent by the elementary
reaction [3]

CO+ OH — CO, + H. (6)

Since this reaction is the only one that determines the conversion of CO into CO,, it can be con-
cluded that all the carbon originally contained in the fuel is converted into CO,. It follows that the con-
tent of CO, in the combustion products will be determined by the completeness or incompleteness of
its oxidation reaction.

Study object

To determine the influence of combustion chamber design on the CO, content in the combustion
products, two types of combustion chambers are being considered in this paper. One is a serial one for
the NK-16ST engine, the other is for the NK-16-18ST engine.

The diffusion principle of fuel combustion is organised in the serial combustion chamber of the
NK-16ST GTE. The chamber (Fig. 1) consists of outer / and inner 2 casings, collector 3, pipelines 4
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for fuel supply from the collector to the nozzles 5, flame tube 6 including casings 7 with applied holes
8 and mixer nozzles 9. The annular front device /0 accommodates 32 swirl burners //. The flame tube
(annular) consists of annular sections, between which an annular channel for supplying cooling air is
formed, which provides convective-film cooling of the walls [4].

Puc. 1. Kamepa cropanuns asurarens HK-16CT

Fig. 1. Combustion Chamber of the Gas-turbine Engine NK-16ST

In each swirl burner, an individual fuel gas supply is carried out by means of nozzles providing a
jet gas supply [5].

The flame tube front device of the NK-16-18ST GTE (Fig. 2) contains an annular head / including
an outer and inner fuel manifold 2. On the wall of the outer fuel manifold four inlets are evenly lo-
cated, necessary for gas feeding into the inner cavity of the manifolds. The cavities of the manifolds
are connected by means of channels 3 arranged in the front device. There are also staggered shaped
windows 4 with a central hole and nozzle mounting posts 5 [6; 7].

Puc. 2. Kamepa cropanus asurarens HK-16-18CT

Fig. 2. Combustion Chamber of the NK-16-18ST Gas-turbine Engine

Each chamber was tested as part of a gas turbine engine. The stand (Fig. 3), where the engine was
installed, consists of an air inlet equalising pipe, the inlet of which is protected by a protective mesh. It
is necessary to prevent the ingress of foreign particles into the the engine block. In order to transport
the exhaust gases to the exhaust tower, an exhaust unit is installed in the exhaust part of the engine. An
air compressor (pneumatic brake) was used as a loading device of the free turbine [8].
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*
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e A '

Puc. 3. Cxema cTenga

Fig. 3. Scheme of the Stand

The stand is equipped with necessary measuring instruments. It has an oil system for lubrication of
engine supports and units during testing. To ensure starting and fuel gas supply to the fuel supply ele-
ments, the stand contains a gas system. The engine parameters are monitored and its operation modes are
adjusted from the control panel equipped with the monitors on which the measured parameters are dis-
played [9].

Test results

During the tests, the engines were started and reached the modes necessary for building the throttle
characteristic. At modes higher than 10 MW, in accordance with the standard [10], combustion prod-
ucts were sampled in the exhaust tower and the concentrations of toxic substances in them were de-
termined.

A gas sampling probe immersed in a special window made in the wall of the exhaust tower was
used for sampling, and the Testo 350 gas analyser was used to determine the concentration of toxic
components in the combustion products. The measured value of oxygen (O,) concentration in the
combustion products is used to calculate the CO, content:

¢(COpma )(21-¢(0,))

¢(CO,)= o : ()

where ¢(CO; ) 1S @ maximum concentration value CO,, %; 21 is O, concentration in the air, %; c¢(O,)
is measured O, concentration in combustion products, %.

According to the high speed of the instrument, the time of one measurement was 40 seconds. The
data processed by the gas analyser were displayed on the screen and also recorded using a printing
device embedded into the gas analyser [11].

To convert mass concentrations of CO, from % to g/m3, a number of conditions are assumed: the
temperature of exhaust gases is 618.15 K, the pressure of exhaust gases is equal to atmospheric pres-
sure under normal conditions and corresponds to 101 325 Pa.
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The volume of one mole of carbon dioxide at a temperature of 618.15 K is calculated using the fol-
lowing formula

T,
Vmcoer = VmCOZTN (T_GJ (8)
N

and it is 50.69 litres, where 7; = 618.15 K, 7, =273.15 K, VmCOzTN = 22.40 litres is the volume of

one mole of CO, at a temperature of 273.15 K.
Since the mass of one mole of CO, M, is 44 grams, the mass of 1 litre will be calculated ac-

cording to the ratio M, / Viuco,r; and it will be 0.868 g/I. The volume of 1% of 1 m’ is 10 litres. It

follows that the mass of 1 % of 1 m’ is 10 litres - 0.868 g/l and equals 8.68 g [12].

The data on CO, content in combustion products in % and g/m’ depending on the engine operation
mode are summarised in the table.

Fig. 4 shows that with increasing engine operation mode, the content of CO, in the exhaust gases
rises, which is associated with an increase in fuel and air consumption with power gain, and conse-
quently with an increase in the consumption of combustion products.

In exhaust gases of the NK-16ST engine the level of CO, carbon dioxide content is lower by = 20
% compared to the NK-16-18ST engine.

If we adhere to the earlier assumption that the only mechanism of CO, reduction is incomplete oxi-
dation reaction, then CO, reduction should lead to an increase in CO emissions, which is confirmed by
the measurement data (Fig. 5).

250
2,40
| _a—=
- / — 200 ’.\\
R 2w 4 150 \.‘
& — Py g T
8 1,30 & e
/ © 100 e
1,60 e 4
1,40 / >0 B—
Tog 13 18 i
Nnp, MBT o e
8 10 12 14 16 Nnp, MBT
Puc. 4. Copepxanne yrinekucmnoro raza CO, Puc. 5. Copepxanne oxcunos yriaepoga CO
B NIPOJYKTaX CTOPAHHUS: B NIPOJYKTaX CTOPAHHUS:
¢ — neuratens HK-16CT u m — nBurarens ¢ — neuratens HK-16CT u m — nBurarens
HK-16-18CT HK-16-18CT
Fig. 4. Content of CO, carbon dioxide Fig. 5. Content of carbon oxides
in combustion products: in combustion products:
¢ —engine NK-16CT and m — engine NK-16-18CT ¢ —engine NK-16CT and m — engine NK-16-18CT

For the further analysis, the CO, mass concentrations for each operating mode of NK-16-18ST and
NK-16ST engines are presented and converted into g/m’ using the previously derived ratio of 1% =
8.68 g/m’.

CO, content depending on engine operation mode

NK-16-18ST
Nipe N, CO, ppm CO,, % CO,, g/m’

1 4900 10.515 41 1.71 14.84

2 5100 13.577 26 1.89 16.41

3 5250 16.064 18 2.00 17.36

4 5350 18.201 15 2.10 18.22

5 5450 20.133 13 2.20 19.09

6 max 22.011 13 225 19.53
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End of Table
NK-16ST
Nipe N, CO, ppm CO,, % CO,, g/m’
1 4900 9.69 210 1.49 12.93
2 5100 12.66 171 1.64 14.24
3 5250 15.451 136 1.76 15.28
4 5350 17.61 115 1.88 16.32
5 max 18.864 102 1.95 16.93

From Fig. 4 and the table it can be seen that the NK-16ST engine with a commercially available
combustion chamber has a lower CO, concentration level than the NK-16-18ST engine with a com-
bustion chamber having a multi-nozzle front device [13].

To calculate the completeness of fuel combustion the following dependence was used [14]:

NG =1-(0.20175- El ¢ + Elyy, ) 107, ©)

where Elcg is a carbon monoxide emission index; EICH, is a methane emission index; the value
0.20175 is a coefficient that takes into account the ratio of the net calorific value of carbon monoxide

€O to the lower calorific value of methane Q™ , which are O5° =10096 kl/kg and Oy = 50042
kJ/kg.

. "N
0,998
0,996 —~—

0,994

0,992

0,99

0,988 -«
0,986 ~

0,984 — . ¢

0,982

NOAHOTa CropaHvuAa

8 10 12 14 16 18
Nnp, MBT

Puc. 6. [TonHOTa cropanust TOIUIMBA HA PA3IMYHBIX PEXKUMAX:
¢ — neuratens HK-16CT, m — neurarens HK-16-18CT

Fig. 6. Completeness of Combustion of Fuel on various power setting:
¢ —engine NK-16CT and m — engine NK-16-18CT

The emission indices EI; for carbon monoxide and methane are calculated using the equation

El=Yi(-a, L)y, 107, (10)

Ky
where L, = 17.2 is a previously calculated stoichiometric methane combustion coefficient (kg of
air/kg of fuel); o is a total or local air excess ratio; p, is a molar mass of the toxic substance to be
determined (CO, CH,), g/mole; p, is a molar mass of the air, g/mole; y; is a volume fraction of toxic

substance, ppm.

The variation of combustion completeness is characterised by insignificant decrease within 0.5 %
in the power range from 10 to 17 MW, thus at the 16 MW mode the average completeness for the NK-
16ST engine was n = 0.985, for the NK-16-18ST engine - n = 0.996 (Fig. 6).
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Conclusion

The possibility of reducing the level of CO, concentration in the engine combustion products up to
20 % by reducing the completeness of fuel combustion in the combustion chamber was confirmed.

The data obtained on the change of CO, concentration with the change of engine operation mode
can be useful in selecting the most appropriate mode to minimise CO, during operation.

The presented approaches to the organisation of combustion processes can be used by developers
when designing combustion chambers of gas turbine engines operating on natural gas to minimise CO,
emissions while ensuring CO optimum and combustion completeness.
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Lenvio pabomel sensiemces onpedeneHue napamempos eHympeHnHell OaLIUCMUKY PeakmueHo20 08u2a-
mejisi meépo020 MONIUBd, YCMAHOBIEHHO20 HA PEaKMUBHOM NeHempanmope, 8X00suem 6 SPYHM C 8blCOKOU
CKOPOCMbIO 8paujeHusi 80Kpye cobcmeennol ocu. Memoodvl ucciedoganus: Ons onpeoeienus 8eluUtUuHbl
oaslieHus 8 Kamepe 8pauaoue2ocs 0sueameisi 00bIYHO UCNOb3YION U3BeCMHble YPAGHEeHUsl BANaHCa Npu-
Xo0a u pacxoda 2asza, 4mo u 6 Ciyyde Hespawaruecocsi peaKkmugnoeo o0gueamens meépoo2o moniusd.
Omuauuue sHympenHell OAITUCMUKY 8PAWAIOWe20Cs PeaKmUusHo20 08ueameisi meepooco moniuéa coCmo-
um 6 mom, 4mo GIUsHUE 8PAUJeHUs. HA PpabouuUll npoyecc YHumléaemesi KodQouUyueHmom pacxooa 2a3oe
U3 Kamepol 8pAWAIOWE20Cst 08U2aAMeNsl, U3MEHeHUeM CKOPOCHU IPO3UOHHO20 20PEeHUsI MBEPO020 MONIUBA
npu 8paujeHul PeakmueHo20 0sucamens meépoo2o Monuea, Kospguyuenmom meniogvix nomeps. Pe-
3YbMAMbL: YCMAHOBIEHO, 4O HA NAPAMEmpbl GHYMPEHHEU OWUIUCIMUKYU 8PAWAIOWUXCS DeaKIMUGHBIX
odguzamereti meEPO020 MONIUBA OCHOBHOE GNUAHUE OKA3ZbIBAIOM KOIDOUYUEHM pacxooa 2a308 u3 Kamepbl
spawarowe2ocs 0gueamenst, 3Qhexm 3po3UOHHO20 20PEeHUsL MEEPO020 MONIUBA U USMEHeHUe KOIDuyu-
eHma meniosvix nomepo. Ilpusedenvl 0CHOBHbIE pacyemHtble 3a8UCUMOCIU O] ONPeOeieHUs OAGNIeHUsL 6
Kamepe C2opanusl epawjanuie2ocs o0gueamens meepoo2o moniuea Oisi nepuodos 6vixo0d 0asieHus Ha
CMAayUoHapHblil pedicum pabomul dgucameis, paboma O0sueameisi Ha CMAYUOHAPHOM Pexcume U 6 nepuoo
Cc80000H020 UCMEYeHUe 243068 U3 KAMepbl Peakmueno2o osuzamensi meépoo2o moniusa. Ilpedcmaenena
Memoouxa 6b160pa TUHEHbIX U Y2l08bIX pA3MePO8 Cona epawaiowezocs ogueamens. Ilpusedena oyenxa
cunbl msi2u sl OOUHAPHO20 CONIA, 8PAWAIOWE20CT PEAKMUBHO20 O8u2amesi meépoo2o monausda. Ycma-
HOBJICHO, YMO GeUHUHA CUIbL MASU 8PAWAIOWUXCSL 0gueamenell (Npu nPo4Ux 0OUHAKOBbIX VCIOBUSIX 6 Kd-
Mmepe ceopanus) 6 1,1-1,36 paza menvuie, yem y HEBPAUAIOWUXCA PEAKMUBHBIX O8ucameneli meépoozo mo-
nauea. Ilposedénnvie onvimpl NOKA3ANU YMEHbULICHUE CIMENEeHU 3aKPYMKU 2A306020 NOMOKA 8PAUArOUUXCsL
dsuzamerieli meepoo2o MONIUEA NPU VECIUYEHUU KOIUYeCMEd MONIUGHbIX WAWMEK 8 3apside 08ueamelsl.
3axniouenue: pezyromamol, U3NOJNCEHHBIE 8 CMAMbe, MOZYN ObIMb NOLE3Hbl OlIsl HAYYHBIX PAOOMHUKOS,
ACRUPAHMOB U  UHICEHEePOs, 3AHAMbIX CO30aHueM U IKCHAYAmayuel asUuayuoHHOU U pPAKemHo-
KOCMU4eCKOU MeXHUKU, d MAaKice CnmyoOeHmos MexHUYeckux 6y308, 00yHaroumuxcs no COOmeencmeyio-
WUM CneyuarbHOCMsM.

Knroueguvle crosa: nenempamop, napamempbl u Xapaxmepucmuru, 8paujenue 60Kpye ocu.
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Calculation of the parameters and characteristics
of a rotating lunar jet penetrator

E. V. Gusev*, V. A. Zagovorchev, V. V. Rodchenko,
E. R. Sadretdinova, E. A. Shipnevskaya

Moscow Aviation Institute (National Research University)
4, Volokolamskoe highway, Moscow, 125993, Russian Federation
"E-mail: ccg-gus@mail.ru

The purpose of the work is to determine the parameters of the internal ballistics of a solid propellant jet
engine mounted on a jet penetrator entering the ground at a high rotation speed around its own axis. Re-
search methods: to determine the pressure in the chamber of a rotating engine, the known equations for the
balance of gas inflow and consumption are usually used, as in the case of a non-rotating solid propellant
Jjet engine. The difference between the internal ballistics of a rotating solid propellant jet engine is that the
effect of rotation on the operating process is taken into account by the coefficient of gas flow from the
chamber of the rotating engine; a change in the rate of erosive combustion of solid propellant during rota-
tion of a solid propellant jet engine; heat loss coefficient. Results: it was found that the parameters of the
internal ballistics of rotating jet engines of solid propellant are mainly influenced by the coefficient of gas
flow from the chamber of the rotating engine, effect of erosive combustion of solid propellant and change
in heat loss coefficient. The main calculated dependencies for determining the pressure in the combustion
chamber of a rotating solid propellant engine are presented for periods when the pressure reaches a sta-
tionary mode of operation of the engine, operation of the engine in a stationary mode and during the period
of free flow of gases from the chamber of a solid propellant jet engine. A method for selecting the linear
and angular dimensions of a rotating engine nozzle is presented. An estimate of the thrust force for a single
nozzle rotating solid propellant jet engine is given. It has been established that the magnitude of the thrust
force of rotating engines (under other identical conditions in the combustion chamber) is 1.1-1.36 times
less than that of non-rotating solid propellant jet engines. The experiments carried out showed a decrease
in the degree of swirl of the gas flow of rotating solid propellant engines with an increase in the number of
propellant pellets in the engine charge. Conclusion: the results presented in the article can be useful for
scientists, graduate students and engineers involved in the creation and operation of aviation and rocket
and space technology, and can also be useful for students of technical universities studying in relevant spe-
cialties.

Keywords: penetrator, parameters and characteristics, rotation around an axis.

Introduction

Theoretical and experimental studies on embedding solid bodies into the ground at the expense of
kinetic energy accumulated outside the ground section of the trajectory show that the section of mo-
tion in the ground sometimes has a niticeable curvilinear character, in which a significant departure
from rectilinear motion is possible, up to a complete turn of the penetrating body and movement of its
bottom part forward. The character of motion is significantly influenced by forces, which in turn de-
pend both on the shape of the body and on the initial conditions of penetration, determined by the
presence of the angle between the velocity vector and the axis of symmetry, as well as the angular ve-
locities of precession, nutation and proper rotation.

When a jet penetrator with a running engine is embedded in the ground, its stability is affected (in
addition to the above-mentioned factors) by such factors as the thrust magnitude, its eccentricity and
the possibility of swirling motion.

The purpose of this paper is to determine the internal ballistics parameters of a solid propellant jet
engine mounted on a jet penetrator entering the ground with a high rotational velocity around
its own axis.
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To determine the pressure value in the chamber of a rotating engine, the well-known equations of
the balance of gas inflow and outflow are usually used, as in the case of a non-rotating solid propellant
jet engine. The difference between the internal ballistics of a rotating solid propellant jet engine is that
the effect of rotation on the working process is taken into account [1]:

— by the flow coefficient of gases from the rotating engine chamber

1

1-v

1
Ay = Ay| ———— | (1)
I+-—— a?r
k+1
— by change in the rate of erosive combustion of solid propellant during the rotation of a solid pro-
pellant jet engine

€, =1+ Bn"’; Q)
— by the heat loss coefficient

1-0.16(1+tana,” )0'4

= , 3
Krot 142y (3)

where 4, is a flow coefficient of gases from the combustion chamber of a non-rotating solid propel-

lant jet engine.
The value of the gas flow coefficient is determined according to the folloing dependence

Ay =—=2<1, )

where M, o 1s a real (experimental) mass flow rate, taking into account all possible types of losses that

reduce the gas flow rate through the nozzle; M m = Pt
VIRT,

nozzle; p,, is braking pressure at the nozzle inlet; f,, is a critical cross-sectional area of the nozzle; y

is theoretical gas flow rate through the

is a coefficient of heat loss; R7; is a reduced force of solid propellant; B = 3.7- 10 atn <10° Jot. ;

min
k is an adiabatic value; a, is angle of swirl of gas flow in the critical section of the engine nozzle;

. n is a number of revolutions of the rotating ground jet
s penetrator; v is a degree exponent in the propellant com-
s bustion rate law; v 1is a relative fraction of burnt charge.

The algorithm for determining the pressure in the com-
bustion chamber of a rotating solid propellant engine
/ 1. Steady-state pressure at the stationary operation sec-
tion of the solid propellant jet engine.

Fig. 1 graphically depicts the principle of stationarity of

Ty

’ Kkt s the operation of the rotating solid propellant jet engine.
Puc. 1. I'paduk, WLTFOCTPHPYIOMIHIA IPAHIAIT Here mi, is gas supply into the combustion chamber of
CTALHOHAPHOCTH the solid propellant jet engine; m_, and m_,, are gas
Fig. 1. Graph illustrating the principle flow rate of the non-rotating and rotating engine, respec-
of stationarity tively.
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The graph shows that a decrease in the gas flow rate of a rotating engine leads to an increase in the
steady-state pressure in its combustion chamber, i.e. P, , = F,.

In this case the following equation is used for the calculation of P,

trot

1
1 \i—v
Pstrot == 5 (5)
Nl

. A P S
h N. = — : fi 3 : N = PoAvor PrJ er :
where ! € ¢ merotRTO th (a) ® o ( ) SgUmpm \Y; XrotRTO

U, =H(T) fr(p.) fs(a) fa(xo) = U,=1 /> f3 f4 is solid propellant burning speed depending

on the charging temperature ( f (T 3 )) , pressure in the combustion chamber f, ( pc) , degree of swirl

N P

f3(a,,) of gas flow and the Pobedonostsev criterion f; (x,) [2; 3].

Fig. 2 shows the dependence of the steady-state pressure in the chamber of a rotating solid propel-
lant jet engine on the degree of swirl of the gas flow.

P [MPa]

st rot

20
17

14

11

0 0,1 0,2 2

Puc. 2. 3aBUCHMOCTH BETHUNHBI YCTAHOBUBIIETOCS JaBICHUS
B Kamepe CrOpaHusi OT CTEICHHU 3aKPYTKH Ia30BOTO MOTOKA

Fig. 2. Dependence of the steady-state pressure
in the combustion chamber on the degree
of swirl of the gas flow

The calculations P

>vor Were performed for a real engine of a 40 mm diameter model ground jet.
Here A marks are used to indicate experimental values of steady-state pressure. A good agreement be-
tween the calculated and experimental data can be seen.

Thus, the steady-state pressure in the chamber of solid propellant jet engine varies depending on
the speed of its rotation around its own axis. In this case, with the increase in the degree of swirl of the
gas flow, the value of the steady-state pressure increases, the rate of pressure build-up in the process of
the engine entering the steady-state mode of operation decreases, and at a given propellant mass, the

engine operation time decreases (Fig. 3).
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Puc. 3. TunoBble 3aBUCUMOCTH AaBJIEHUs B KaMepe cropanus 1 Bpamatomuxcs PATT:

1 — nns Bpamaromerocst PATT; 2 — nnst neBpamatomerocst PITT; 3 — oTmedaercst HeKoTopoe
o 3 00
YBEJIMUEHHUE YCTAaHOBUBILIETOCs JIaBJIEHHs B Kamepe JUIsl Bpalaromuxcs asurareneit npu n<10°——;
MUH

4 — moka3aHa BO3MOXKHOCTH IOSIBJIICHUS BTOpPOI'0 MakCUMyMa, BEJIMYMHA KOTOPOTo OoJiblIe TIIepBOTO

Fig. 3. Typical pressure dependences in the combustion chamber for rotating solid propellant rocket engines:
1 —for a rotating solid propellant rocket engine; 2 — for a non-rotating solid propellant jet engine;

3 —there is a slight increase in the steady-state pressure in the chamber for rotating engines at 7 <10° rpm/min;
4 — shows the possibility of the appearance of a second maximum, the value of which is greater than the first

It should be noted that the pressure in the combustion chamber of a rotating engine can be cor-
rected either by using an afterburning volume in its design, which increases the free volume of the
combustion chamber, or by changing the thermal and hydraulic loss coefficients. The hydraulic loss
coefficient can be calculated using the following formula

) (6)

1375
g = gO (1 + tgacrz)
where &, is a hydraulic loss coefficient at one-dimensional gas flow through the pipe at a, =0.
The calculations show that o, value due to hydraulic losses to the values o, = 0,2 is almost un-

changed, Therefore, its reduction should be taken into account at o, >0.3—-0.4, when o, is reduced
by 13-35 %.

2. Switching of a rotating solid propellant jet engine to steady-state mode

When calculating the pressure-time dependence of the rotating solid-propellant engine on the
steady-state mode of operation, as in the case of the flow rates of a solid propellant jet engine [3; 4],
the following parameter is determined

a= (p2Ar0th(cr \ XrotRTO (1 B U)
W b

g

(7

where rotation is taken into account by introducing the coefficients A

rot

and y,,,; b and v are coeffi-

cients in the propellant combustion law; W, =puS, is gas supply to the combustion chamber; u is a
combustion rate; S, is a combustion surface of the propellant charge.

After that, the total time for the solid propellant jet engine to reach steady-state is calculated
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_ 1-v
SPREELL ®)

a l_p

where ; = 0.99 is limit relative pressures in the combustion chamber in the process of the solid-

propellant jet engine reaching the steady-state mode of operation; p, is pressure in the chamber when
the charge is ignited.

P, MPa

25,0
20,0
15,0
10,0

5,0

Puc. 4. 3aBucumocThb JABJICHUS B KaMEPE CropaHus OT BpEMCHU
IIpH BBIXOAC ABUTAaTCIIsI HA yCTaHOBPIBIHPIﬁCH PEXKUM

Fig. 4. Dependence of pressure in the combustion chamber
on time when the engine reaches steady state

The calculations given for a 240 mm diameter rotating ground jet penetrator at swirl angles o, =

0.1; 0.2; 0.3 showed that: 1) engine steady-state time increases by 23 % with increasing rotational
speed at
o, =0.1,by 46 % at o, =0.2and by 130 % at o, =0.3,1i.e. from 0.13 s to 0.3 s; 2) increases the

steady-state pressure compared to a non-rotating engine.
In order to obtain the dependence (Fig. 4), t,, was first defined using the fomula (8), then three

following values were chosen 1,, T, , T3, which are in the interval between 1, and 0, and according
to the value of these times the relative pressures ;1 ;2 ;3 were determined by the formula

€
_ 1-v

p=|1=(1=p,) "] ©)

Then ; were recalculated into real design pressures according to the dependence:

pi:pstrot pi’ (10)
where p; is calculated up to ; =0.99.
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3. Calculation of pressure during the period of free flow of gases from the chamber of a solid
propellant jet engine

As in the case of calculation of the after-effect period for a non-rotating engine, the end of charge
combustion time is determined by the formula [3-5]

T =—, (11)
u

where e is a burning vault thickness; for a tubular charge burning on the outer (D) and inner (d) sur-
faces it is, in particular, equal to

(12)

Taking into account the dependence of the charge burning rate on the pressure in the combustion
chamber, it is evident that the end of combustion time for the rotating engine will be less than the end
of combustion time for the charge of the non-rotating engine, because the steady-state pressure of the
rotating engine is greater than the steady-state pressure of the non-rotating engine.

The time of full flow of gases from the combustion chamber after combustion of solid propellant is
calculated by the following formula

) 0.1
— A . f.byX, RT
where B = K2 19 m’f”W o0 . p, = 1.8 bar is the pressure in the combustion chamber up to
km

which the supercritical flow formula is valid.

The pressure dependence on the free gas flow time is determined in the following sequence:

1) time 7, is divided into three intervals, where t;, 1, and t; are less than 7 ;

Phrot
—
(14 Brt,)*!

The curve passing through the calculation points describes the period of free gas flow from the ro-
tating solid propellant jet engine.

Fig. 5 shows the graph of dependence of the free flow time from the rotating engine chamber on
the degree of swirl of a 240 mm diameter ground jet penetrator.

2) p,, P, and p;, are calculated by the formula p, =

It was obtaned at a. > 0, 1, =0.173s; at
a, =01, a,=02and a, =03, 14 =022 s,
Tsr =0.32 s and 144 =0.55 s, respectively.

It can be seen from the graph (Fig. 5) that the
time of free flow of gases from the combustion
02 chamber after the end of propellant combustion
increases with the increment of swirl parameters

and, consequently, the number of revolutions of the
o1 02 o3 % jet penetrator.

0,5
0,4

0,3

0,1

Puc. 5. Pacuérnas 3aBUCUMOCTh BPEMEHH UCTEUEHUS
OT yIJIa 3aKPYTKH ra30Boro motoka PJITT Selection of linear and angular dimensions

) ) of the rotating engine nozzle
Fig. 5. Calculated dependence of the exhaust time . . .
. . The dimensions of a single nozzle or nozzles of
on the swirl angle of the gas flow of a solid propellant - ) .
jet engine the nozzle block of a rotating solid propellant jet
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engine are selected according to the same dependences as for a transforming engine, but taking into
account the previously established dependences and coefficients.

Using dependences (5) for calculations of steady-state pressure in the chamber of a rotating engine,
it is possible to find the area of the critical cross-section of the engine nozzle using the formula [1]

SrUrpr XrotRTO
Jor = > (14)
?; Arot bp rot
d, =Y (15)
m

where 7 is the number of nozzles; 4,,, (o, ), X,,(a,,) are coefficients; p,,, is a design pressure at

the engine chamber wall.

The comparative analysis of the calculations of the supersonic nozzle part of rotating and non-
rotating engines showed that the optimum angle of the supersonic part of the rotating engine corre-
sponds to the optimum angle of the nozzle of a non-rotating solid propellant jet engine and is equal to
20°. The experimental data presented in [1] confirm this conclusion and also show that it is necessary
to choose a larger nozzle entrance angle in the presence of flow rotation than for a nozzle with one-
dimensional flow.

Fig. 6 shows the experimental dependence of the single impulse J,;, on half of the nozzle entry an-
gle a. The graph shows that J,,, reaches a maximum at 2a = 180°, i.e., at a flat wall of the nozzle block.
This effect is explained by the fact that the flat wall completely dampens the axial component of the
gas flow velocity and increases its radial component, which increases the gas flow rate through the
nozzle.

] Hrskg

1920
1900
1880

1860

30 50 70 90

Puc. 6. 3aBUCUMOCTH BEITHUMHBI CAUHUYIHOI'O UMITyJIbCa
OT IIOJIOBHUHBI YIJIa BXOJa B COIIO ABUT'AaTCIIsL

Fig. 6. Dependence of the magnitude of a unit impulse

on half the angle of entry into the engine nozzle

For a single nozzle, the thrust formula can be written as follows

Prot = derotf;:r(Pl(PZArot ’ (16)

where K, is a thrust coefficient; f,, is a nozzle critical cross-sectional area; ¢, = 0.95-0.98 is
a velocity coefficient; ¢, 1is a nozzle flow coefficient at gas flow without swirling;

A, =f (occr) is a flow coefficient for rotating gas flow.

rot
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Thus, knowing the laws of pressure change in the combustion chamber of a rotating a solid propel-
lant jet engine and using the above formulae for thrust force, it is possible to graphically construct

P

rot
The analysis of dependences for the thrust force of rotating ground jet vehicles allows us to state

that the thrust force value of such engines will be less than that of non-rotating ones, all other condi-

tions being equal.

The difference in thrust forces will be determined by the following ratio

- 1

1-v -y
A _ [ Pt =(1+—k aijl , (17)
A, POcr k-1

iz(uﬁ%jl‘” . (18)

rot

(t) dependences for any type of a rotating engine [6-8].

then

For real solid propellants v = 0.5-0.67 at o, = 0.1-0.15 the value of thrust relations is within

—% = 1.1-1.36, i.e. the thrust of a non-rotating engine is 10-36 % greater than that of a rotating

P

rot
engine [9—11].

The experimental studies of rotating solid propellant jet engines equipped with multi-ball solid
propellant charges have shown that (unlike solid propellant jet engines with single-ball charges) pres-
sure nonuniformity in the combustion chamber is observed only in the pre-nozzle chamber. Herewith,
the more draughts in the charge, the less is the degree of swirl both in the channel of a single draughts
and in the pre-nozzle block as a whole [12-15].

Conclusion

Within the framework of the conducted research the following tasks have been solved:

1. It has been established that the internal ballistics parameters of rotating solid propellant jet en-
gines are mainly influenced by the coefficient of gas flow rate from the rotating engine chamber, the
effect of erosive combustion of solid propellant, and the change in the heat loss coefficient.

2. The basic calculation dependences for determining the pressure in the combustion chamber of a
rotating solid propellant engine are given for the periods of pressure release on the stationary mode of
engine operation, engine operation on the stationary mode and during the period of free flow of gases
from the chamber of a solid propellant jet engine.

3. The methodology for selecting linear and angular dimensions of the nozzle of a rotating engine
is presented, which allowed a comparative analysis of the calculations of the supersonic part of the
rotating and non-rotating engines.

4. An estimate of the thrust force for a single nozzle of a rotating solid propellant jet engine is giv-
en. It is found that the thrust force of rotating engines (with other identical conditions in the combus-
tion chamber) is 1.1-1.36 times less than that of non-rotating solid propellant jet engines.

5. The conducted experiments showed a decrease in the degree of swirl of the gas flow of rotating
solid propellant engines with increasing the number of propellant draughts in the engine charge.
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B yenosusax nenpepwisnozo unancuposanus npoepamm Munucmepemea obopoust Poccuiickoii @ede-
payuu 0cobeHHO 0Cmpo 8cmaem 60NPOC NOUCKA HAUDOAee pPe3yTbMaAmUEHbIX nymetl MOOEPHU3AYUU uzoe-
JIULL BOOPYIHCEHUSL U BOEHHOU (CNeyUuanvbHol) MexHUuKl, Hapabomky 8 obaacmu KOmopvlx MAKCUMANbHbL U
npOYeccyl UX COBEPULCHCTNBOBAHUS MOSYM 3aHAMb He boaee HecKoabKux nem. K maxkum uzdenusam, 8 uacm-
HOCMU, MOJCHO OmHecmu asuayuortnoe apmuineputickoe opyacue (AAO), nepcnekmugsbl UCNOAb308AHUS
KOMOpPO20 COXPAHAIOMCS HA 6eCb NePU0d CYWeCmBEOBAHUsL apMUU ¢ 8oopydiceHuem 0oviunoeo muna. Oc-
HOBHbIM (DAKMOPOM, GIUAIOWUM HA Kavecmeo @yukyuonuposanus AAO, cuumaemcs meniogusuueckoe
HazpyoJiceHue MaloKambepHo2o0 apmuiiepulickoeo cmeona (daiee — cmeon) 8 npoyecce cmpenvowvi. llpo-
OnemMa nogvlueHUss MOYHOCHU ONpedesieHUsT MeMnepamypHoeo Noisl CMeoad 6HO6b AKMYANU3UPOSAHA
VoKrcecmoyeHuem YCiosull HaneceHus yoapoe no yenim. Ha nepeviii nian 6vl08umynucs 80npocwyl, mecHo
cesa3anHble ¢ unmencuguxayueil pedicumos npumenerus AAO. Omo sonpocwvl Hazpesa, 0X1aNCOeHUsl, NPOU-
HOCMU NpU HAZpese, UZHOCA, JCUBYYECmU CMBOJI08, BONPOCLL be30nacHocmu U 3pgexmugnocmu cmpeiob-
ov1. Hecmomps na memooonocuueckyio 04e8UOHOCHb AHATUMUYEeCKUX U YUCTIeHHBIX N00X0008 (opmanu3a-
yuu menionepeoayu 6 CmeoAe, UX NPAKMUYECKAs peanuzayus O0080AbHO  clodicHa. Dusuxo-
MAMeMamu4ecKuti CMuLCL MO NPUYUHBL CLeOYIOWULL. B03MONCHAS HEYCMOUMUBOCTNb peuleHUl, nposeie-
HUe OCYULTAYUL 8 001ACAX DOTLUUX SPAOUEHINO8, 0OHOBPEMEHHOe NPUCYMCMEUe 8 001ACmaX peuleHull
CBEPX36YKOBbIX, 36YKOBBIX U O038YKOBBIX 30H, CYWECB08AHUE JIAMUHAPHLIX, MYPOYICHMHbIX MeYeHUll U
Opy2ux HeTUHElHbIX 00PA306aHULl, HEMPUBUAILHOCHb ROCHAHOBKYU SPAHUYHBIX YCIA0BULL, HATUYUe mepmMule-
CK020 conpomueienus nosepxuocmeti u m. 0. OOHAKO npakmuiecKue Hyi#covl obecneuenus 6e30nacHocmu u
nosvluieHust ggexmuenocmu ocuegou sxcnayamayuu AAO ouxkmyrom HeobXo0umMocms NOJAYYeHUs OIUZKO20
NPUOTUICEHUSL PACCMAMPUBAEMOUl 3a0a4l K ee BO3MOJCHO CYWeCmEyIowemy MOYHOMY AHATUMUYECKOMY
pewenuio. Lenvio pabomuvl YCMAHOBIEHO COBEPUICHCMBOBAHUE MAMEMATNUYECKO20 ANNAPAma, MoOeiupyio-
weeo memnepamypHoe noie Cmeoid Ha OCHO8e COHYeMAaHUs Memooos Menio0OMeHa U MAmeMamuyeckoll
Guzuxu. TIposeproti docmoseprocmu paspabomaHHoOl Mamemamuyeckol Mooenu (Oanee — Mooeib, eciu U3
KOHMEKCMA U3NONCEHUsl MAMepUand sCHO, Ymo pedb Uoem UMEHHO O NpedidzaemMom UHCMPYMeHmapuu),
VCMAHOBIEeHbL (YaKnbl OMCYMCMBUSL MEMOOUYECKUX OWUDOK NPU POPMUPOBAHUU COCTNABHBIX OJIOKO8 MOOenu
U NOBbIUEHUST MOYHOCIU OeQUHUYUL MENL08020 HazpyceHus cmeona Ha 9,4 %. Hcxoos uz akyenmos 3as6-
JIEHHOU NPOOIeMbl, APSYMEHMUPOBAHBL HANPAGILEHUS COBEPULEHCTNEOBAHUS MOOECIU.

Kniouesvie crosa: pesicum cmpenvOvl, menionposooHocms, ouggepenyuaivHoe ypaghenue, pazHocm-
Hoe ypasHeHue, annpoKkcuMayusi, 00CMo8epHOCHIb.
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Mathematical model of thermophysical loading of a small-caliber
artillery barrel with variant discretization of half-integer layers
of the computational domain

I. A. Podkopaev, A. V. Podkopaev’, V. I. Dolzhikov

Air Force Military educational and scientific center
“Air Force academy named after professor N. E. Zhukovsky and Y. A. Gagarin”
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In the conditions of continuous financing of the programs of the Ministry of defense of the Russian Fed-
eration, the question of finding the most effective ways to modernize weapons and military (special) equip-
ment, the developments in which are maximum and the processes of their improvement can take no more
than a few years, is particularly acute. Such products, in particular, include aviation artillery weapons
(AAO), the prospects for the use of which remain for the entire period of the army's existence with conven-
tional weapons. The main factor influencing the quality of the AAO functioning is considered to be the ther-
mophysical loading of a small-caliber artillery barrel (hereinafter referred to as the barrel) during firing.
The problem of increasing the accuracy of determining the temperature field of the barrel is again updated
by tightening the conditions for striking targets. Issues closely related to the intensification of AAO applica-
tion regimes have come to the fore. These are issues of heating, cooling, thermal strength, wear, barrel sur-
vivability, issues of safety and firing efficiency. Despite the methodological evidence of analytical and nu-
merical approaches to formalizing heat transfer in the wellbore, their practical implementation is rather
complicated. The physical and mathematical meaning of this reason is as follows: possible instability of so-
lutions, manifestation of oscillations in areas of large gradients; simultaneous presence in the solution re-
gions of supersonic, sonic and subsonic zones, the existence of laminar, turbulent flows and other non-linear
formations, non-triviality of setting boundary conditions; the presence of thermal resistance of surfaces, etc.
However, the practical needs of ensuring safety and increasing the efficiency of fire operation of AAO dic-
tate the need to obtain a close approximation of the problem under consideration to its possibly existing ex-
act analytical solution. The aim of the work is to improve the mathematical apparatus that simulates the
temperature field of the shaft based on a combination of heat transfer methods and mathematical physics. By
verifying the reliability of the developed mathematical model (hereinafter referred to as the model, if from
the context of the presentation of the material it is clear that we are talking about the proposed tools), the
facts of the absence of methodological errors in the formation of the constituent blocks of the model and the
increase in the accuracy of determining the thermal loading of the wellbore by 9.4 % were established.
Based on the accents of the stated problem, the directions for improving the model are argued.

Keywords: firing mode, thermal conductivity, differential equation, difference equation, approximation,
reliability.

Introduction

An analysis of existing trends in the development of artillery convincingly shows that at present the
main attention of specialists is not so much the creation of new models, but rather the optimization of
the tactical and technical characteristics of serial types of AAO [1]. An important obstacle when
searching for the reserve functionality of AAQO is manifested in the phenomenon of heating the barrel,
which is cyclically subjected to high thermomechanical loads created by firing modes. The barrel
largely determines the combat properties of the AAO, since it is in the barrel that the ballistic charac-
teristics are realized and the design of all elements of the “cartridge-barrel” system largely depends on
its design. As a result, the scientific and technical task of formalizing the temperature field of the
barrel seems to be a priority task of AAO research.

The physical meanings of the automatic firing process indicate the need for an indispensable de-
scription of the non-stationary heating and cooling of the barrel by solving the differential equation of
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thermal conductivity and the conditions of uniqueness with variable, continuous and discontinuous coef-
ficients [2]. However, the exact solution of the thermophysics equation is limited for a certain range of
problems. Such problems include the multidimensional, nonstationary, nonlinear problem of heat
transfer in a cylindrical wall with a cross section varying along its length. Without dwelling on the di-
verse variations of approximation schemes for the differential heat equation and uniqueness conditions in
various subject areas, we note the most successful approaches developed by domestic and foreign scien-
tists. Thus, in the articles [3—5], experimental research schemes and methods for processing output data
are proposed that provide increased accuracy in determining body temperature and expanded the meas-
urement range; the article [6] presents a unique thermal model developed based on the apparatus of
probability theory; in the article [7], the temperature fields of finned walls of various configurations were
determined by numerical solutions of the multidimensional heat conduction problem; the article [8] pro-
posed tools for mathematical modeling (hereinafter referred to as modeling) of the temperature field in
gas turbine units, taking into account as much as possible the set of parameters in multifactor boundary
conditions of the boundary layer; in the article [9], correlation regression dependencies of the optimal
extrema of loading barrels of small arms and cannon artillery weapons were obtained. Examples of
works on similar topics in the field of aviation artillery science include the articles [10—13].

Despite the fact that in the analyzed works almost all of the presentation of the material, naturally,
is of a purely specific nature, some ideas of colleagues turned out to be useful in achieving the goal of
this work.

Formation of a model scheme for studying the temperature field of the barrel

Obtaining the desired solution to the problem posed in a non-stationary formulation, with thermo-
physical coefficients depending on temperature, is carried out in a sequence that ensures step-by-step
specification of dependent actions.

Since the barrel has the shape of a limited cylinder of finite length, with the structural absence of
heat sources in the internal sections of the barrel, the basic equation of thermal conductivity is pre-
sented in a cylindrical coordinate system in the form [2; 14; 15]:

or (aZT T 10T 1 aZT]
—=a —2+—2+——+—2—2 , (1)
ot oz or" ror r o9

where T — barrel temperature; ¢ — time; a — thermal diffusivity coefficient of barrel steel; z, r, 0, — ra-
dius vector, applicate and polar angle, respectively, of the cylindrical coordinate system.

Coefficient a in the equation (1) is significant for non-stationary thermal processes and character-
izes the rate of change in body temperature:

a=—, ()
cp
where A, ¢, p — coefficients of thermal conductivity, specific heat capacity and density, respectively, of
barrel steel.

If the thermal conductivity coefficient of barrel steel A characterizes the ability of a material to
conduct heat, then the thermal conductivity coefficient of barrel steel a is a measure of the thermal
inertia properties of the body under study. The rate of temperature change at any point in the barrel
will be greater, the greater the value of the coefficient a, which is revealed by the test condition when
operating with formula (2), formed as a table of dependences of the thermal conductivity coefficients A
and specific heat ¢ of the barrel steel on the barrel temperature 7'[16].

The most complete mathematical models of heat exchange processes occurring in various products
with various configurations take into account the presence of uneven space-time fields in the desired
quantities: temperatures of solids, liquids, gases, heat flows, radiation intensities, etc. [6-9]. Such
mathematical models are systems of partial differential equations, integral and integrodifferential

719



Cubupckuil aspoxocmuueckuil scypHan. Tom 24, N2 4

equations. However, the solution to the problem under consideration is limited to the construction of a
model based on specific assumptions, which is explained by the following reasons:

— direct implementation of complete thermal mathematical models is possible exclusively for ele-
mentary volumes under simple boundary conditions;

— the use of an absolute mathematical model of the functioning of a pulsed heat engine is compli-
cated by the difference in the boundaries of the AAO elements and a large number of not always de-
terministic initial data;

— the issue of harmonizing the accuracy characteristics of physical and mathematical methods with
the available characteristics of computer time, memory and bit grid involves the consistent use of more
simplified, compared to the full, mathematical models that describe the thermophysical loading of the
barrel with varying degrees of detail.

When solving the problem of the most complete and objective determination of the temperature
field of a barrel heated by firing, the following assumptions are made that relate to the basic assump-
tions of the subject area of knowledge:

— the initial temperature of the barrel is approximately equal to the ambient temperature (7, = 7>) or
corresponds to its distribution over the surface of the barrel; subsequent loading with shots is charac-
terized by the presence of a very specific temperature field of the barrel before each shot;

— the material of the barrel steel OXH2M®A is considered isotropic and homogeneous, that is, the
coefficients of thermal conductivity A and specific heat capacity c of the barrel steel do not depend on
spatial coordinates;

—the contact of the cartridge case with the chamber wall is assumed to be ideal, due to the tight
pressing of the cartridge case under the influence of the pressure of the powder gases (hereinafter re-
ferred to as gases) when fired;

— the cartridge is represented as a model temperature concentrator and is simulated by a concen-
trated heat capacity with constant thermophysical characteristics.

The first and second assumptions about the mechanism of heat transfer in the barrel allow us to as-
sume that there are no temperature fluctuations 7 on the outer and inner surfaces of the barrel sections
after the shot. Then the isothermal surfaces remain cylindrical, having a common axis with the pipe,
and the barrel temperature 7 will change only in the radial and longitudinal directions, that is, 0T/00 =
0 and &°7/60° = 0 [2; 14]. Of the three coordinates written in equation (1) for the three-dimensional
case, when considering the applied axisymmetric problem of determining the temperature field of the
barrel, two coordinates z and » will remain. In addition, since the barrel is a body of rotation and is
symmetrical about the longitudinal axis, after some transformations carried out for the convenience of
data grouping, formula (1) is reduced to the equation for finding a two-dimensional temperature field

of the barrel on the plane (0, z, ):

1oT o(oT) 10( oT

— == ||| 3)
a ot az(azj r@r( arj

It should also be noted here that the accepting of the extreme two assumptions determines the need,
discussed above, to take into account in equation (3) the dependence of the thermal conductivity coeffi-
cients A and specific heat capacity ¢ of barrel steel, included in formula (2), on the barrel temperature 7
when studying applied issues of safe placement of the next cartridge in the barrel heated by shooting.

The basic differential equation of thermophysics (3) establishes a connection between temporal and
spatial changes in temperature at any point in the barrel at which the phenomenon of thermal conduc-
tivity occurs. A differential equation of the form (3) can have an infinite number of solutions. Isolating
from this set a solution that reflects the conditions of thermal interaction in the barrel and specifies the
problem posed was carried out by adding geometric, boundary and physical conditions of uniqueness
to equation (3). The boundary conditions of uniqueness are further understood as a set of initial and
boundary conditions.
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When arguing the geometric conditions of unambiguity, the world's lightest 30-millimeter aircraft
gun GSh-301 with a unique single-barrel automation circuit, which is in service with most modern
aircraft and is planned to equip future aircraft weapons systems, was chosen. Since the barrel is a
symmetrical body of rotation relative to the longitudinal axis, the introduction into consideration of a
truncated region consisting of internal I';, external I'; and vertical boundaries I';, I'y located on one
side of the longitudinal axis of the trunk is quite sufficient. Fig. 1 shows a diagram of the axial sym-
metry of the AAO type GSh-301 barrel in a cylindrical coordinate system (0, z, r,), specifying the dia-
gram presented in article [17] by including the boundary designations I'; — I'4, required for further
clarifications. As before, the z axis coincides with the longitudinal axis of the barrel, and the tempera-
ture distribution in each calculated cross section of the barrel is symmetrical relative to the channel
axis T = T(r).

M A
0,04—
0,03 |
0.02— I r

I

0,01—

0 >
| | | | |

0 0,3 0,6 0,9 1,2 1,5

Puc. 1. Cxema oceBoif cummeTpun cTBoja aBuannoHHoi mymky ['H-301

Fig. 1. Scheme of axial symmetry of the GSh-301 aircraft gun barrel

In the process of applying AAO, the flight of an aircraft, as a rule, is carried out in a quasi-steady
mode v, = const and, based on the first assumption, the initial conditions of the problem are written in
the form:

T(z, r,0) =T, = const . @)

The boundary conditions for the simulated process must reflect the conditions of thermal interac-
tion between the environment and the surface of the body. In general, boundary conditions can be
specified in several ways. In the theory of heat transfer, boundary conditions of four types are
distinguished [2; 14]. First type boundary conditions are specified in the form of temperature distribu-
tion on the surface of bodies. A mathematical description of heat transfer by first type boundary condi-
tions is used for given temperature changes at the boundaries of bodies or very intense thermal con-
ductivity on surfaces, when the temperatures of the surfaces are close to each other. The range of such
practical problems is limited, and first type boundary conditions are used mainly in estimation calcula-
tions. Boundary conditions of the second kind are specified by the distribution of heat flux density on
the surface of the body. The physical essence of the heat exchange conditions corresponding to second
type boundary conditions reflects the heating and cooling of bodies through radiation, when heat ex-
change occurs mainly according to the Lambert-Beer law with uniform heating of the surface of the
body. Third type boundary conditions are specified in the form of a dependence of the heat flux den-
sity due to thermal conductivity from the body on the temperatures of the body surface and the envi-
ronment. The mathematical description of the processes of heating and cooling a body is carried out
by Newton's law. Analytical expressions for boundary conditions of the third kind have found wide
application in studies of heat transfer at the boundaries of materials and substances. Fourth type
boundary conditions (conjugation conditions) are specified as conditions for the continuity of the tem-
perature field and conservation of energy on the contact surfaces of multilayer structures.

In research practices heat transfer in solid bodies flown around by gas flows, setting third type
boundary conditions at the boundary between the body and the flow has found wide application. Also
taking into account the fact that the barrels are not thermally insulated, when solving the problem of
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determining the temperature field of the barrel of the GSh-301 aircraft gun, we will set the boundary
conditions in the form of ambient temperatures and the laws of heat exchange between this environ-
ment and the surface of the barrel, depending on the design characteristics and conditions functioning.
At the inner I'; and outer I', boundaries of the barrel, we will set the dependence of the thermal con-
ductivity coefficient of the barrel steel A on the gas temperature 7 and air temperature 75, respectively.
At the inner boundary I'; of the barrel, convective heat exchange will take place between hot gases
and the barrel channel:

oT
ko =0,(1,-T), (5)

where r, — inner barrel radius; o; — heat transfer coefficient from gases to the bore.

Here and below, the dependence of the quantities under consideration on the current time ¢ is obvi-
ous.

We note that to calculate the boundary conditions of heat transfer in the barrel channel, it is neces-
sary to determine the intra-ballistic parameters of gases from the solution to the main problem of in-
ternal ballistics, set out in article [18].

At the outer boundary I'; of the barrel, convective heat exchange occurs between the incoming air
and the outer surface of the barrel:

oT
—7»05 =a,(T-T,), (6)

where 7, — thickness (outer radii) of barrel elements; o, — heat transfer coefficient from the outer sur-
J

face of the barrel to the air.

The development of a mathematical model of heat exchange inside and in the vicinity of the barrel
during near-wall flows of coolants, which makes it possible to determine the heat transfer coefficients
from gases to the barrel channel o, and from the outer surface of the barrel to air a,, present in formu-
lae (5) and (6), respectively, is the subject of the article [13 ].

In accordance with the second assumption, the vertical boundaries of the barrel I'; and I, are con-
sidered adiabatic, that is, the heat flow through these boundaries can be neglected:

oT

0z

o T
0 0z

=0, (7)

z=l

where / — barrel length.

During bursts of shots, the channel and the outer surface of the barrel have quite high temperatures,
so it is necessary to take into account the design features of the AAO reference sample. Modeling of
the process of functioning of the standard cooling system of the GSh-301 aircraft gun is realized by
introducing a local heat transfer coefficient.

In order to increase the accuracy of modeling the temperature field of the barrel, the influence of
the cartridge case located in the chamber during the shot was taken into account. Based on the third
assumption, it is possible to schematize heat transfer by describing the phenomenon of thermal
conductivity. Since the thickness of the shell wall is relatively small, it is assumed that it will instantly
warm up to the gas temperature when firing 7. The boundary condition on the surface of the chamber
at characteristic points of the barrel, where direct contact of the cartridge case with the wall occurs, is
formulated as first type boundary condition [2; 14]:

T(z=0..0,175r=0)=1,. (8)

The nonstationary temperature field of the barrel is definable with the known differential equation
of the process (3) and given additional conditions (4) — (8), which completely determine the boundary
value problem:
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LT _8(0r),10(,41),
a ot 0z\ oz rorC or )’

or

A, —| =0 (L-T);
(¢ 57’,0 1(1 )
oT
—?xcgr =0,2(T—T2), )
Yj
arl ot g,
oz z=0 oz z=l

7(z=0..0,175;r =0) =T} ;
T(z,r,0)=T, =const.

Thus, with a number of simplifying assumptions, the problem of loading the barrel is formulated in
a complete form. However, as noted in the papers [2; 14; 19-22], the objective lack of an exact ana-
lytical solution to direct, multidimensional, unsteady, nonlinear heat transfer problems in areas with a
complex boundary configuration leads to the need to use numerical methods.

Synthesis of a finite-difference scheme for calculating the temperature field of the barrel

For most structures of complex shape, which also includes the shaft design, the system of eigen-
functions and the spectrum of eigenvalues of the corresponding homogeneous problem are not known
and not tabulated [19]. Therefore, for such bodies, in this case, it is convenient to use the finite
difference method as the most universal [19-22].

The area of continuous change of the argument is replaced by a discrete set of points, the intersec-
tions of which form nodes, that is, the construction of a difference grid (hereinafter referred to as the
grid), as well as the reduction of the system of partial differential equations (9) to a finite-difference
scheme, that is, the composition of a system of finite-difference algebraic (hereinafter referred to as
difference) equations are performed by analogy with the techniques described in the publication [17].
Some of the author's duplication of information is mediated by the concentration of classical physical
and mathematical meanings of the question of heating and cooling the barrel.

The area Q7 of continuous change in the arguments of the desired value T is replaced by a certain
finite set of points lying in this region. The grid points for forming the finite difference of the function
of the integer argument 7}; along the z axis are designated by k, and similar points along the r axis are
designated by j. In accordance with the specifics of the problem being solved, the region Q7 is trans-
formed into the area for calculating the temperature 7}; at kj -points of the barrel sections. In accor-
dance with the selected coordinate system (0, z ,) in the direction of the z axis, the barrel is divided
into 9 equal parts 8 =// Az, and in the direction of the r axis into v equal parts v =r, / Ar, where Az, Ar
are grid steps at the corresponding coordinates; r, — maximum barrel thickness. To do this, 3 — 1 rays
are drawn in the direction perpendicular to the z axis and v — 1 rays are directed in the direction
perpendicular to the 7 axis, as shown in Fig. 2. As a result of this partition, we have a grid consisting
of a set of internal (in Fig. 2 indicated by ®) and boundary (in Fig. 2 indicated by *) nodes. Since, in
the case under consideration, Az =1/8 = const and Ar = r,,/ v = const, then the set of nodes z;, defined
by points with numbers k=0, 1, 2, ..., Ky and the set of nodes 7;, defined by points with numbers j = 0,

1,2, ...,J,,1is a uniform spatial grid in the area QTkv .
g

Unlike the previous version [17], here we consider two possible approaches to setting geometric
conditions for uniqueness when the boundary nodes of the grid do not coincide with the boundaries of
the barrel. One of them is the introduction of additional nodes at points where the grid lines do not
coincide with the elements of the trunk geometry. The second approach is that the geometry of the
trunk is approximated by lines passing through the boundary nodes of the grid, and the geometric
conditions of uniqueness are transferred to these lines. Due to the inexpediency of introducing
additional nodes, which leads to a significant complication of the problem of constructing a difference
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scheme, the second approach turned out to be more preferable, since it does not introduce additional
difficulties in writing difference equations. The approximation of the trunk geometry is realized by
conditionally dividing it into a finite number of sections, each of which is characterized by length and
thickness, which are reduced to spatial grid steps Az and Ar along the z and r axes, respectively.

D Sy e e e

Puc. 2. Cerounas cxema crBona aBuarmonnoi mymku ['111-301

Fig. 2. Grid diagram of the GSh-301 aircraft gun barrel

By analogy with the grid for the spatial domain Q, , a temporary grid of the domain Q_, for cal-

culating the value T " is introduced in the set of nodes t;,, defined by points i =0, 1, 2, ..., I,, where i
and /, are the current and boundary, respectively, grid points for the formation of the finite difference
barrel temperature T over time . The time grid step ¢ is designated At.

The solution to the non-stationary problem of thermal conductivity in the barrel predetermines the
unconditional intersection of one-dimensional spatial grids in each direction with a time grid in the
following form:

(21 T)s Zpn= 2, +A2,7,, =T, + AT,
=Qp % Q= k=012, Ky3i=0,1,2,...I,; ;

| %0 = 0,zgg=15M,7y =0,7, =1

Ty T

r (10)
(rj,ti), Fia="; +Ar,1,, =1; + AT}

Q =0, xQ,=|j=012,,J,:i=012..1; ,

= 15-107m, 7y = 42107 M, 1, = 0,7, =1.

Expression (10) forms a stencil of a space-time grid,
the diagram of which along the longitudinal coordinate
z is shown in Fig. 3.

To construct difference analogues of differential
operators of the system of equations (9), the method of
formally replacing derivatives with finite-difference
relations was used. This method is the most justified
and applicable in problems of this class and is based on
the Taylor series expansion of fairly smooth functions,
which, as a rule, allows one to preserve the local
properties of differential equations [15]. In addition,
the method of approximating derivatives by Taylor

fecedecadacadaaa

S~ N

Puc. 3. K BbIOOpY IpOCTpaHCTBEHHO-BPEMEHHOM
CeTKH (Ha pUMepe MPOCTPAHCTBEHHON KOOD/IH- series has two main advantages:
HATHI Z ¥ BPEMEHH {) — when the size of the unit cell tends to zero, the dif-

Fig. 3. On the choice of a space-time grid ference equation is reduced to a differential equation,
(on the example of the spatial coordinate z that is, the compatibility of the equations is ensured,
and time £) which is an important criterion for stability;
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— Difference equations of any degree of accuracy can be obtained by adding or removing the re-
quired number of terms in the approximating series, and if mathematical verification is necessary, the
accuracy of the approximation is estimated from the discarded terms of the series.

The most natural way to replace the derivative is based on defining the derivative (for example,
with respect to the z coordinate) as a limit [15; 19]:

oT 1
—=1 T Az)-T —.
> A;gqo[ (z+Az) (Z)]Az (11)

If we fix the step Az in equality (11), we obtain an approximate formula for the first derivative ex-
pressed in terms of finite differences.

For the so-called right difference relation or “forward” difference:

o [T(z+A2)-T(2)]

oz

1
- (12)

Similarly, the left difference relation (the “backward” difference) is introduced, written in the form:

oT 1
—=|T(z2)-T(z—Az)|—. 13
ATl (13)
When solving heat conduction problems, it is necessary to approximate the second derivative. For
the second derivative, a linear combination of relations (12) and (13) is considered:
o°T 1
—=|T(z+Az)-2T(2)+ T(z - Az)|—. 14
S [7( )=2T(2)+T( )] = (14)
Each transition to one step “forward” is conventionally designated by “+1”, and “backward” by “-
17. Then, for the k grid point of the formation of a finite difference in the value of 7}; along the z axis,
the right difference relation (12) is transformed to the form:

oT 1
=TT (15)

The left difference relation is transformed similarly (13):

or 1
Pl Ut/ we (16)

The difference analogue of the second derivative, corresponding to formula (14), is represented by
the relation

T 1
EZ(Tku_sz +Tk—1)g- (17)

The formulas (11) — (17) and their justifications are also valid when replacing the derivative with
respect to coordinate 7 in the system of equations (9) by difference relations. In this case, in analogue
equations, instead of the variable z, the variable » will be present, and the index k£ will be replaced by
the index j. We will keep in mind the discovered analogies further, sometimes without resorting to
direct detailing of the difference scheme for the spatial variable 7.

When constructing relations that approximate the time derivative 07/0¢ in the system of equations
(9), it is permissible to use temperature values at kj-points of the barrel sections at different times:
Tkji» Trjicts Trjios ... . However, in the practice of solving most applied problems of thermal conduc-
tivity, in the vast majority of cases, exclusively two-layer (in time ¢) difference schemes are used, ap-
proximating the values of the desired temperatures at the current i-th and previous (i — 1) time point.
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Much less frequently, the temperature values at the (i — 2)™ moment of time are taken into * account
by obtaining three-layer difference schemes [19-22].

When obtaining variants of two-layer difference schemes, the time derivative is approximated by

the “backwards” time difference:
or RN
P =(T"-T )Ar' (18)

Spatial differential operators in a two-layer difference scheme are also approximated based on the
temperature values T}, at kj -points of the barrel sections at the i-th and (i — 1) * moments of time. In
this case, two limiting cases are possible.

In the first case, only the temperature values 7}; at kj -points of the barrel sections for the current i
moment of time are involved in the approximation. Thus, for the spatial variable z, the one-
dimensional space-time approximation of the first differential operator to the system of equations (9)
will have the form:

T Do
62_2:(Tk+1 - 2T +TH)E- (19)

In the second case, during approximation, only the temperature values T}; at &j -points of the barrel
sections for the previous time point (i — 1) * are used:
azT _ Ti*l 2Ti71 Ti71 1 20
7_(k+1_ et k—l)g' (20)
In accordance with options (18) — (20), we present two types of difference equations that approxi-
mate the first equation of system (9) in a one-dimensional version:

-1 poa ]

;%:(Tk+l—2Tk +Tk71)g; (21)
Ti _Ti—l . . .

%% (@~ 7] é. 22)

A difference equation of the form (22) makes it possible to express the solution to the problem of
thermal conductivity in the wellbore in explicit form on the i time layer through the known solutions
on the previous (i — 1)1* layer. Difference equation (22) forms an explicit difference scheme. Algo-
rithms for the numerical calculation of the system of equations (9) using an explicit difference scheme
are quite compact when programming, but they impose requirements on computer time.

The difference scheme specified by a difference equation of the form (21) is more complicated,
since each difference equation of the form (21), in addition to the unknown solution for the .-th spatial
point, includes two more sought-after solutions for the neighboring (k — 1)-th and (k + 1)-th spatial
points. All the sought solutions turn out to be “tied” with each other into a common non-degenerate
system of difference equations. Thus, in this case, at each i-th time layer, the solutions are determined
not by explicit formulas of the form (22), but from the solution of the system (Ky — 1) of difference
equations, as a result of which the difference scheme specified by the difference equation of the form
(21) is implicit. Effective algorithms for solving the system of equations (9) using an implicit differ-
ence scheme are much more complicated than numerical algorithms using an explicit difference
scheme, but the time for solving the problem can be significantly reduced by a rational choice of steps
Az, Ar and Art.

The obvious difference in the behavior of the solutions obtained in cases of implementation of the
template in Fig. 3 using explicit (22) and implicit (21) difference schemes, a proper physical and
mathematical explanation can be given. The value of the time derivative with an explicit difference
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scheme (22) is calculated from the values of the desired function at the beginning of the time interval,

therefore the increment (7 — 7, ) does not depend on the obtained values, and the absolute value of

this increment is proportional to the step. As a result, at some critical step At, new values 7T, kl can be

obtained that contradict the physical meaning of the problem (for example, a drop in the barrel tem-
perature 7 on the i-th time layer compared to the (i — 1)-th time layer with continued exposure to gas

temperature T;). In the implicit difference scheme (21), the increment (7, k’ -7 kH) depends on all val-

ues 7, k’ on the new time layer, that is, there is a kind of “feedback” that does not allow obtaining ab-

surd increments of the grid function. However, the practice of solving real problems does not at all
exclude the advisability of including an explicit difference scheme in the stencil shown in Fig. 3.
Firstly, when describing the fast processes under study, the advantage of the implicit scheme, which
consists in a more free choice of the value of the time step At, may not appear. Secondly, explicit
schemes are more resource-intensive, especially when calculating on computers with several parallel
processors, which are widely used nowadays.

Due to the uniformity of the grid over all spatial coordinates, the fact of difference approximation
of the differential operator for the variable » for each value of z at any local point, both along an iso-
lated coordinate » and when solving a problem with a time variable ¢ simultaneously, can be shown in
a similar way.

One of the most important achievements of computational mathematics is the development of vari-
ous difference schemes for solving multidimensional partial differential equations of thermophysics
[19-22]. The desire to obtain a close approximation of the problem of temperature loading of the
barrel to its possibly existing exact analytical solution was facilitated by selection and some techniques
for transforming the longitudinal-transverse difference scheme of the Peaceman-Rackford two-
dimensional sweep method. The main advantages of the preferred explicit-implicit difference scheme
include: a combination of the strengths of explicit difference schemes (low computer time consump-
tion at the time step At) and implicit difference schemes (unconditional stability, that is, the ability to
ensure the accuracy of the solution at any degree of mesh detail); possibility of application to multidi-
mensional areas and co-occurring processes; adaptability to compiling efficient machine codes on
high-speed computers with a sufficiently large amount of RAM.

The course of the two-dimensional physical process of heating and cooling the barrel at each time
step At in spatial steps Az and Ar is delivered as a result of the sequential implementation of one-
dimensional processes, each of which begins from the distribution of the temperature field of the bar-
rel that arose after the end of the previous one-dimensional process. Based on this representation,
called splitting [20; 22] modeling of one-dimensional processes is carried out implicitly, and the se-
quential action of processes is taken into account in an essentially explicit way. Given the given
boundary conditions and the same initial temperature 7 at all points in the region of a complex-shaped
barrel, the optimal solution is achieved by reducing the multidimensional problem at each time step At
to a set of one-dimensional problems solved by the sweep method.

The specificity of the stability of the implicit approximation of locally one-dimensional problems
with any division of the time step At determined the method for increasing the accuracy of the forma-
tion of an array of barrel temperatures 7. The essence of the method is to select a template on the time
grid containing a half-integer layer:

T2 = T,-+12— "£=0,5-4r, (23)

as shown in fig. 4.

Then, taking into account difference equations (21) and (22), difference relation (23), as well as the
discussed spatial analogies, the finite-difference approximation of the first equation of system (9) ac-
cording to the longitudinal-transverse difference scheme for the direction z for any value of » will be
look like:
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i+1/2 j i+1/2 i+1/2 i+1/2 i i i
1T =Ty Toen; =205 +Tocn | Milegen =0 1) + 15Ty

a 0,5-At (AZ)2 r; (AI")2 (24)

Ti+l- *
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Tii0s — >
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Puc. 4. K Bb160py BpeMeHHOI0 111a010Ha IPOAOIbHO-NONEPEYHOM Pa3HOCTHON CXEMBI
MeTozoM AByMepHOil nporonku ITucmena — Pakdopaa

Fig. 4. To the choice of the time template of the longitudinal-transverse difference scheme
by the method of two directions of Peaceman — Rackford

The boundary and initial conditions along the z coordinate for each fixed value of r are approxi-
mated as follows
— initial condition:
i=0 T)=T,
o (25)
i>0  T;=T.".
— boundary conditions:
i+1/2 _ itl/2
Ty =T,

i+1/2 _ ri+1/2
TKSJ _T(Ks—l)j'

(26)

When synthesizing a modified two-layer difference scheme, the solution to the non-stationary heat
conduction problem on a separate layer can be considered as the initial condition for subsequent lay-
ers. Consequently, we write the finite-difference approximation of the first equation of system (9) for
the direction 7 for any value of z in the following form:

i+1/2 i j+1 i+1 i+1 i+1/2 i+1/2 i+1/2
157" =Ty rTiGey U+ 0T +r0T G N Ty, =205~ + T
] 2 2 :
a 0,5-At r(Ar) (Az)

27

The boundary and initial conditions along the z coordinate for each fixed value of r are approxi-
mated as follows:
— initial condition:

T =T + T — solution to the equation (24); (28)
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— boundary conditions:

i+l i+l

" k1 . k2 =g, (Tl’z]’:l _Tkil+l)’
(29)

Ti+l _ i+l
Y k(Jy-1) Ky =q Ti+l _ i+1
c Ar 2\ "k, 2%k

Eliminating possible discrepancies, we note that in difference relation (29) 7, ,j{” and 7, ,j{” denote,

respectively, the temperatures of gases and air at the k-th spatial grid point on the (i + 1)-th time layer.
From equations (24), (27) it is clear that in the constructed difference scheme the transition from
the i-th to the (i + 1)-th time layer occurs in two stages with steps of 0.5 At = 0.5 (147 — 1;). Along with

the main values of the grid function 7, ,; and T, kj.” , intermediate values Tkjﬂ/z, are introduced which

are formally considered as the values of Tj; at (t;s; — 27;412). Relation (24) contains three unknown
quantities 71(’}{?{)_2[,7};+1/2,]1(2+711/)_2j, values 7, ki( o L ,;,
integrating systems of equations of internal and intermediate ballistics [18]. That is, by relation (24)
the difference scheme is classified as implicit in the z coordinate and explicit in the » coordinate. For
any value of r, the numerical solution can be found by sweeping in the z direction. The desired tem-
perature values 7j; at kj -points of the barrel sections are related to each other “horizontally” and “ver-
tically”. Moreover, the unknowns of any internal horizontal straight line “interact” on the time half-

layer exclusively with the unknowns of two adjacent straight lines — the upper and lower ones. Next,

T, ki( -1y can be determined on the initial layer by

using relation (27), which contains three unknown quantities 7,7, ", 7}, (the values

T(’,:l/)zj , Tkj”/z , T(’;ll/)i are recorded by sweeping in the z direction at values of r), the difference scheme

is translated into a form that is implicit in the » coordinate and explicit in the z coordinate. Therefore,
the final distribution of temperature 7}; at kj-points of the barrel sections is found by sweeping in the
direction r at any value of z, where the transition between time layers is also performed in half-steps in
the longitudinal and transverse directions, respectively, along the rows and columns on the grid.

The problem of optimal selection of grid steps Az, Ar, At and thus the number of its nodes is not
easy. On the one hand, the greater the accuracy required, the finer the step is desirable. On the other
hand, too small a step significantly increases the requirements for the speed and memory capacity of
computers. Obviously, there must be some meshes with an optimal number of nodes. We will optimize
the grid based on the conditions for the best convergence of the results of the numerical calculation
with the likely existing true analytical solution and borrowed experimental data.

First of all, in order to most accurately determine the temperature field of the barrel, it is advisable
to solve the problem taking into account the configuration of the rifling, since their presence leads to
uneven temperature distribution along the perimeter of the rifled part of the barrel bore [9; 10]. The
initial requirement of incomparably small size Ar of the grid pitch along the r axis in relation to the
height of the rifling field is obvious. In general, the value Ar of the grid step along the » axis is as-
signed according to the approximate dependence of the stationary and linear components [23]:

A-AT
Ar = s
al(Tl—TO—AT)

where AT — temperature gradient on the heat exchange surface (for AAO AT <323 K).

Since the velocity of the projectile (gases) when fired v; in time ¢ and along the barrel length /
gradually increases, reaching the value v, at the muzzle of the barrel, this feature does not allow con-
structing a uniform grid in time At, since along the barrel length / the grid step size Az along the z axis
will also increase. This, in turn, can lead to the fact that the accuracy of the solution results obtained at

different points in the area of discrete changes in the arguments Qrk. of the value 7); will differ sig-

nificantly from each other, which is unacceptable. Taking into account also the fact that calculations at
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each i-th time layer are performed both on the basis of the value of the previous (i — 1)-th and the pre-
vious (i — 0.5)-th time layer, the error will accumulate quite quickly. In order to eliminate this event,
when calculating the heating of the barrel during the time of movement of the projectile (gases) along
the barrel bore ¢, it is advisable to use a variable time step At # const, assigned when solving the main
problem of internal ballistics [18]. Further, during the aftereffect period #, and in the time intervals
between bursts of shots At, a constant time step At = const is established, assigned, in turn, for the pe-
riod of intermediate ballistics:

0,0002—, if £<t,;
A%
At= ; (30)
0,0002—, ift>t,.
1%

pie

In contrast to the spatial grid, the set of nodes t;, defined by points i =0, 1, 2, ..., /, is a non-uniform
temporary grid in the area (2 i

The justification for the value Az of the grid step along the z axis, providing the desired accuracy,
of the solution was made using the stability condition for the explicit components of the difference
scheme (24)—(29) [20; 22], including, among other things, the constancy of the time step At of the
lower part of formula (30):

(Az)’

A >2a, for At=const, a = const. 31
T

Formula (31) shows a strict connection between the value Az of the grid step along the z axis and
the values At of the grid step over time ¢, since the accuracy of solving the problem directly depends
on the correct choice of the latter. From the stability condition (31) follows a guide to action - the re-
finement of the spatial grid must be accompanied by the refinement of the time grid. For example,
when the number of spatial nodes z; increases by 4 times, it is necessary to increase the number of
time steps ¢ of the difference grid At by 16 times. Previously, the need to comply with condition (31)
led to the fact that when determining the step size At in solving real non-stationary problems of ther-
mophysics, it was not possible to proceed only from the nature of the physical process being studied.
This in some cases led to unacceptable costs of machining time. In addition, with an unreasonably
large number of time nodes t;, a rounding error was observed, which occurs during numerical calcula-
tions in calculating machines of early generations.

The stability property of the explicit part of the difference scheme (24) — (29) has also been estab-
lished in practice, by ascertaining the absence of “divergent mode” of the numerical solution in the
process of trial calculations.

When considering the approximation property of the formed difference scheme (24)—(29), a special
concept of the so-called total approximation was introduced [20; 22] of locally one-dimensional dif-
ference schemes, which is as follows. Each of the intermediate difference equations (24) or (27) sepa-
rately may not have the approximation property. However, the discrepancy arising at the first time
half-step, as a rule, is compensated at the second time half-step with the correct combination of spatial
steps Az, Ar and time step At, so that in general the approximation error is obtained, tending to zero at
the given degree of detail of the space-time grid.

Such a way of discretizing the computational domain should be recognized, although labor-
intensive, but also the most acceptable for solving an applied problem of thermophysics.

Thus, a discrete set of grid points is characterized by coordinates and parameters:

z, =(k—1)-Az, Az=0,001m, k=1,151;
ri=n+(j—1)-Ar, Ar=0,125-10" M, j = 1,161;

T, =(—1)-Ar,
Ti10 =0,5-A1,i=0,1.
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Thus, the resulting expressions (24)—(29) constitute a method for numerically solving the boundary
value problem (9) for determining the grid temperatures of the barrel Tj'k Taking into account

nonlinearity of the first kind in the numerical solution of the system of equations (9) is organized by an
iterative process, in which the determination of the next approximation is carried out by including a
linear solution, in which the coefficients of thermal conductivity A and specific heat ¢ of barrel steel
are calculated from the values of barrel temperatures 7 found on previous iteration. The formation of a
non-stationary temperature field of the GSh-301 aircraft gun barrel is generally feasible by software

organization of a matrix of values T]lk when studying the application modes of AAO.

In the papers [19-22] it was proven that in the presence of approximation and stability, conver-
gence of all types of difference schemes will always take place. However, this fact does not exclude
the scientific and methodological significance of the procedure for checking the improvement in the
convergence of the results of modeling the thermophysical loading of the system in comparison with
the known results.

Checking the reliability of the thermophysical model of barrel loading

Applied research into the quality of AAO is preceded by checking the developed model for the
adequacy of reflecting the simulated thermophysical processes occurring in a gas-dynamic pulse ma-
chine. Establishing the set of properties of the model that determine its suitability for conducting
diverse numerical experiments is possible by comparing the modeling results with experimental data,
as well as with the known averaged results of some theoretical works that are closest to the
experimental data. This approach can significantly increase the reliability of the conclusions.

Based on these positions, the verification of the degree of objective representation by the calcula-
tion results of the actual values of the main parameter was carried out by numerical modeling of the
process of heating and cooling of the barrel surface worked out at the test site during and after shoot-
ing a combat set of 75 rounds. The content of firing modes and conditions for the use of AAO are lim-
ited to the type of information that does not require further specifications. The combined results of the
full-scale experiment and calculation are shown in the form of graphs of the dependence of the barrel
temperature 7 on time ¢ in Fig. 5.
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Fig. 5. Dependence of the barrel temperature of the GSh-301 aircraft gun in the area of the compensator
on time when firing a combat set of 75 rounds of ammunition
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Analysis of the results obtained shows that there is a fairly good correlation between experiments
and calculated data. Satisfactory agreement between the modeling results and the experimental data is
confirmed by the fact that the averaged relative error in determining the barrel temperature 7 in the
reference section does not exceed 0.6 %. In most works in the field of aviation artillery science, in-
cluding the works of the co-author of the article, the discrepancy between this value in numerical and
full-scale experiments is about 10 % [9; 11].

Thus, an increase in the accuracy of simulating thermal loading of the barrel by 9.4 % was
achieved:

— taking into account the nonlinearity of the thermophysical properties of the barrel steel material
A (1), «T);

— choosing the values (probably close to optimal) of the grid steps Az, Ar in the corresponding co-
ordinates z, », as well as the size of the step At in time ¢ in the thermophysical model of barrel loading;

— an effective combination of the advantages of explicit and implicit difference schemes in the
constructed explicit-implicit difference scheme for finite-difference approximation of the heat transfer
problem in a body with a complex geometric shape.

The formalization of thermophysical processes of heat propagation in a thermally loaded AAO
element is logically completed by a package of application programs designed to calculate the thermal
state of the barrel during firing and determine safe firing modes for a range of flight conditions of the
carrier aircraft [24]. Algorithms for the numerical calculation of the system of equations (9) using the
corresponding finite-difference scheme (24) — (29) were debugged using the Microsoft Developer Stu-
dio software product, the Fortran Power Station 4.0 environment and the FORTRAN 90 algorithmic
language.

Prospects for further improvement of the model

The software organization for calculating the temperature field of the barrel when using AAO
comes down to multiple (according to firing modes) solution of the system of equations (24)—(29) with
the initial distribution of the barrel temperature 7, which is established at the beginning of the next
shot and is determined by solving the same system of equations (24)—(29) for the previous shot. The
proposed tools make it possible to adequately simulate the temperature field of the barrel under vari-
ous firing conditions and create a basis for the composition of the maximum effective firing modes.

At the same time, there are practical applications of medium-sized special mechanical engineering,
for which some of the assumptions adopted in the paper have to be removed. Thus, when analyzing
the heating of a barrel in the area of gas outlet openings of gas automatics or muzzle devices, it is nec-
essary to take into account local heat flows in the elements connected to the barrel. Then we should
move on to a much more complex three-dimensional formulation in coordinates (0, z, 7, 8). The need
to solve three-dimensional heat transfer problems is not excluded when analyzing the effectiveness of
cooling fins or grooves, the thermal state of the rifling, and taking into account the technological varia-
tion in the thickness of the barrel. In addition, when studying the mechanism of barrel wear when ana-
lyzing the thermally stressed state of a thin surface layer of metal adjacent to the channel surface, it is
inevitable to take into account the dependence of the thermophysical characteristics of the barrel steel
on not only temperature, but also on spatial coordinates. In practical calculations, it is increasingly
necessary to abandon the assumption of the constancy of the thermophysical characteristics of the car-
tridge. Calculations based on the so-called “instantaneous” values of the thermophysical characteris-
tics of the elements of ammunition located in the barrel during breaks between automatic firing help to
clarify the thermodynamic state of the “cartridge-barrel” system and more closely link it with the
combat properties of the AAO.

To obtain more complete information about the accuracy characteristics of the model, it is advis-
able to additionally conduct a series of flight experiments that provide natural conditions for thermal
loading of the barrel. Then the assessment of the averaged relative error in modeling the heating and
cooling of the barrel will undoubtedly be more objective.
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Conclusion

By matching the accuracy characteristics of physical and mathematical methods for solving heat
transfer problems and related problems with the colossal characteristics of speed, memory and bit grid
of modern computer machines, a model of increased accuracy was synthesized, which differs from the
known ones by the variable selection of the pitch of the template-grid of the barrel of the GSh-301 air-
craft gun. The applied significance of the model is demonstrated by the availability of methods for its
adaptation to solving other problems of thermodynamics and mechanics of the strength of barrels.
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Cmamus cooeporcum pe3ynvmamspl HAYYHbIX UCCIe008aHULL N0 MOOEIUPOBAHUI0 MEXHONIOSUYECKUX Na-
paAmMempos8 21eKmpoHHO-Iyueol ceapku. Ilpu modenuposanuu ucnoavsoganca mamepuan BT-14 monwu-
noti 0,16 cm. Llenvto modenuposarnus 6biIOPAHO NOGbLULEHUE KAYECMBA C8APHO2O WA 30 CYem ONMUMATb-
HoU ghopmbl u omcymcmesue oehekmos 8 ude nop u mpewun. B pacuemax npumenen KOHYeHMPUpoOBaH-
HbIU UCTMOYHUK SHEPeUl, IKBUBANCHMHDBLI IAeKMPOHHO-yHe8oMy nyuKy. B xo0e ucciedosanuss mennogoeo
npoyecca Hazpeea mMamepuaia aemopamu paspadomansl U onpodOBaHsl Kpumepuu, no38oasowue onmu-
MUBUPOBAb MAKUE NaApamempul C8ApPKU, KAK CKOPOCMb C8APKU U NONOJCeHUe (OKYCHO20 NAMHA OMHOCU-
MeAbHO NOBEPXHOCIU HASPe8aemMoll Oemanu. A8mopvl 8 c8OUX pacuemax NPUMEHUIU OPUSUHATbHBLI Me-
MO0 HAXO0JICOEHUSI CKOPOCMU C8APKU U KOOPOUHAMbL (DOKYCHO20 NAMHA NO (DYHKYUOHANAM MENio8ou Mo-
Oenu. Hcnonv3zyemvie mamemamudeckue MOOeiU NO360OIUNU NOCPOUMb KOHMYPbl 30H MEPMUYECKO20
BAUAHUA, COUBMepUMble C POPMAMU UBA, NOTYUEHHBIMU HA 00PA3YAX 80 BPEeMS CEAPKU C MEXHOLOUYECKU-
MU PeHCUMAMU, COOMBEMCMEYIOWUMU PACYEIMHBIM NpU MoOdeauposanuu napamempam. Taxoii cnocob uc-
Ce008aHULL NO3BONUL CYUWECTNBEHHO CIKOHOMUMb 3AMPamvl HA OMpadoOmKy MexXHON0SULECKO20 PeXCUMA
ceapku 051 Makemnoz2o y3ia Paspabomannwiii asmopamu aneopumm 6vln ycnewiHo onpobosan Ha mame-
puane AMI-6 ¢ momyunoti 10 cm. B npoyecce mooeruposanus ceapku 01 OOAbUIUX TMONUWUH NOTYYeHbl
pe3ynbmamsl, KOmMopuvle HeoOX00UMO YYUMbIeamsb NPU ONMUMU3AYUU NAPAMEMPO8 C8APKU U30enUll ¢
O0aLUWIOU MOAUUHOU. AKMYATLHOCIb U3A2AEMO20 MAMEPUALA NOOMBEPICOAEMCL 80CTNPEOOBAHHOCHIBIO K
Kauecmaey mexHoI02UU C8apKU KOHCMPYKYUU 2NeKMPOHHbIM NYyuKom. Hlccriedosanusa asmopamu 3moeo Ha-
npagneHus No380JAM CYWECMBEHHO PACUUPUIND BO3MONCHOCIU 8 NPUMEHEHUU DJIeKIMPOHHO-TYYe80l mex-
HO02UU 07151 PAKEMHO-KOCMUUECKOU MEXHUKU.

Kniouesvie cnosa: cxopocmu ceapku, ¢hoxkycHoe paccmosinue 31eKmpoHHO20 NYYKd, (hopma uea, Mouy-
HOCMb 2JIEKMPOHHO-TYY€8020 000PYO0SAHUS, NO2OHHASA IHEPSUSL.
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The article contains the results of scientific research on modeling the technological parameters of elec-
tron beam welding. The modeling used a material VT-14 with a thickness of 0.16 cm. The purpose of the
simulation is to improve the quality of the weld due to the optimal shape and the absence of defects in the
form of pores and cracks. A concentrated energy source equivalent to an electron beam is used in the cal-
culations. During the study of the thermal process of heating the material, the authors developed and tested
criteria that allow optimizing welding parameters such as welding speed and the position of the focal spot
relative to the surface of the heated part. In their calculations, the authors applied an original method of
finding the welding speed and the coordinates of the focal spot according to the functionals of the thermal
model. The algorithm developed by the authors was successfully tested on AMG-6 material with a thickness
of 10 cm. In the process of modeling welding for large thicknesses, results have been obtained that must be
taken into account when optimizing the welding parameters of products with large thickness. The relevance
of the presented material is confirmed by the demand for the quality of the technology of welding structures
with an electron beam. Research by the authors of this direction will significantly expand the possibilities
in the application of electron beam technology for rocket and space technology.

Keywords: welding speed, focal length of the electron beam, seam shape, power of electron beam
equipment, linear energy.

Introduction

To create permanent connections, electron beam welding (EBW) is often used in the production of
rocket and space technology. In the process of obtaining welded joints, for various reasons, defects
appear that reduce the strength of a part or metal structure, violate the tightness of containers made by
welding, and also contribute to a decrease in the reliability of operation of this unit as a whole.

The connection of parts requires uniformity of the heating zone of the joint, since if its heating is
uneven, defects in welded joints arise. The required parameters of the welding process are usually se-
lected using full-scale experiments. However, conducting full-scale experiments is expensive and re-
quires a lot of time.

The research of many domestic and foreign authors is devoted to solving the issues of improving
the quality of the welding process (Zuev 1.V., Trushnikov D.N., Hara K., Vinogradov V.A., Sasaki S.,
Krivenkov V.A., Kutsan Yu.G. ., Anderl P. et al.) [1-4]. In his research, Rodyakina R.V. [5] develops
a technique for simulating the process of passing an electron beam through a layer of evaporated
metal. The authors Motasov M.1., Dovydov D.A., Alekseev V.S. [6] consider a simulation model of a
beam focusing control system using the Simulink software environment, which is part of the MAT-
LAB package. Drozd A.A. [7] in his research uses a numerical method that allows one to simulate the
processes of development of thermal stresses and deformations during spot electron beam welding; the
model takes into account phase transitions during heating, melting, evaporation and crystallization.
V.N. Tarasova [8] developed a computer modeling method that can significantly reduce the time spent
on manufacturing welded products and predict the results under predetermined conditions. The authors
V.V. Melyukov and D.A. Tarabukin [9] proposed a method of mathematical and numerical modeling
of the thermal welding process to determine the power of the welding source and to reduce the time
and volume of a full-scale experiment when debugging the mode.

1. Application of theory of thermal processes to EBW

Most of the existing designs have a number of disadvantages: there is no ability to realize the de-
veloped methods in the production conditions due to their difficulty, narrow-focus of development,
and the inability to optimize technological parameters when entering new materials into the techno-
logical process. The optimization of the technological parameters of the welding process when enter-
ing new materials requires full-scale experiments, which leads to an increase in material and labor
costs. The proposed techniques and the model in this study, as well as the ACS developed by the
EBW, allow you to solve the above problems, and reduce the number of defects arising from the weld-
ing project, both for existing welding modes and when commissioning a new product.
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For the authors, the technology that is used for the shi-rock nomenclature of the thicknesses of the
connected structures is of greatest interest. In the works [10-17], the authors propose materials on the
modeling of the EBW process in order to find the optimal mode for thicknesses from 0.1 mm to 30
mm. The gained modeling experience led the authors to the idea of studying the possibility of using
EBW for significantly large thicknesses of the welded products. Thus, the goal was to evaluate the
possibilities of modeling the heat process of heating the material under study with a concentrated
source of energy in a wide range of thickness and the use of modeling results for practical use on elec-
tron beam equipment.

When modeling the process of electron-beam welding, a classic method of presenting the process
(Fig. 1) was used in the form of moving instantaneous energy sources (Fig. 2), the amount and location of
which fully corresponds to a real electronic beam.

Puc. 1. IIpencrasnenue DJIC B rpaduueckoM Bue

Fig. 1. Representation of the EBW in graphical form

JI—I‘ Q—1-

Puc. 2. Ilpencrasnenue JJIC B rpaduueckoM BUE:
0 — TonmuHa AeTany; Q; — MTHOBEHHBIH TOYEUHBIA HCTOYHUK; (Q, — MTHOBEHHBIH

JIMHEHHBIN HUCTOYHHK; Q3 u Q4 — (1)I/IKTI/IBHI>IC TOYCYHBIC UCTOYHHUKHU

Fig. 2. Representation of the EBW in graphical form:
0 — part thickness; Q, — instant point source;

Q, —instant linear source; Q; uQ, — fictitious point sources
The temperature of the heating of the material due to the effects of the selected sources in accor-
dance with [18] and the principle of superposition is calculated by (1):

4
TKOMHZETi('x’y’Z’v’t’Qi)’ (1)
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sure to the corresponding instantaneous sources in accordance with Fig. 2.

The used heat process model (1) was investigated and tuned for the VT-14 material with a melting
thickness of 1.5 + 0.5 mm. To compare the shape of the cross -section of the seam and the modeled
zone of thermal influence, the correspondence of the ratio of the size of the width to the depth of the
seam was made. In Fig. 3 shows the results of the modeling and the form of the grinding of the corre-
sponding welding mode. The schedule of the zone of thermal influence was obtained by the number
(1) and the selection of the section of the heating zone according to the coordinates corresponding to
the greatest deviation of the temperature of the thermal influence (for VT-14-600 °C) from the heating
exhaust position.

20 P

Puc. 3. Uzobpaxkenus: Gopmbl numda U 30HbI TEPMUUECKOTO BIUSHUS
pu rryOuHe mBa 1,6 MM U mupuHe 2,5 MM

Fig. 3. Images of the shape of the slot and the zone of thermal influence
at a seam depth of 1.6 mm and the width is 2.5 mm

2. Development of mathematical functionality

To calculate the technological process parameters as the welding speed, the form of a fuel distance
and the required EBW power, the authors have developed a model of mathematical functionality (2)
(analogue of the medium-sequatratic deviation), the criterion of the optimal (3) of which allows you to
determine the indicated parameters of the technological process for material of any thickness.

Li (THOpMi_THOpM)2 5 (2)

J. =
! n—1iz
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According to the developed criterion, the parameters of the technological process will be the solu-
tion of the system (4)

%

o],
—lq, 4
% “4)
0
o,

0Q

where v — welding speed; z — the position of the focal spot; Q — the energy of the heating source (equal
to the sum of instantic point Q; and linear Q, sources).

To search for the required technological parameters of the EBW (energy, time, welding rate), an
algorithm was developed, presented in the form of a block diagram in Fig. 4.

The algorithm is based on the models proposed in this study (1) - (4). After the initialization of the
technological parameters, the following parameters are set: T-the temperature of the granular zone of
thermal influence (from minimum to maximum), ¢ is the time of integration, V is the speed of welding,
Q is the energy of the heating sources, x-coordinates in length of the product, y - coordinates in width
of the product, z - coordinates in height of the product. Further, values are co-preserved in the database
for further use in future calculations. If the experiment is new, then to calculate the energy of the heat-
ing source, the values of the temperature, integration time and welding rate are set, after the heating
temperature (1) with the current fictitious and real sources is calculated. Next, using Crichera optimal-
ity (2), the required energy is calculated, providing a uniform zone heating the weld. To find the inte-
gration time, the resulting energy is set and the temperature of the boundary zone of thermal influence,
then the temperature of the het is calculated by variating the rest of the parameters in a certain range.
Knowing the optimal values of the energy, integration time, the welding speeds are calculated, simi-
larly to the previous stages.

Applying the specified algorithm for parts with a thickness of up to 100 mm, the authors faced with
a feature that showed itself when calculating the coordinates of the focal spot of the electric beam and
the distribution of energies of instant sources. With an increase in the thickness of the welded material
extremum of functional (3) disappears. This is explained by the fact that the welding of large thick-
nesses is carried out by an electron-beam gun with a narrow focus.

The idea of a simple recharge of these parameters using the optimization criterion (3) is a task re-
quiring large time costs, which often leads to the practical inappropriateness of work in this direction.

3. Development of physical functionality

When studying the technology of welding of structures with different thicknesses of melting,
the authors faced the task of choosing specific energy values for Q; and Q, sources. What is the
way to choose these values depends on the studied thicknesses of the parts. Often, during the moisten-
ing of thermal processes, researchers choose the magnitude of the energy of the point based
on experimental material in order to obtain an adequate mathematical model [19-22]. The authors
acted in a similar way, choosing the best correspondence in the ratio between the width of the seam
and its depth.
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To reduce the time of searching for the specified ratio, the authors have developed physical func-
tionality (5) and the optimization criterion for this functionality (6):

2

[ (Q) - :
12 [7j HOpM (Q . t) HOpM ’ (5)
2
~[(Q) - i
1 [7j HOPM (Q . t) HOpM T (6)

where Q — the energy of the heating source, including selected sources Q, and Q,; v — welding speed;
t — the time for achieving the boundary of the zone of the thermal influence of the lower boundary of
the heating zone.

Modeling the heating process during welding using both optimal criteria showed a good correlation
of the developed functionals. This was the basis for combining the optimality criteria in obtaining a
general solution in the search for required EBW technological parameters.

The use of physical functional when modeling the EBW process significantly reduces the computa-
tional resource, since it uses the original system of equations of the thermal process (1) in a simplified
version (to determine only v - welding speed and ¢ - time to reach the boundary of the heat-affected
zone of the lower boundary heating zones).

As the starting material, the authors chose a technological mode used in production conditions. Us-
ing models (1, 3, 5), the parameters included in these equations were calculated. The calculation re-
sults are presented in the table.

Calculation results for VT-14 with a thickness of 0.16 cm

Q Q, Q Delta=0.16 cm (f=0)

[Cal] [Cal] [Cal] 1, Q/v [crrl/s] [;] Q¢ I,

800 560 240 0.062243 484.485 1.65 | 0.236 188.8 0.000291516
810 567 243 0.062089 | 486.4865 1.665 | 0.2346 | 190.026 0.000208469
820 574 246 0.061959 | 488.0952 1.68 | 02332 | 191.224 0.00014109
830 581 249 0.061844 | 489.6755 1.695 | 02318 | 192.394 8.82512E-05
840 588 252 0.061739 | 491.2281 1.71 | 02304 | 193.536 4.88335E-05
850 595 255 0.061649 | 492.7536 1.725 | 0.229 194.65 2.17259E-05
860 602 258 0.061591 | 494.2529 1.74 | 02276 | 195.736 5.82972E-06
870 609 261 0.061522 | 495.7265 1.755 | 02262 | 196.794 6.22367E-08
880 616 264 0.061473 | 497.1751 177 | 02248 | 197.824 3.35895E-06
890 623 267 0.061452 | 498.5994 1.785 | 0.2234 | 198.826 1.46767E-05
900 630 270 0.061436 500 18] 0222 199.8 3.29965E-05
910 637 273 0.061431 | 502.7624 1.81 | 02203 | 200473 1.4464E-05
920 644 276 0.061438 | 505.4945 1.82 | 02186 | 201.112 3.10314E-06
930 651 279 0.061451 | 508.1967 1.83 | 02169 | 201.717 1.45467E-07
940 658 282 0.0615 510.8696 1.84 | 02152 | 202.288 6.89928E-06
950 665 285 0.061547 | 513.5135 1.85 | 02135 | 202.825 2.4751E-05
960 672 288 0.061954 516.129 1.86 | 02118 | 203.328 5.51664E-05
970 679 291 0.062063 | 518.7166 1.87 | 02101 | 203.797 9.96923E-05
980 686 294 0.062167 | 521.2766 1.88 | 0.2084 | 204.232 0.000159957
990 693 297 0.06226 523.8095 1.89 | 0.2067 | 204.633 0.000237674
1000 700 300 0.062375 | 5263158 1.9 0.205 205 0.000334638
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Based on the results of the table, graphs for functionals (3) and (5) were constructed (Fig. 5).
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Puc. 5. I'paduku 3aBucHUMOCTEl PYHKIIMOHATIOB

Fig. 5. Graphs of functional dependencies

We search for optimal parameters using accepted criteria (4) and (6). The coordinates where the ex-
trema of both functionals coincide are taken as a solution.

In our case, there is some discrepancy, so the coordinate of the right extremum for the functional J,
was chosen. The table highlights the technological mode and the one that is accepted as optimal. The
dimensions of the technological mode are shown in Fig. 3. Fig. 6 shows the simulation results and the
shape of the section corresponding to the selected optimal welding mode.

2{0 [»rm]

Puc. 6. Uzo00paxkenus Gopmbl nutuda U 30HbI TEPMUIECKOTO BIHSHUS
rpu rayouHe mea 1,6 MM 1 mupuHe 2,4 MM

Fig. 6. Images of the shape of the slot and the zone of thermal influence
at a seam depth of 1.6 mm and the width is 2.4 mm

As you can see, optimization did not produce significant improvements in reducing the seam width
relative to the depth. This is primarily due to the fact that the focal spot of the electron beam was on
the surface of the part. The authors conducted studies on the effect of the position of the focus relative
to the surface of the part on the functionality (3). It was found that the values of the functional will be
the smallest in the case when the focus of the electron beam is located inside the part at approximately
a depth equal to half the penetration depth (Fig. 7).
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Fig. 7. Functional change graph for 0.16 cm thickness
Taking into account the change in the focus position, the authors conducted an experiment with the

previously proposed welding mode. Fig. 8 shows the simulation results and the shape of the section
corresponding to the selected optimal welding mode.

1.6

2.0 1.0 0 10 20 Do

Puc. 8. U306paxxenus Gpopmbl nutra U 30HB TEPMHYECKOTO BIUSHUS
npu riry6uHe mpa 1,6 MM 1 mupuse 2,4 MM

Fig. 8. Images of the shape of the slot and the zone of thermal influence
at a seam depth of 1.6 mm and the width is 2.4 mm

The modeling results and experimental data showed that with the use of the obtained experimental
studies, the side walls of the prototype weld became more parallel, which meets the requirements for
reducing residual stresses in welding parts, which significantly improves the quality indicators of the
technological process.

When modeling the welding process for large thicknesses (from 3 cm or more), the authors encoun-
tered the following phenomenon: when determining the optimal focal length using the minimum of the
functional (2), the extremum of the function is not observed (Fig. 9).

The authors did not have the opportunity to obtain technological parameters for samples of welds
of large thicknesses. Therefore, they made the assumption that the position of the focal spot does not
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affect the welding process. An explanation for this may be the ability of welding equipment to weld at
such depths. As a rule, power plants equipped with electron beam guns with narrow-focus gun charac-
teristics are used for this purpose. The authors carried out a simulation similar to that presented for the
aluminum alloy AMG-6 of the predicted model of the thermal welding process of large penetration
depths, which allows for an assessment of the capabilities of welding products on existing equipment
or the selection of a suitable power plant for this. As can be seen from Fig. 10, in addition to the com-
mon coordinate for criteria (3) and (5), the presence of several extrema in the second functional ex-

pands the picture of the search for optimal parameters of electron beam welding, not limiting itself
only to the extremum common with the first functional.

(L e ——————————

022

0.08

0.06 [ AR S e M e A

0.04 i 1 . I . . . . .
=-h =0 z=th

Puc. 9. I'paduk nuzmenenus GpyHkroHana it TouHel 10 cm

Fig. 9. Functional change graph for 10 cm thickness
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Fig. 10. Graphs of the behavior of functionals from the input energy
for AMG-6 with a thickness of 10 cm
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The combined use of functionals allows for modeling to combine two physical properties of the
material heating process: the temperature characteristics of the heating zone and the effective energy
input of heating sources.

Conclusion

The results of scientific research carried out by the authors make it possible to theoretically deter-
mine such possible parameters of electron beam welding technology as the speed of movement of the
material being welded and the required energy of the heating source for parts with a wide range of
welded thicknesses. The use of electron beam technology for the manufacture of rocket and space
technology products will significantly influence the quality of welded joints due to the optimal choice
of the specified welding parameters.
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Ensuring human life activity for several years in isolated conditions of future Martian and lunar bases is
possible with the organization of a circular process of converting organic waste, including human exome-
tabolites (feces . urine), into the products he needs: water, oxygen and food. A promising way to organize
such a circular process is to create a three—link closed ecosystem (CES): a person, a link for obtaining fertil-
izers from organic waste and plants - where plants synthesize the products necessary for a person. The paper
considers the original scheme of a complex installation for the purification of liquid products of processing of
human exometabolites from pollutants in the process of obtaining nutrient solutions for growing plants in a
CES. The processing of human exometabolites was carried out in a device for physicochemical oxidation of
hydrogen peroxide in an aqueous medium under the action of alternating electric current — in a “wet” com-
bustion reactor. Peripheral equipment was selected for the organization of the automatic control system of the
cleaning plant, problems were identified and approaches were developed in the automation of technological
processes and the creation of software for human interaction with the proposed installation. Experiments on
the cultivation of lettuce plants have been carried out, confirming the effectiveness of the proposed processes
of purification of liquid products of processing of human exometabolites. It is concluded that the created inte-
grated cleaning plant, equipped with the proposed sofiware, can be used for scientific research in relation to
the subject of CES, including space purposes.

Keywords: process control, life support systems, utilization of organic waste, desalination, plant link.

Introduction

The problem of creating closed ecosystems (CES) to ensure human life during long-term space flight
and stay on celestial bodies (Moon, Mars, asteroids, etc.) is currently receiving increasing attention from
leading space agencies and other major research centers [1; 2]. In Russia, the Institute of Biophysics SB
RAS(Siberian Branch of Russia Academy of Science) is actively engaged in the development of closed
ecosystems for space purposes [3]. At the same time, much attention is paid to the creation of models of
closed ecosystems. Various patterns of circular processes are worked out on their basis, which can then
be the basis for the creation of full-scale closed ecosystems with humans. Future closed ecosystems
should include both biological and physico-chemical methods of waste oxidation for their subsequent
inclusion in cycling processes [4—17]. To ensure the effective operation of the physical and chemical
processes of oxidation of organic and inorganic waste in CES, it is extremely important to create and
sustainably operate a set of necessary instruments and equipment. An integral part of such equipment is
an installation for the purification of liquid products of human waste processing (feces, urine), since the
process of  waste  oxidation produces  pollutants  that  inhibit plant  growth.
The Institute of Biophysics of the SB RAS is conducting research on the creation of such cleaning meth-
ods in relation to closed ecosystems. In particular, software is being developed to automate cleaning
processes [17; 18].

The purpose of this work is biotesting of solutions obtained after purification and the development
of a digital automated control system for the installation of physical and chemical purification of min-
eralized human exometabolites.

Methods and approaches

Long-term daily direct application of mineralized exometabolites into the irrigation solution will
cause its salinity due to the high NaCl content in human urine [19; 20]. In addition, the “wet” combus-
tion method is practically unable to utilize urea, which increases the risk of the development of oppor-
tunistic urobacteria in the system [21] and reduces the availability of nitrogen for the plant CES link.
Therefore, the complex of physical and chemical processing of organic waste includes, in addition to
“wet” combustion, several more sequential processes for purifying solutions of mineralized exome-
tabolites, for each of which a reactor has been developed [18]: 1) decomposition of urea; 2) release of
Cly; 3) synthesis of HCI; 4) release of alkali; 5) release of Na,COs; 6) synthesis of NaCl. Together,
these 6 reactors are a plant for the purification of liquid products of physical and chemical processing
of human waste products.
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To assess the influence of liquid products of the physicochemical oxidation of human exometabo-
lites on plants, we used previously developed methodological approaches for preparing nutrient solu-
tions on this basis for their subsequent use in an experimental model of a closed ecosystem, subject to
regular (once every 7 days) replacement of 1/8 of the nutrient solution with water. That is, in 8 weeks
there was a complete change of solution [22].

Studying the influence of possible pollutants in a nutrient solution required testing the possibility of
long-term use of permanent solutions prepared on the basis of liquid products of the mineralization of hu-
man exometabolites for growing plants. The object of research was the “Moscow Greenhouse” variety let-
tuce. Plants in an experimental model of a closed ecosystem were grown using hydroponics on expanded
clay. The technology and growing conditions are similar to those described earlier. [22; 23]. The duration
of cultivation from germination to technical maturity is 21 days. In the experimental version, the solution
was prepared based on liquid mineralization products. Control options — standard Knop solution: control 1
— permanent solution with correction, control 2 — every 7 days the solution was changed to a freshly pre-
pared one. During plant growth, correction of permanent irrigation solutions was carried out with initial
solutions based on the content of available forms of nitrogen.

When creating an automated control system and software for a treatment plant, a uniform approach
is desirable, thanks to which the same type of process parameters and reactor programming menus will
be displayed in the same way, and the same type of automatic control algorithm for all reactors will be
used. This is important, since the reactors are different, and it is more convenient for the operator to
control and configure them with a uniform interface display. In addition, the automation system and
software being developed should be easily adaptable to connecting possible new reactors to the struc-
ture of the treatment plant. Following this logic, the automation and software must be adaptable to
connecting the “wet” combustion reactor and other reactors of the physicochemical waste mineraliza-
tion subsystem [17]. This seems possible, since the program interaction scheme that meets the speci-
fied requirements for the automation and software of the treatment plant is the same for the “wet”
combustion reactor (Fig. 1) .

Input ; results in xls
devices format

sensor Graphical .
l interface . | | Savingthe
"man-machine" results to an
Analog and - Excel
digital Arduino spreadsheet
Arduino Data
interface Processing Developed
—T software ’
e — - T results
Relay and #
Servo RS-232
standard
| interface
(Arduino
software)

Puc. 1. Cxema B3anMoAecTBHS MPOrpaMMm

Fig. 1. Scheme of program interaction

In order to ensure interaction with peripheral devices, including sensors, relays, servos and others,
it was decided to use the Arduino platform due to its ease of programming, wide support for hardware
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modules and sensors. The Arduino IDE development environment is chosen for Arduino program-
ming. For software development, with a focus on creating a convenient interface for the end user, an
additional development environment was added — Visual Studio using a programming language C#.

Methods and approaches

A study of the influence of pollutants in a nutrient solution showed that the biomass of lettuce
plants grown in non-replaceable solutions of the experimental and control variants did not differ sig-
nificantly, just as there were no significant differences from the biomass of plants grown in control
solutions that were regularly replaced (see table).

Dry weight (g) per plant of lettuce variety “Moscow Greenhouse”, grown on solutions prepared
on the basis of liquid products mineralization of human exometabolites

THI MUTATETHHOTO PacTBOPA Oomas 6rnomacca Buomacca nucTbeB
HecMmensiemblii pacTBop 3k30MeTabo- 33404 99403
JIUTOB
Hecmensiemslii pactBop Kunoma 28405 2 440.5
(xoHTpOIIB 1)

Cwmensemsrii pactBop Knoma 27409 21404
(xoHTpOJIB 2)

Type of nutrient solution Total biomass Leaf biomass
Permanent solution of exometabolites 3.3+04 2.9+0.3
Non-replaceable Knop solution 9 840.5 24405
(control 1)

Replaceable Knop solution 27409 2 140.4
(control 2)

Thus, the fundamental possibility of long-term use of nutrient solutions prepared on the basis of
liquid products of the mineralization of human exometabolites for growing plants of the phototrophic
link of a closed ecosystem has been experimentally demonstrated .

Based on the analysis of the processes of the physico-chemical unit for processing human waste,
the automatic reactor control algorithm was taken as the basis for logical control [18, Fig. 2, B)], the
logic of which is to maintain the parameters of the technological process conditions in the specified
ranges and stop the process when the target parameter reaches the specified value. The work [18] does
not disclose the operating principle of the unit for adjusting the conditions parameters, which is a
problematic point when trying to create a unified structure of the automatic control algorithm for the
treatment plant. This is due to the fact that the processes in the reactors of the installation are varied:
they occur in the liquid and gaseous phase, have one or several stages, and may require partial opera-
tor intervention. Therefore, maintaining certain condition parameter values ultimately requires differ-
ent hardware and logic solutions. As a result, despite the possibility of uniformly displaying the pa-
rameters of technological processes, the software settings for the operation of different reactors and
control algorithms will differ from each other.

The need for an individual approach to settings for each reactor of a treatment plant indicates the
possibility of using common software for all reactors of the physico-chemical mineralization subsys-
tem of waste [17], including a “wet” combustion reactor, the operating algorithm of which differs
from the operating algorithm of the treatment plant (Fig. 2)
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Fig. 2. Reactor operation algorithms:
A — without control of the parameters of the process conditions; b — with control of the parameters
of the process conditions

As a result, software was developed in which, for user convenience, the operator’s workspace is di-
vided into tabs, where each tab has its own reactor (Fig. 3). Each tab has fields for displaying indica-
tors in text format, buttons for reactor control, fields for plotting graphs based on measurement results,
as well as operating time and current date.

By pressing the “Start” button, a signal is sent to the connection port, then the Arduino begins to
transmit readings of the running process. The data is displayed in the appropriate fields, and based on
this data, the construction of the graphs presented in Fig. begins. 3, where each tab corresponds to a
reactor/process of physical and chemical processing of human waste products. Four-color tab marking
is proposed to indicate the state of processes:

state 1 — the process is not running, not the current tab;

state 2 — process not running, current tab;

state 3 — the process is running, not the current tab;

state 4 — process running, current tab.

Reactor operation settings allow you to enter parameter values for each purification process to
automatically maintain and adjust the conditions for its occurrence.
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Fig. 3. The software window during operation:
A — displaying the parameters of the current process (Na2CO3 extraction);
b — displaying the settings of the Na2CO3 extraction reactor

When the process is started, in addition to outputting data in the current time, the data is written to
a text document. All measurement results are saved in separate folders in the software directory. The
file names contain the exact launch date. And the documents themselves describe the number of the
launched reactor and the results of measurements over time.

Conclusion

Peripheral equipment for organizing an automatic control system was selected, problems were
identified and approaches were developed to automate these processes and create software for human
interaction with the proposed installation. Experiments on growing lettuce plants were carried out,
confirming the effectiveness of the proposed purification processes for liquid products of the process-
ing of human exometabolites. Thus, the created complex purification installation, equipped with the
proposed software, can be used for scientific research in relation to CES topics, including space appli-
cations.

BaarogapuocT PaGoTh 10 cO3MaHMI0 M anpoOaluy YCTAHOBKH 10 OYHCTKE OT IMOJUTFOTAHTOB T'a-
30BOIl Cpe/ibl OBUIH BBITIOJHEHBI B paMKaxX T'OCYIapCTBEHHOTO 3a/aHusi MUHUCTEPCTBAa HAyKHU M BBIC-
mrero oopazoBanus P® (mpoekt Ne 121101300066-7).
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YaeJabHbIe 3JHEPro3aTpaThl JJIEKTPO-KOHTAKTHO-XMMHUYECKOil 00padoTKn
MeTaJ1JIOB BUOPHPYIOIIIUM HHCTPYMEHTOM B 3JIEKTPOJIUTE

n. s. LHCCTaKOBl*, B. N. HICCTaKOBI, H. B. TpI/I(baHOBl, U. A. Pemusos’

1CI/I6I/IpCKPIﬁ TOCYAApCTBEHHBIM YHUBEPCUTET HAYKH U TEXHOJIOTHM nMeHu akajemuka M. @. PemetHeBa
Poccwuiickas ®enepanust, 660037, r. KpacHosipck, mpoctt. uM. ra3. «Kpacuosipckuii Pabouniin, 31
Cubupckuii GpeaepanbHbIi YHUBEPCUTET
Poccutickas @enepamus, 660041, r. KpacHosipek, nmpoct. CBo6oaHbIH, 79,
"E-mail: yakovlevish@mail.ru

Ilo yoenvHoMy pacxody suepeuu npoyeccovt opmoodpaz08anus pacnonazarmes 6 mpéx sHepeemuye-
CKUX YPOBHAX. DNekmpoghusuueckue u 31eKmpoxumuieckue memoovt 00pabomKu Memaiios Haxo0samcs Ha
mpemuveMm YposHe, 20e yoelbHble IHep203ampamsl cocmasnsaiom oonee 6-1 0’ ,ZZ?fc/CM3. Ananuz aumepamyp-
HBIX OQHHBIX NOKA3AN NPOMUBOPEYUBOCTNL YOCTIbHbIX 3AMPam HEeKOMOPbIX A8mopos. YoenvHblie IHep203a-
mpamsl 21eKMPOKOHMAKMHOU 00padOmKy HUKAK He Mo2ym Obimb COUZMEPUMBIC 3aMPamamu npu J1eK-
MPOXUMUYECKOU 00pabomKe U3-3a PA3HbIX PA3MEPO8 YOAIIeMblX Hacmuy ¢ nosepxHocmu obpabamolieae-
Mot demanu. Jlumepamyphvle OanHble NO YOeNbHbIM IHEP2O3AMPAMAM dJIeKMPO-KOHMAKMHO-XUMUYECKOL
00pabomku Memanios UOPUPYIOWUM UHCTNPYMEHMOM 8 2JIeKMPOaume Omcymcmeyom, nodmomy npoge-
OeHbl IKCHEPUMEHMbL ¢ uKCcayuell OCYULIOSPAMM MOKA, HANPSAICEHUS U MENCINeKMPOOHO20 3A30pd.
Ilpusedena memoouxa pacuéma yOenbHbIX dHEPeo3ampam no ocyuiioepammam npoyecca. Paccuumanul
3ampamul dHEpeUuU Ha BUOPAYUIO NEKMPOOa-UHCMPYMEHMA, KOMOopble HA NOPAIOK MeHbule HA dNeKMpo-
KOHMAKMHO-XUMUYECKYr0 00pabomky. [Ipu ymenvuleHuy amniumyovl euopayuu Uiy yeeiudeHuy Hanpsi-
JHCEHUsL HA INEKMPOOAX NPOYECC 8 MENHCIEKMPOOHOM 3a30pe Nepexooum & pasmepryo oopabomky 0yeou.
Ilpu 371eKmMpo-KOHMAKMHO-XUMUYECKOU 00pabomKe Memanios SUOPUPYIOWUM UHCMPYMEHINOM 8 800e
yOenvHble IHepPeo3ampamsl pPasHbl (3,5—3,8)~]05 ,bec/cmj, umo coomeemcmeyem 31eKmpOKOHMAKMHOU
obpabomke. Ilpeononazaemcs, ymo UCnoOIb308aHUE BOOHLIX PACMBOPOS HEUMPANLHLIX CONell NPUeoeém
K CHUDICEHUIO 3ampam dHepeuu.

Knoueguvle cnosa: yoenvHvle 3Hepeo3ampamsi, 31eKmMpO-KOHMAKMHO-XUMU4ecKas obpabomka, eubpa-
Yusl, amMnaumyod, Yacmoma, OCYuwiioepammd, pacuém.
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According to the specific energy consumption, the shaping processes are arranged in three energy lev-
els. Electrophysical and electrochemical methods of metal processing are at the third level, where the spe-
cific energy consumption is more than 6:10" J/em’. The analysis of the literature data showed the inconsis-
tency of the specific costs of some authors. The specific energy consumption of electrical contact process-
ing cannot be commensurate with the costs of electrochemical processing due to the different sizes of the
particles removed from the surface of the workpiece. There are no literature data on the specific energy
consumption of electro-contact-chemical treatment of metals with a vibrating instrument in the electrolyte,
therefore, experiments have been carried out with the fixation of current, voltage and interelectrode gap
oscillograms. The method of calculation of specific energy consumption according to the oscillograms of
the process is given. The energy costs for vibration of the electrode-tool are calculated, which are an order
of magnitude less for electro-contact-chemical treatment. When the vibration amplitude decreases or the
voltage on the electrodes increases, the process in the interelectrode gap turns into dimensional arc proc-
essing. When electro-contact-chemical treatment of metals with a vibrating tool in water, the specific en-
ergy consumption is equal to (3.5-3.8) - 10° Jlem’, which corresponds to electrocon-
tact treatment. It is assumed that the use of aqueous solutions of neutral salts will lead to a reduction in
energy costs.

Keywords: specific energy consumption, electro-contact-chemical treatment, vibration, amplitude, fre-
quency, oscillogram, calculation.

Introduction

Specific energy consumption is one of the important indicators affecting the economic efficiency of
the molding process. Specific energy consumption is defined in kWh/kg, J/cm’. In [1; 2] it is recom-
mended to determine the properties of metals per unit volume when revealing the regularities of metal
behavior under various physical processes.

According to this characteristic, all the forming processes are arranged in three energy levels. The
first level includes the processes that require a minimum of energy to break the bonding forces be-
tween only a part of atoms or molecules of the body. This level extends up to the melting energy of
metals (Table 1), i.e., approximately up to 10* J/em® [3].

The second level includes processes that require energy inputs to break the bonds between all at-
oms and molecules of the body. Casting is a characteristic process for this condition. It is not clear
why reaming and grinding are located in this level, because there is no breaking of bonds between all
atoms and molecules. Metal removal occurs in the form of chips [4]. The second energy level is lo-
cated between the melting energy of 10* J/cm® and the vaporization energy of metals 6-10* J/cm’.

Table 1
Energy levels of shaping processes

. Specific
Energy level Shaping method energy consumption, J/om’
Cold deformation 1-10'-4-10"
Stamping 2.10'-6.5-10"

Cold extrusion

5.5-10°-8.5-10°

Turning 1.7-10°-2.5-10°
Broaching 2.5.10°-3.7-10°
Milling 5.10°-7.5-10°
Hot deformation 9-10°-3.4-10*
. Casting 1.4-10*-2.5.10*
Reaming 1.2-10*-3-10"
Grinding 5.5-10*-7-10"
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Ending of Table 1

Energy level Shaping method energy coils) zrcrlé;ltcion, Ve’

Dimensional electrochemical | 4.25-10°-4.35-10°
treatment
Treatment:
anodic mechanical 1.7-10°-5.2-10°

il electrocontact 2.3:10-4.6-10°
electropulse 3.5.10-7.1-10°
electrospark 1.1-10°-2.9-10°
ultrasonic 6:10°-3.6:10°
light-beam 2.8:10"-4.7-10

In the third energy level there are processes, which require energy for complete destruction of
bonding forces between all atoms or molecules of the body. Characteristic for this level are dimen-
sional electrochemical treatment, electrospark and electro-pulse treatments, treatment with electron
and light beams. This level is located above the vaporization energy of metals, i.e. above 6-10* J/cm”.

As the hardness and strength of materials increase, energy consumption increases (Fig. 1) [4] and
treatment productivity decreases. Modern metals and alloys have a tensile strength of more than 200
MPa, so high energy consumption of electro-treatment is quite justified, as other shaping methods be-
come uncompetitive in terms of productivity.

30l (3, Do frame3)
201
2
10t
7
50 00 6, 150
140 300 HB 20

Puc. 1. DHepro€MKoCTh HEKOTOPBIX BUIOB 00OPaOOTKH:
1 — 06paboTka JIe3BUIHHBIM HHCTPYMEHTOM; 2 — HIIH(OBaHUE;
3 — anexTpoumMIrynbcHas; 4 — 9XO0

Fig. 1. Energy intensity of some types of processing

1 —blade tool processing; 2 — grinding; 3 — electric pulse; 4 — electrochemical treatment

Analysis
The data given in [4-6] and Tables 1-3 do not agree with the values of specific energy consumption
during electrochemical processing presented by the authors [7; 8] (Table 4). According to these authors,
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the costs at electrochemical treatment are 9—40 times higher than at electrocontact treatment. Tables 1
and 2 show that the specific energy consumption of electrocontact and electrochemical treatments are
commensurable, which does not correspond to reality because the removal of metal from the treated sur-
face occurs with different particle sizes, in the first case in the form of molten metal droplets, in the sec-
ond case in the form of metal ions.

Detailed indicators of varieties of electrophysical treatment methods are given in the reference

book [6] Table 3.
Table 2
Specific energy consumption of electric methods of treatment

Ne Treatment Specific energy consumption, J/cm’

1 Electrospark 11-29

2 Electropulse 3.5-7.1

3 Electrochemical 4-6

4 Electrocontact 2.3-4.6

Table 3
Main properties of electrophysical methods of metal processing
Treatment method Average specific productivity, cm’/s Average SpeC.lﬁC ener?’ consump-
tion, J/cm

Electrosparking:
rough 93-10°-1- 107 43-72)-10°
finishing 8-10*1.6-10" (1.4-2.0) - 10°
precision 1.7-10°-1.7 - 107 (2.0-2.5) - 10°
Electroimpulse:
rough 1.7-10°-1.8 - 10" (3.5-7.1) - 10°
finishing 8-10*-8-10° (2.6-5.8) - 10°
Electrocontact:
cutting 1.6-10-1.3-10" (0.3-1.2) - 10°
turning 1.6 -10-6.5-10" (1.2-1.4) - 10°
skinning 15-17 (2.3-4.6) - 10°
piercing 8.3-10°2.5-107 (0.12-5.8) - 10*

In Table 3, the specific energy consumption for electrical contact piercing of holes is questionable,
which is an order of magnitude lower than for other types of this processing. The removal of erosion
products from the holes is difficult during electrocontact piercing, so additional energy consumption is

required.
Table 4
Specific energy consumption of certain electrochemical methods of treatment

Ne Treatment Specific energy consumption, J/em’*10°
/i

1 Electrochemical 2.52-5.61[5]; 5.61-11.2[6]

2 Electrical discharge 1.68-3.36

3 Electrocontact 0.28-0.56

More data on electrochemical treatment specific energy consumption in kWh/kg are available in
the reference book [9]. Taking into consideration the density of metals the calculation of energy con-
sumtion per volume item of material being processed was fulfilled. Table 5 shows the results of this
calculation for some metals.
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Table 5
Specific energy consumption of electrochemical dimensional treatment of metals in aqueous solutions
of neutral salts, J/em® 10°

Metal 25%NaCl 30%NaNO; 15%Na,SO,4
Steel U10 1.96 6.44 70.84
Steel 35HGS 3.28 3.84 28.03
Steel 4H5V2FS 3.12 4.37 34
Aluminium 1.55 1.94 65.5
Nickel 2.14 223 39.2
Titanium alloy BT8 3.49 5.33 258

Table 5 shows that the lowest specific energy consumption is characteristic of electrochemical
treatment in aqueous sodium chloride solution. This is explained by the presence of activating chlorine
anion in the electrolyte which favours the formation of intermediate complex compounds [10]. During
electrochemical treatment in aqueous sodium sulphate specific energy consumption increases by 10-15
times the reason for which is passivation of the anode [11]. This phenomenon is especially characteris-
tic of titanium alloy BT8 since titanium is an active metal, its standard electrode potential is 1.2 V [12]
and its surface always has an oxide film.

Methodology

Experimental studies were carried out on an electrotreatment unit with a linear electrodynamic mo-
tor described in the scientific journal [13]. To fix the electrode tool a fixture was made to ensure the
flow of water (weak electrolyte) through the interelectrode gap. The methodology of experimental stu-
dies is described in [14]. The treated metal is HVG steel. However this paper doesn’t provide a meth-
odology for calculating the specific energy consumption of electro-contact-chemical treatment of met-
als in the electrolyte based on oscillograms of the process.

UXX
0, B
Imax

A
|

Iv. HIII I

n3MeHenne M3

Puc. 2. Ocimmnorpamma HanpspxeHust 1 Toka OKXO

Fig. 2. Oscillogram of the voltage and current of the electro-contact-chemical treatment

Calculation of specific energy consumption based on the oscillogram. Typical oscillogram of current,
voltage and interelectrode gap during electro-contact chemical treatment with vibrating electrode-tool in
water is shown in Fig. 9. The data were obtained at an average electrode voltage of 16.7 V and a tool
oscillation amplitude of 0.75 mm. At the oscillation amplitude of 0.25 mm and the average velocity of
water flow in the interelectrode gap of 1 m/s and less, the current and voltage oscillogram characteristic
of dimensional arc machining is observed [15; 16].
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The oscillogram is divided into sections I, I, III, IV. Section I is the pre-breakdown period - the time
of streamer formation - the discharge channel. Section II - breakdown of the interelectrode gap, III - con-
tact of electrodes, IV - period when the current is caused by anodic dissolution of the treated metal (elec-
trochemical treatment). The square of each triangle is determined, thus the amount of electricity passed
in each period (sections I - IV) will be known. Next, the average voltage value at each section is deter-
mined from the oscillogram data.

For section I we have

1
qr ZE paM M.,

Where 4, is the height of the triangle of section I; «, is the length of the base of the triangle of section
I; M, is the current scale, M, =2.5 A/mm; M is the time scale, M _=0.48 ms/mm.
After calculating the amount of electricity for all sections we get

q; =56,25-107 Ku; ¢, =76,6-107 Ku;

¢ =600-107 K; g, =162-107° K.
Average voltage at the sections is
U,=2438B; U,=17,5B; U, =113 B; U,, =25,7 B.
Pulse energy at the sections is
0, =1,351 Ix; Q, =1,348 Ix; O, =6,78 Ix; O, =4,155 JIx.

Taking into account the frequency of oscillation of the electrode-tool (50 Hz), processing time and
the volume of removed metal, the specific energy consumption is determined as follows

W=[(Q+Qt Qs+ Qq) *f*t]/V,

where f is the oscillation frequency, s'; t is the treatment time, s; V is the volume of removed metal,
e’

Specific energy consumtion is W = (3.5-3.8)-10° J/cm’.

In addition to the electrical energy consumed for the electro-machining process, it is necessary to
take into account the energy consumption for the vibration of the electrode-tool. This energy is deter-
mined by the well-known formula

W,=m* f>* A%

where m is the mass of the electrode-tool with the device for its fixing, kg; A is the amplitude of vibra-
tion of the electrode-tool, m. After substituting the data into the above formula it turns out that the en-
ergy consumption for the vibration of the tool electrode is an order of magnitude less than for the
processes of electro-contact-chemical treatment.

Conclusion

Specific energy consumption is an important indicator when selecting a method of treatment of
metals and alloys. For materials difficult to be machined by mechanical methods, the alternative is the
methods of electrical treatment. The analysis of literature data has shown that indicators on specific
energy consumption are contradictory, and for the combined electro-contact-chemical method of proc-
essing by vibrating electrode in water this characteristic is practically absent. Calculation by oscil-
lograms of the process shows that specific energy consumption of electro-contact-chemical treatment
by vibrating electrode in water corresponds to electro discharge treatment and electrochemical treat-
ment in aqueous solution of sodium chloride or sodium nitrate. At electro-contact-chemical treatment
in aqueous solution of the above mentioned salts it is necessary to expect decrease of specific energy
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consumption as energy losses on heating of electrolyte decrease due to decrease of its electrical resis-
tance, and chlorine and nitrate ions reduce activation energy of the treated metal.
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NHOOPMALIUA JJISA ABTOPOB

TPEBOBAHUA K O®POPMJIEHUIO CTATEN

®aiinel co cTaThel MPUHUMAIOTCS 10 JICKTPOHHOM mouTe vestnik@sibsau.ru.

daexkTponHas konusi. Ctarbs Habupaercs B nporpamme Microsoft Office Word 2003 (pacumiupenue ume-
Hu ¢aiiga DOC)!

O0bem crarbm: 5-20 cTpaHun (BKIOYask PUCYHKH, TaOIULIBl M OHOIMOrpaduiecKkue CChliIKM), KpaTkoe Co-
oOmenne — 4-5 crpanui, 0030pHast cratbs — 10 20 cTpaHHII.

IMapamerps! crpannubl. Gopmar A4 (210x297). Ilons: mpaBoe n JeBoe — 2 €M, BEepXHEe M HIKHEE —
2,5 cm.

Texet. Ipudt Times New Roman 11. [Tonzaronosku: mpu¢t Times New Roman 11 bold.

MeKCTpOUYHBI HHTEPBAJ — OIMHAPHBIN, MEKOYKBEHHBIN W MEXTYCIIOBHBIN MHTEpBAl — HOPMaJIbHBIH, Tie-
PEHOC CJIOB HE JOMyCKaeTCsl.

A03auHblii oTcTyn pasex 0,5 cm.

He momyckaercst (!) HabupaTh TEKCTHI MPOMUCHBIMA (3arIaBHBIMH) OYKBaMH ¥ SKHPHBIM IIPUPTOM (Kpome
Ha3BaHUA), a TAKOKE pa3MeIaTh Bce yYKa3aHHBIC JIEMEHTHl B paMKax W HMUTHPOBATH 0(opMIIeHHs Habopa, BbI-
MIOJTHAEMOTO B KypHAJE.

Cratbsl JOJDKHA COZIEPXKATh MPEIMET, TEMY, LIelb PadOThl; METOJ WIM METOJOJOTHIO TPOBEACHHS PadOTHI;
pe3ynbTaThl paboThl; 00JIaCTh TPUMEHEHUS PE3YIIbTaTOB; BHIBOJIBI.

CrpaHuIBl HE HYMEPYIOTCHL.

CTPYKTYPA CTATbHU:

1) Uupexce YK mpexamecTByeT Ha3BaHUIO CTaThbU, COOTBETCTBYET 3asBICHHOW TeMe€ M TMPOCTaBISETCS
B BEPXHEM JICBOM YTIIy JIUCTA.

2) Ha3BaHue craTbu: He Ooiiee 15 cmoB. AGOpeBHATYphI H COKpAIICHUs B HA3BaHUW HE JIOMyCKAIOTCS.

3) ABtopbl. Uaunmmans: u pamumms. KomudaecTBo aBTOpOB OJHON CTaThU He OoJiee MATH. ABTOp MMEET Ipa-
BO ITyOJIMKOBATHCS B BBIITYCKE OIHH pa3, BTOPOH B COABTOPCTBE.

4) Appunuanus aBTopa npu NyOoJIUKANMU: Ha3BaHUE W aJpec OPTaHM3AINH, a TAKKe dJIEKTPOHHAS TTOYTa
aBTOpa-KoppecrnoHeHTa. Ecu aBTOPOB HECKOIBKO, y KaXKIOH ()aMIUIMM M COOTBETCTBYIOIIECH OpraHU3aI[iH
mpocTaBisieTcss udpoBoil BepxHUiA MHICKC. Ecu Bce aBTOpPHI CTaThU pabOTAIOT B OJHOW OpraHH3alyd, OHA
YKa3bIBa€TCS OJVH Pas;

5) Aunoranusi: MuHUMYM 230-250 cioB (crieyeT OpueHTHPOBATHCS HA 00BEM aHTJIOA3BIYHOM aHHOTALIUH).
CTpyKTypa aHHOTAIUH: LIEJIb UCCIICTOBAHMS, METOJIBI, PE3YJIBTATHI, 3aKitoucHre. KypcuBom.

6) Karouesrble ciioBa: He 6oiee 5—7 citoB win ciioBocodeTanuii. Kypcusom.

7) HazBaHue cTaTbM Ha aHTJIUHUCKOM SI3BIKE.

8) ABTOpBI Ha aHIJIMIICKOM SI3BIKE.

9) ApPuananus aBTopa Ha AHTITUIACKOM SI3BIKE.

10) AHHOTaUMsI HA aHTJIMHCKOM SI3BIKE.

11) KiroueBnie cioBa (Keywords) Ha aHTITHHCKOM SI3BIKE.

12) OcHOBHOM TEKCT CTPOUTCSI 10 CIEAYIONIEH CXeME 1 COIEPIKUT 00s3aTeIbHbBIE TI0[3ar0JIOBKH

— BBeeHue
— TemaTn4yecKkHe MOA3ar0JI0BKH 10 OCHOBHO YacTH TEKCTA.
— 3ak/a04eHue.

13) baarogapHoCTH (eciu eCTh yKa3aHHe Ha UCTOYHUKH (DUHAHCUPOBAHHUS, TPAHTHI).

14) Acknowledgements (biaronapHocTr 1yOnupyrOTCSl Ha aHTITMHCKOM SI3BIKE).

15) budamorpadguyeckue cepliaku. budnrorpaduueckre cChbUIKH TOIDKHBI COAEpKaTh He MeHee 15 mcrod-
HukoB! bubnmorpaduueckue ccbutku oopmisrorest Ha pycckom si3bike o ['OCT P 7.0.5-2008. Ccbutkn Ha HcC-
TOYHUKH PACCTABISIIOTCS MO TEKCTY B KBaIPATHBIX CKOOKaX B MOPSIIKE HyMEpaIiH [0 Mepe IUTHPOBAHIS.

16) References. bubnmnorpaduyeckre cChUIKM B pOMaHCKOM ajdaBuTe OPOPMIISIOTCS MO TPeOOBaHUSAM,
MIpeCTaBICHHBIM Ha caiite. Mcnonb3yeTcs cucrtema Tpanciureparu BGN (translit.net)

17) CBenenusi 06 aBTOpax Ha PyCCKOM M AHIJIMICKOM sI3bIKaX. CBeleHUAX ykaszbiBaeTcss ®UO aBropa,
y4eHas CTEICHb, YICHOE 3BaHKE, TOJDKHOCTh, Ha3BaHUE opraHu3anuu. Hampumep:

CenamoB Cepreii IBaHOBHY — JOKTOp (H3MKO-MaTEeMaTHUECKUX HayK, mpodeccop, 3aBenyrouuii kadeapoi
HDC; Cubupckuil rocynapcTBEHHbIH yHUBEPCUTET HAyKu M TEXHOJIOIMH MMeHU akagemuka M. @. Pemernesa.
E-mail: sen@sibsau.ru.

Senashov Sergei Ivanovich — Dr. Sc, Professor, Head of the Department of IES; Siberian State University
of Science and Technology. E-mail: sen@sibsau.ru.
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