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The use of heuristics, cognitive “rules of thumb” or “shortcuts”, are a common part of medical decision making. While using heuristics lessens the cognitive burden of decision making and often comes up with the correct answer, reliance on heuristics can also lead to medical errors. In this introduction we will define heuristics and discuss some of the more common heuristics/biases that may lead to biased decision making and patient harm. We will also look at the use of language in medicine and how that can lead us to make diagnostic errors.
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Introduction

Heuristics are cognitive shortcuts that allow us to make decisions rapidly and often with incomplete information [1–7].

Using a heuristic requires little cognitive effort. For example, we may be in the midst of an influenza outbreak and see a patient with symptoms suggestive of influenza. We briefly interview and examine the patient and decide that it is influenza. Of course, it could be SARS or MERS. However, even though we used an intuitive approach, a cognitive shortcut, and didn’t consciously direct our workup to rule out everything else, it would be ludicrous to do a full evaluation for MERS on every patient with influenza symptoms. Our mental shortcut (heuristic) is probably right. We are using the “availability heuristic” to make our decision; influenza is in the news and seemingly every patient we see has influenza. It is in the top of our mind and is the most “available” (and in this case the most likely) diagnosis [8].

Most of the time heuristics work fine, and in some situations, may be more accurate than conscious deliberation [9]. In fact, about 95% of our decisions are based on intuition/heuristics [10]. However, the use of heuristics can also lead us to make wrong decisions. Take, for example, the “availability heuristic.” We are more likely to think of a pulmonary embolism in our next patient with shortness of breath if we recently misdiagnosed a patient with a pulmonary embolism. Or, when we see a patient with an uncommon illness, we suddenly “see” that same illness in patients with similar symptoms even though the disease itself may be uncommon. The illness is top in our mind (most available) and so we “see it” everywhere.

Heuristics are an evolutionary adaptation and are hard wired in our brains. For example, a heuristic may suggest that we run away from a charging lion without consciously balancing the pros and cons of various options for 10 minutes (at which time we likely will be dinner with a side of fries). If we are wrong and it is a Russian Blue...
Cat, we haven’t wasted a lot of mental effort making our decision and we have survived [12]. Functional MRI (fMRI) has identified separate neural pathways for heuristic-based decisions and those made by contemplation – a distinction now referred to as “the dual process model” [13–16].

Being general rules, heuristics can cause us to make mistakes in an individual case if that case deviates from the general rule. The problem is not just theoretical. In one study, up to 74% of medical errors were determined to be the result of cognitive errors. 30% of emergency physicians self-identified cognitive errors as a source of mistakes while cognitive errors were operant by self-report in 42% internal medicine errors [17–19]. There are many cognitive and affective errors that are well recognized as sources of errors in medical decision making. A partial compilation of 50 of these by Pat Croskerry MD, PhD, FRCP from Dalhousie University in Nova Scotia can be found here: http://sjrhem.ca/wp-content/uploads/2015/11/CriticaThinking-Listof50-biases.pdf [5]. It would be impossible to address all, or even a significant portion of these, in a short paper. However, with this background, let’s consider some examples.

Case 1

NHK is a 64-year-old male with a history of hypertension who presents to the emergency department with abdominal pain, described as a burning in the midepigastric region after he eats a large meal. The pain usually resolves with an H2 blocker or an antacid. The patient turns out to be a retired physician as well as a major benefactor of the hospital. The Chief-of-Staff and head of surgery show up. The clinical evaluation reveals diffuse mild, tenderness, especially midepigastric. An appropriate workup, including an EKG, is normal.

This is not a patient that you would evaluate further given the history and exam. It sounds like simple esophageal reflux. However, the Chief-of-Staff wonders out loud (and within hearing range of the patient) if a computerized tomography scan of the abdomen should be done. Since the patient is a friend yours, you really don’t want to miss anything and order a CT scan. The CT scan shows an adrenal incidentaloma which prompts the surgeon to recommend an open biopsy “just to be sure.” Usually these are followed every 6 months, but the surgeon doesn’t want to miss anything either. The patient dies on the table from uncontrolled bleeding, the result of an unneeded test. (This process of following up one unneeded test with others is called “The Ulysses Syndrome”. It often results in an adverse patient event [20].)

Affect Heuristic/Visceral Bias

Having a friend (or disagreeable individual or anyone, really) as a patient may lead to decisions invoked by the “affect heuristic” also known as “visceral bias” [11]. The affect heuristic is operative when we have positive or negative feelings about our patient. This is at least part of the reason behind the admonition to not care for close family members and why many of don’t like taking care of colleagues and other “important” people such as major donors to the hospital.

These feelings can skew our decision-making in two ways. The first is “omission bias,” which might lead us to avoid an indicated but painful procedure on a friend or family member. For example, we might be more hesitant to perform a lumbar puncture on our own child or significant other than we would be on a patient who is otherwise a stranger. This omission could lead to a missed or delayed diagnosis of meningitis or sub-arachnoid hemorrhage. A second potential outcome of the affect heuristic is “commission bias” whereby we are more likely to perform tests on a patient in an attempt to not miss anything. Commission bias is what led to a bad outcome in the case above. It isn’t unusual to find an “incidentaloma”, an unexpected finding on a CT scan [21]. There are guidelines to manage these findings, but we feel pressured by our friendship with our colleague in the case above to “do more” to rule out any significant illness. This may lead to a bad outcome (bleeding from a procedure, etc.).

Case 2

SM is a 41-year-old complaining of the sudden onset of a severe headache. He states he never gets headaches and that this is the worst headache of his life. The nurse tells you he is a “drug seeker” and had an addiction to narcotics in the past (although she hasn’t seen him for 12 years). His physical examination is intact except the clothing he is wearing are old and a bit shabby. The patient is discharged with a diagnosis of a severe migraine and returns by ambulance to the hospital comatose later that day. The CT scan shows a large subarachnoid hemorrhage.

Attribution Error

If the individual was a businessperson dressed in a suit and tie, and the nurse hadn’t told us that he had a history of drug seeking in the past, we may have done the CT scan at the first visit. The symptoms are suggestive of a subarachnoid hemorrhage; sudden onset of a severe headache in patient without a history of headache. This is an example of “attribution error”. An “attribution error” occurs when we make decisions based on irrelevant information based on a patient’s race,
age, or other “attribute” that doesn’t change the probability of disease. For example, both a 41-year-old well-dressed banker and a 41-year-old homeless individual can have a subarachnoid. Yet we treat the banker differently than the homeless individual. In our case, we have no idea if this patient currently has a drug problem. The last history we have of this is from 12 years ago. Even if he does, it is still irrelevant to the chief complaint given that the mortality from each subarachnoid hemorrhage approaches 50%: It isn’t something we can afford to miss.

Think about how you feel if the nurse tells you that your next patient “is looking for narcotics” or is a “drug seeker” or “is crazy”? Do you look forward to seeing this patient? When we are told a patient is a “drug seeker”, we subconsciously assign other characteristics to the patient. Perhaps you are expecting an angry, aggressive and demanding patient. If we are told that a patient is depressed, we are less likely to believe their symptoms (for example a subarachnoid headache symptoms) are real [22]. The way people dress, their race and even their gender, effect how we react to the patient. We may assume that a homeless person is uneducated, and an alcoholic or addict. The truth may be that the patient has a PhD in physics but has been unable to find a job and therefore can’t afford a flat. But we “attribute” certain characteristics to the patient solely based on the fact that he is homeless, poorly dressed, or has a past history of drug addiction. The same is true if we are seeing a minority or a woman. We tend to minimize the symptoms if our patient is female, perhaps thinking “she is just emotional”. We are less likely to do an invasive cardiac workup if our patient is female [23, 24]. This is the same reason that female doctors get called “nurse” or a recent medical school graduate is told “you are too young to be a doctor”. The patient is associating (attributing) female = nurse and a young-looking = can’t possibility be a doctor.

Once you hear something negative about a patient, it is hard to put it out of your mind. So, if you find for some reason you are angry or frustrated or don’t like the patient, take a step back before you make a medical decision and ask yourself why you are having this reaction to the patient and whether or not this is clouding your decision making process. Is this affective bias? Could it be attribution bias? Simply recognizing the role these are playing in your decision-making process can help you avoid errors.

The “one word one meaning” fallacy

The next case is one that we have all experienced (and many of us on frequent basis). Recall when you were a junior student or resident and went into a patient’s room. You walk out of the room and go talk to the senior physician to present the case. The senior doctor goes into the patient’s room and gets an entirely different history. Raise your hand if this has happened to you...more than once! So why does this happen? Part of the reason is the “one word one meaning” fallacy [25]. For example, the patient may deny chest pain when asked. But if you ask, “any pain, pressure, sharp feeling, heaviness, tightness, or discomfort in your chest?” the patient may answer yes. To the patient, “chest pain” may mean one thing (for example sharp). To us, “chest pain” means any cardiac discomfort including pressure, heaviness, a tearing sensation, pain with breathing, etc. So, start with an open-ended questions such as, “What kind of symptoms are you having today?” If you do need to prompt the patient, give them several options to help them describe their symptoms (pressure, tightness, sharp, stabbing, etc).

Another example of the “one-word-one-meaning-fallacy”: JC is a 32-year-old patient who was in the hospital for “shortness of breath”. He had an extensive workup including a left heart catheterization, a right heart catheterization, pulmonary function tests, a bronchoscopy, a chest CT, etc. He was discharged and promptly walked from his inpatient room to the emergency department. It was very puzzling. Why did he get discharged and come right to emergency department? His response, “I am still short of breath”. Here is this guy who looks like he could be the striker on the Russian National Football team complaining he is short of breath. So, I asked him, “what do you mean by shortness of breath?” As doctors and other care providers we expect him to say something like, “I can’t walk 20 feet without having to stop to catch my breath.” His response? “I can’t breathe through my nose”. This happens a lot: Don’t assume you and the patient are speaking the same language even if you are speaking the same language. To those of us in medicine, “shortness of breath” usually means dyspnea. But, as in this case, the patient may use words differently. So always ask the patient to describe their symptoms. For example, what does the patient mean when she complains of a “migraine headache” or “the flu”? To the patient, a migraine is any bad headache. To us it is a specific kind of headache (unilateral, pulsating, nausea, photophobia). To us, “flu” means “influenza”. To the patient it may be nausea and vomiting. In the case of JC we could have avoided 2 weeks in the hospital and tens of thousands of dollars of tests simply by asking, “What do you mean by shortness of breath?” So any time the patient tells you their diagnosis (“I am dizzy”, “I have a migraine”, “I have a slipped disc”), ask
them to describe their symptoms. It is our job to figure out what is going on and not just to put down in the chart what the patient believes that they have. We may need to take the time to educate the patient, especially in the age of the World Wide Web, where patients often think they already know the answer. But that is part of what it means to be a doctor in the 2020s.

Case 3

The last case is also case that everyone has seen. BFL is a 22-year-old female who presents complaining of “twelve out of ten” pain; this is the worst pain she can imagine. Of course, she is smiling and eating a bag of potato chips. You are scratching your head wondering if she is making this up. How can she really be in such bad pain while eating potato chips? She looks fine. Is she just looking for narcotics?

Frame of Reference

It is possible she is looking for narcotics. But it also may be that her frame of reference is different than ours. What is the worst pain a patient can imagine or has seen? Maybe an ingrown toenail, a sprained ankle or falling and hitting her head. What is the worst pain you can imagine? Probably 30% second degree burns, a kidney stone or maybe an open femur fracture. So, for the patient, this may be the worst pain imaginable. The point is that we should not dismiss this complaint and assume it is fake or embellished. Her idea of what constitutes “worst pain” is going to be different than ours.

Discussion and Conclusion

Language and heuristics both have a roll in diagnostic errors. Teaching about the way we make decisions may help to reduce medical errors [26, 27]. In this paper we discussed the affective heuristic (AKA “visceral bias”), attribution error, availability bias and “the one word on meaning fallacy”. In the follow-up paper we will discuss dealing with uncertainty in medicine, “representiveness”, diagnosis momentum as well as other common sources of medical error.
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