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THE PROBABILITY OF THE CORRECT MAJORITY MADE DECISION

Aim: the probability of correctness of collective decision is studied in this paper,
whereby the decision is made by majority vote of some team (group), consisting of an odd
number of members, provided that the probability of correctness of individual decision of
each member of the group is known.

Methods: the Bernoulli scheme, asymptotic representation, estimation by virtue of
geometric progression, exponential series expansion, Wallis’ product, a power scale of
averages, Kolmogorov mean.

Result: it was found, that if for each member of the group the probability of the
correct decision is more than %, then with an unlimited increase of the number of members of
the group, the probability of the right collective decision tends towards one. The asymptotic
representation and a number of two-sided assessments which characterise the speed of this
tending were obtained. For a non-homogeneous group (i.e. the group the members of which
make the right individual decision with different probability) the notion of a collective
average was introduced here as an averaged characteristic that can be used to replace
individual probability of each group member saving the probability of the right collective
decision. The existence and uniqueness of a collective average was proved.

A collective inequality was identified which shows that a collective average of some
set of numbers is no less than the geometric mean of the same numbers, and the equality is
present if and only if all members are equal at that. A collective inequality serves as analogue
and addition to the known set of inequalities establishing connection between two different
average values (for instance, the AM-GM inequality).

Conclusion: thus, the results of the study fully meet the aim of determining the
probability of correct decision made by a majority of votes under the assumptions taken. As a
result, asymptotic representation and bilateral estimates characterising the speed of tending to
the correct decision was obtained. For a non-homogeneous group, the existence and
uniqueness of the concept of collective average as an averaged characteristic were introduced
and firmly proved, which can be used to replace an individual probability of each group
member, whereby preserving the probability of correctness of the collective decision. It was
found that the collective average is no less than the geometric mean. Potential applications of
the results obtained can be the quantitative evaluation of election procedures and the solution
of problems associated with improving the reliability of recognition of weak signals of control
sensors in various transport systems, including high-speed transport systems on magnetic
suspension.

Keywords: group of experts, the formula of full probability, geometric progression,
recurrence relation, asymptotic representation, binomial series, collective average, geometric
mean, exponential average, transport systems.
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Cankr-TlerepOyprekuii rocyIapCTBEHHBIH YHHBEPCUTET
2HeTep6yprc1<I/H"4 rOCy/1apCTBEHHBIA YHUBEPCUTET IyTEH COOOIICHUS
Nmneparopa Anexcanapa |

(Cankr-IlerepOypr, Poccus)

BEPOATHOCTD ITPABUJIBHOCTHU PELHLIEHNUS],
INPUHUMAEMOI'O BOJIBIIMHCTBOM I'OJIOCOB

Heab. HMccnemyeTcsi BEpPOSATHOCTh MPABWIBHOCTH KOJUIETHAIBHOTO DEIICHHS, KOTOPOE
MPUHAMAETCSI OOJIBIIMHCTBOM TOJOCOB HEKOTOPOTO KOJUICKTHBA (KOJUIETHH), COCTOSIIErO W3
HEYETHOTO YKCJIA WICHOB, €CJIM M3BECTHAa BEPOATHOCTh NPABUIBHOCTH HHIUBUAYATBHOTO
pEeIICHHS KaKIO0TO WieHA KOJUICTHH.

Metoabl. Cxema bepHy/uHM, acUMITOTHYECKOE MPEICTABICHUE, OIEHKA IMOCPEICTBOM
TrE€OMETPUYECKUX TPOTPECCHil, pa3iokeHHe B CTENEeHHOHN psa, (opmyna Bammmca, crenenHas
IIKaJla CPeTHUX BEeJINUrH, cpeanee mo Koiamoroposy.

Pe3yabTarbl. YCTaHOBJIEHO, YTO €CIIM JUISl KaXKJIOTO YieHa KOJUIETMH BEpPOSITHOCTH
HpaBI/IJ'IBHOCTI/I PIHIII/IBI/IIIyaJII)HOFO pCHIeHI/IH 60.HI>HIC 1/2, TO HpI/I HGOFpaHI/ILIeHHOM pOCTe quclia
YJICHOB KOJIJICI'NHU BCpOHTHOCTI) HpaBI/IJ'II)HOCTI/I KOJIJICTHAJIBHOT' O pemeHHs{ CTpCMI/ITCSI K 1
[TosrydeHbI aCUMIITOTHYECKOE TPEACTABICHUE U PSJl JBYCTOPOHHHUX OIICHOK, XapaKTEePH3YIOIINe
CKOPOCTh 3TOr0 cTpemiieHus. JIJis HEOAHOPOIHOW KOJUIETHH (TaKOW KOJUICTHH, WICHBI KOTOPOH
MPUHAMAIOT TPAaBUIBHOE MHIUBUIYAIBHOE PEIICHUE C pa3HOH BEPOSITHOCTHIO) BBEJCHO TIOHSATHE
KOJLIe2UANIbHO20 CpedHe20 KaK YCPEIHEHHOW XapaKTepUCTHUKH, KOTOPOW MOKHO 3aMEHHTH
WHIMBHIYAJIbHYI0 BEPOSATHOCTh KAKIOTO WIEHA KOJUISTMM C COXPAaHCHHEM BEPOSTHOCTH
MPAaBWJIBHOCTA KOJJIETHANIBHOTO pemieHus. Jloka3aHO CyIIeCTBOBaHWE U EIWHCTBEHHOCTh
KOJUIETHAJILHOTO CPEJIHETO.

BriBeneHo koanecuanvHoe HepaseHcmeo, TMOKA3bIBAIOIIEE, YTO KOJUIETHAIBHOE CpeIHee
HEKOTOPOro Habopa YHCeNl HE MEHBIIE CPETHET0 TEOMETPUYECKOTO TEX KE YHCe, MpUYeM
PaBEHCTBO MMEET MECTO B TOM M TOJBKO TOM CIlydae, KOT/Ia BCE YMCIIa PaBHBI MEXKIY COOOM.
KosuternanmbHoe HEpaBEHCTBO CIIY)KHT aHAJIOTOM U JIOTIOJHCHHEM HM3BECTHOMY HaOOpy
HEPABCHCTB, YCTAHABJIMBAIOIIMX CBS3b MEXJIy Pa3JIMYHBIMU CPEAHHUMH BEIUYMHAMU (HAIIPUMED,
HepaBeHCTBO Koty j1s cpeiHero apuMETHUECKOTO M CPETHET0 TEOMETPUIECKOTO).

3akuouenue. [lomydeHHbIE pPE3yNbTaThl MPOBEACHHOTO KCCICIOBAHUS TOJTHOCTHIO
OTBEYAIOT TIOCTABJICHHOM IIEJIHM IO ONPEICIICHUI0 BEPOSATHOCTH MPABUIBLHOCTH KOJUICTHAIBHOTO
pemeHI/m, HpI/IHSITOI‘O 60J'IBIIH/IHCTBOM TOJIOCOB HpI/I BBCICHHBIX ,ZIOHYIIICHI/IHX. B pe3y.IIBTaTC
HOJ'Iy‘{CHBI ACUMIITOTHYCCKOC HpeI[CTaBJ'IeHI/Ie nu )IByCTOpOHHI/Ie OLICHKH, XapaKTepI/ISyIOHII/Ie
CKOPOCTh CTPEMJIEHUSI K TPABUIBHOMY pEMEHUI0. J[JI1 HEOIHOPOAHOW KOJUIETHH BBEICHBI U
CTpOFO JOKa3aHbI CYIHGCTBOBaHI/Ie U CAUMHCTBCHHOCTH ITOHATHA KOJIJICTUAJIBHOTO cpenHero KakK
pre)IHeHHOﬁ XapaKTepI/ICTI/IKI/I, KOTOpOﬁ MOXHO 3aMCHUTH I/IH)II/IBI/I}IyaJ'IBHYIO BepOSITHOCTB
KaXXJIOTO C COXPAaHCHHEM BEPOSTHOCTH MPABWIBHOCTH KOJUICTHAIBHOTO pelieHus. Y CTaHOBIIEHO,
YTO KOJIJIETHMAIbHOE CpEeJHEE HE MEHbIIe CcpegHero reomeTpuueckoro. IIpuknagHbiMu
HalpaBJICHUSIMA TPUMEHEHUS! TIOJYYEHHBIX PE3YIbTaTOB MOTYT CIYXHTh KOJMYECTBCHHAS
OIICHKa BBIOOPHBIX TPOLEAYpP M pelieHHe MpoOJieM, CBA3aHHBIX C IOBBIIEHUEM HAJACKHOCTH
pacro3HaBaHusl CIa0bIX CHUTHANIOB JaTYMKOB KOHTPOJISI PA3IUYHBIX TPAHCHIOPTHBIX CHUCTEM,
BKJIO4as BBICOKOCKOpOCTHBIe TpaHCHOpTHBIC CUCTCMbI HA MAarHUTHOM IT10OJABECCE.

Knrouesvie cnosa: xonnerus 3KCrepToB, (GopMya MoJHONW BEPOSITHOCTH, TeOMETpUIECcKast
MPOTPECCHsi, peKyppEHTHBIE COOTHOIICHHSI, aCHMIITOTUYECKOE TPEACTaBICHHE, OMHOMHUATHHBIN
psiA, KOJUIETMAJIBbHOE CpEIHEE, CPEAHEE I'eOMETPUYECKOE, CPEJHEE CTENEHHOE, TPAaHCIOPTHBIE
CUCTEMBI.
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INTRODUCTION

With the aim to increase the reliability of responsible decisions, the group
decision making is used. For instance, significant calculations are tasked to
several individuals, and the result is considered to be reliable if it is the same at
all the individuals. Another example is obtaining experiment findings. In case of
discrepancies in measuring sensors’ weak signals values, the preference is given
to the majority’s data. This approach rests on the hypothesis that the decision
that is made by the majority vote of some group (group of experts) is more
correct than that of each expert’s individually. The major aim of this work is to
verify this hypothesis and assess quantitatively the collectiveness effect.

MAIN NOTIONS AND TASK SETTING

Let one assume that the group consists of (2n+1) experts (for short -
(2n+1) -group) and is characterised by vector X =(x,,...,%,,,,), where x, [0;1] —
probability that k-th expert takes the right decision. Then, by the law of total
probability [1], the probability that the majority vote results in the right decision,
Is determined by the expression

H(X):Z Z(l_xil)“'(l_xik )'(Xl'---'xzn+1)/(xi1'---'Xik)- (1)

k=0 {i,..q, J<{t,..., 2n+1}

In the expression (1) the k-th number of the outer sum is the probability
of the incorrect decision by k experts, and the sum is the probability that the
incorrect decision has been made by less than half of the experts. If the fraction
in (1) loses its literal sense as a result of some components equaling O, it
should be considered equal to multiplication of all components except for
X - X

If X=(p,..., p), let the group be called homogeneous (a good one, if p > 0,5,
and a bad one if p < 0,5). For this type of group, the expression (1) turns into the

Bernoulli scheme [2]: 77(X)=P,,., =Y C5., p*"** g, where q =1- p. Further on, it
k=0

IS more convenient to deal with the probability of mistake Q.n+1=1-Pjn4, i.€. the
probability that the group makes the incorrect decision. It is obvious,

Q2n+l = chml pk q2ﬂ+l*k ' (2)
k=0
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HOMOGENEOUS GROUP

Two-sided assessment of probability of mistake
Let the group be considered to be a good one. If the multiplication q(pq)" is put

outside the brackets, from (2) Q,,., =a(pq)’ ZCM (g/p)"*.is obtained. With p >
05 it follows that (q/p) (q/ p) . This  implies  that

2n+1

pq q/ p ZC2n+l - Q2n+1 < q pq ZC2n+l ConSIderlng that ZCZnJrl = O SZCZnA =

[3], and maklng other obvious S|mpI|f|cat|ons, we obtain
qlaa”) Q.. <q(4pa)'. (3)

Let us introduce the parameter a = 2p —1. It is obvious that p =0,5(1+a), q
= 0,5(1-a), whereby for a good group 0<a<1, and for a bad one -1<a<0.

Expressing p and g through o, the inequality (3) can be converted to

ol1-af) <Qu. <qli-o?). (4)

For a good group 0 < (1-0)* < (1-¢®) < 1, means that the probability of
mistake is assessed from both sides by infinitely decreasing geometric
progressions. In particular, with unlimited growth in the number of experts, the
probability of mistake tends towards 0.

Recurrence relations, decrease of probability of mistake

(2n+1)-group is a combination of (2n-1)-group and a pair of experts. Let
p,(q,) be the probability that (2n—1)-group have made the correct (incorrect)
decision dominating by one vote. (2n+1)-group makes the incorrect decision in
the following cases:

1) (2n-1)-group have voted incorrectly by a margin of more than one
vote; the probability of this equals Q.1 — Qa;

2) (2n-1)-group have voted incorrectly by a margin of one vote, whereas a
pair of experts has at least one that voted incorrectly; the probability of this event
equals q(1-p°);

3) (2n-1)-group have voted correctly by a margin of one vote, and a pair
of experts has two that have voted incorrectly; the probability of this event
equals p1o°.

Adding these probabilities together and considering that p,=CJ ,p"q"™*,

g, =Ci%p™'q", p=05(1+a), q=0501-c) and CJ ,=CI-%=05C]. , we can obtain
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Qo = Qs = _(a/z)cznn ((1_a2)/4)n . (5)

For a good group (0< o < 1) the right side (5) is negative, wherefrom it
can be seen that the sequence Qyn+1 IS a decreasing one, i.e. adding an additional
pair of experts results in the decrease of probability of mistake.

Economical calculation formula

Having recorded Qz+1 as Qi+ (Qz — Q1) +...+ (Qzne1 — Q2n1), putting
subtractions (Qux+1— Qox_1) from (5) and considering that Q;= g = 0,5(1-a), we
can obtain for Q.. the following representation:

Quns = (12)~(0/2) ZCZK((l o2 )/4)" = (12)~ (0/2)> AX, (6)

k=0

where x=1-a*, A :C2k/4k :

Let us also consider that, in accordance with [4] A =C} /4"=
= (2k =)/ (2K ).

As n increases by 1, there is an additional of one term added to the addition in
(6), and the already existing terms remain unchanged. In (2) as n increases, all the
terms are changed. Therefore, the formula (6) is more economical for numerical
calculations.
Asymptotic representation of the probability of mistake at n—o

Considering the last representation for A, , Zn: A x* is a partial sum of binominal
k=0

series with the facto r-1/2 [5]. Then Zn:Akxk =@1-x)"*=1a, wherefrom
k=0

ZAkx =(l/a)- ZAkx Putting this expression to (6) and putting the first member of

k=n+1

the addition outside the brackets, we can obtain the following representation:

Qunr = (/2)A XS (At At X (7

k=0

Let us prove that at n —oo the sum in (7) tends towards ixk , 1.e. we will

k=0
assess the subtraction of these sums. According to Wallis’ product [6]

Y nh+12) <A, <1/Jmn. (8)

From this above, we can easily obtain: A, /A >.n/(k+n+12), wherefrom
we have 1-A . /A <1-n/(k+n+12). The right side is less than the value
(k+1/2)/2n, consequently, 0 < 1— Ans1/Ansi< (k+1/2)/2(n+1). This means that
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<§xk—§ Ao Aot )X Z (A A )X k:(k+1/2)/2(n+1)-xk -
2(n+1) (ikx +]/22x j 9)

where ixk =1/(1-x) (the sum of geometric progression [7]); ikxk = =x/(1—x)
k=0 k=0
[8]; wherefrom, consideringx=1-a’, we have: ixkzj/az, ikxk = (1-o?)/a
= k=0

Adding this to (9) and expressingi (A..../A.,)x*in the resultant inequality , we
k=0

can obtain:

( az)(l_]/( (n+1) (l/a _]/2))<§, Ak+n+1/A1+l X <:|/OL (10)

The sum in (10) differs from Q,n.; by the multiplier (a/2) Anq X™ (see.
(7)). Multiplying (10) by this multiplier and assessing A,.1 from both sides by
virtue of (8), we can obtain the following two-sided assessment for Q,.1:

(b-o?)* oo Jaln+12) 0~y 20 + D)V o ~12) < Q.. <f-0?)* floryan). (1)

It is obvious that the second multiplier in the left part is 1+O(1/n).
Therefore, the following asymptotic representation follows from (11):

Qo = 1-0 ) /(20 fan } 1+ On)). (12)

Let us compare the assessments (4) and (11). It is seen that the second one
Is asymptotically more precise, i.e. for each fixed a > 0 there exists n, starting
from which the range of change Qn+1, in (11) is more narrow than the range in
(4). However, the assessment (4) has the advantage that it is even along a,
whereas in (11) the range expands without limits at a— 0. Therefore, the
relevance of this or that assessment for certain calculations depends on
numerical values of input data.

COLLECTIVE AVERAGE

Let us return to (2n+1)-group of the general form, which is characterised
by vector X= (X1,..., Xon+1). Let us select such a homogeneous (2n+1)-group that
has the same probability of the correct decision just the first one does. The value
p of this homogeneous group (the probability of the right individual decision of
its member) can be interpreted as an average value for a set of probabilities xg,...,
Xon+1. L€t them be referred to as a collective average of the values Xy, ..., Xon+1. IN
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accordance with this definition, the collective average p of values X;,..., Xop+1 IS @
root of the expression

H(X): P2n+1(p)’ (13)
lying in the interval 0 < p < 1, where 74(X) is determined by formula (1),

P2n+l(p) p p.. p zc2n+1 pzml k p)k .

Existence and uniqueness of collective average

Let us study the monotony of /7(X) by each variable, e.g. Xon+1. Let us say
that 2n-group of experts with numbers 1, ..., 2n have voted by a margin of k, if
the right votes have been given by k more experts than incorrect ones. The
margin acquires odd values from ot —2n to 2n. With k # 0 the decision of
(2n+1)-group does not depend on the decision of (2n+1) expert, and with k=0
it coincides with it. It means that 77(X) =R, +...+ Ry+Rg Xon41, Where Ry — the
probability of margin k. The probabilities Ry,,..., Ry do not depend on X,,.1, and
Ro >0, therefore 77(X) is either strictly increasing function (at Ry > 0), or a
constant one (at Ry = 0). The latter takes place when over half of the members of
2n-group vote unanimously, and therefore their votes cannot be divided equally.
In other words, among Xi,..., X, there are more n components equalling 0, or
more n, equalling 1. In the first case 77(X) =0, in the second 77(X) =1.

Thus, since P,n.1(p) = 71(p, p,...p), then Py..1(p) strictly increases at the
interval (0; 1), where it is different from 0 and 1. But P,n+1(0) = 0, Pynia(1) =1.
Thereby, P,n.1(X) strictly increases by [0; 1] from 0 to 1. It is uninterrupted,
therefore the equation (13) has the sole solution [9].

Note: if in the set (Xy,..., Xon+1) there are zeros or ones, for a collective average
one of the properties of the Kolmogorov mean may be breached [10]:
replacement of values of any subset in the set (Xy,..., Xon+1) TOr the average value
of this subset does not change the average value of the whole set. Therefore, for
the collective average, generally speaking, the universal representation by
Kolmogorov does not take place [10, 11] in the form ¢™*(¢(x)+...+o(x,)/n),

where ¢ is some strictly monotonic function.
COLLECTIVE INEQUALITY

Further on, it will be proved that the collective average is more than or
equal to the geometric mean:

p>g=(X-...x, )", Tie m=2n+1, (14)
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Let us start with special cases g = 0 u g = 1. In both cases, the inequality (14)
Is obvious, therefore it may be further assumed that 0 < g < 1. This implies that all
X1,..., Xon+1 are different from 0 and not all of them are equal to 1.

Due to strict increase of the function Pyni1 (14) < Ponst(p) > Pon+1(g). But
Pon+1(p) =11(X) (13) and Pn+1(9) =71(G), where G=(g,...,9). Thus, (14) < [1(X)
> [1(G). And this inequality, considering exclusion of special cases, is equipotent
to the statement (), which is exactly what needs proving.

(x) Let ge(0;1), and A is a set of vectors X =(x,...,x,), the ones, that
x; (0], and x;-...xp= g". In this set, the function 77(X) reaches the lowest

value at X=G, where G=(g,..., 9).
Note: due to equality of x;-...-x,= g" it is sufficient to prove that all components of
the vector, delivering the minimum of I1(X), are equal between each other.

Let us proceed to the proof. Expressing x, from the condition X;-...-Xn= ¢
and putting it to /7(X), we acquire rational and fractional function of the
variables xi,..., Xn_1, an uninterrupted one since its denominator X;-...-Xy,_; differs
from 0 due to 0 < g < 1. Andx, e|g™] for all k=1..,m-1. Thus, the function is
determined at the compactum [12], meaning it reaches the minimal value [13].
Consequently, the vector constituting the minimum 77(X), exists. Now, let us
prove that it cannot have irregular components.

Let us consider the vector XeA, that has more than n components
equalling 1. For this 77(X)=1, whereas 77(G) < 1 (because g < 1). It means that
the vector, which constitutes the minimum of the function 77(X), has no more
than n components equalling 1. Let X be such a vector, and let not all of its
components be equal to each other. Without limiting the generality, it can be
assumed that x;# X,. Let us prove that then the value of 77(X) is not the lowest at
A.

m

Since all the components are different from 0, the fraction in (1) can be
perceived literally and the multiplication of all components x -...-x,,., =g™. can

be put outside the brackets. Now, 77(X)=g"> St ~1)..( ~1), where
k=0 {ip,.dy J<{l,...,m}

t, =1/x;, and the term of the outer sum, corresponding to k=0, equals 1, and the
vector T = = (t,..., t,,) possesses the following properties:

Dt #t;
2) among t,..., t, no more than n units equal 1;
3) the vector T delivers the function ©(T)= S, -1)..(t, -1) the

k=0 ip i e}

minimum at the set of vectors, which have t, >1,and t,-...-.t, =r™ >1, where r=1/g.
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Let us be view ® (T) as the function of t;, t, at constancy of the other
variables. Separating the terms and co-multipliers, containing variables t;, t5,
expressed by ® (T) one can convert them to

®(T ) =Ctt, + (Cl -G, )(tl +1, )"’ Co, (15)

where coefficients C,, C,, Cy are not dependent on ty, t,, and

n=1

C,= t -1 -1),c,=> 3 -1k -1). (16)

k=0 {iy,..i }<{3,...,m} k=0 {i,..i }<{3,....m}

For further work, the signs of coefficients in (16) are significant at t;t,
and t;+ t,. In the sum for C, all the terms are non-negative, with one of them
being equal to 1. It means, C, > 0. Let us prove that C; — C, > 0. In accordance
with (16) the outer sum for C; differs from the outer sum for C, on additional

term with the number k = n —1. Therefore, C,~C,= >t ~1)..(t, -1)>0 as

{iv,--dnajci3,. m}
the sum of non-negative terms. Let us assume that this sum equals 0. Then all
the variables are equal to 0, i.e. any multiplication of (t, ~1)...-(t 1), where

{il,...ikn_l}c {3,...m}, is equal to 0. Thus among the subtractions and (t, -1),...,(t, —1)

there are no more than n-2 that are different from 0, and it means there are at
least 2n —1- (n-2) = n+1 equalling 0. Or, which is the same, among the
components ts,....,t,, there are n+1, equalling 1. It is especially true for a full set
of components ty, ..., t,. However, this contradicts the above-mentioned property
2) of the vector T. So, C; - C, > 0.

Now, let us change t; and t, leaving the rest of the variables constant.
Then the multiplication tit, = r "/(ts-...-t,,) will also be constant, meaning in the
expression (16) only the second term will be changed, which equals (with the
precision of up to the positive multiplier) t;+c/t;, where ¢ = r "/(tz-...- t,). The
sum ty+c/t; acquires the minimal value at t, =+/c [14]. But then t, =c/Jc =+/c as

well, i.e. t, =t,. Meanwhile, as to the assumption,t, #t,, it means we have found
the vector different from the initial one, at which the function @ acquires the
lesser value. This contradicts the assumption that the initial vector delivers the
function ® the minimum.

Returning to the initial variables x,...t,, we obtain the statement ().

Indeed, the vector that has not all components equal to each other, is not a vector
which delivers the function 77(X) minimum. But this vector does exist, and it
means that this is a vector having different components. And this is nothing
more like the vector G. Thus the collective inequality has been proved.

Let us add that due to the well-known properties of the power scale of
averages [15], it additionally follows from this inequality that the collective
average is no less than any power mean with non-positive value.
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The notions of the collective average and collective inequality introduced
here provide simplified lower bound assessment of the quality of decisions by
the non-homogeneous group. The probability of its correct decision is no less
than that of the homogeneous group comprising the same number of experts,
where the probability of the correct individual decision by one expert equals the
geometric mean of similar probabilities in the initial non-homogeneous group.

CONCLUSION

The expressions (6, 11, 12 u 14-16) fully resolve the issue stated to
determine the probability of the right majority made decision, with the
assumptions accepted. The asymptotic representation and two-sided assessment,
which, characterise the speed of tending towards the right decision.

For a non-homogeneous group, the existence and uniqueness of the
concept of collective average as an averaged characteristic were introduced and
firmly proved, which can be used to replace an individual probability of each
group member, whereby preserving the probability of correctness of the
collective decision

Potential applications of the results obtained can be the quantitative
evaluation of election procedures and the solution of problems associated with
improving the reliability of recognition of weak signals of control sensors in
various transport systems, including high-speed transport systems on magnetic
suspension [16-17].
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